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SUMMARY

ON HYDROGEN PENETRATION INTO RUTHENIUM

Across the world, in all areas of life, the demand for smaller, cheaper, and more pow-

erful microprocessors is strong, and growing. The chip has progressed tremendously

since its invention, approximately doubling transistor density every 18 months. This

phenomenon is a consequence of continuous improvement in semiconductor fabrica-

tion techniques. Photolithography, the primary technique, is a process in which patterns

are projected onto and fabricated on a substrate. A decisive factor in the size of features

which can be reliably produced on a wafer is the wavelength of the light used. In general,

shorter wavelengths allow smaller features sizes, and this has spurred the development

of extreme ultraviolet (EUV) lithography.

EUV uses light with a wavelength of 13.5 nm, emitted by a tin plasma. The sys-

tems operate in near-vacuum, and the optical system uses multilayer mirrors, stacks

of molybdenum and silicon layers capped with ruthenium. Hydrogen is used as a buffer

gas, and together with the capping layer protects the mirror from tin plasma debris and

other contaminants, and the hydrogen also reacts with contaminants on the surface,

thus keeping the mirror clean.

The use of hydrogen has one important drawback. The light, small atom can pass

through the top layer and accumulate at the interface between the ruthenium and the

underlying layer. This accumulation results in the formation of blisters, bubbles of hy-

drogen gas under the surface. It has been observed that blistering is significantly more

rapid when tin is present on the ruthenium surface. Blisters permanently reduce the

reflectivity of the mirror, therefore understanding tin-facilitated blistering is of great im-

portance to the operation and development of EUV technology. Atomistic computa-

tional modelling can be used to probe the interactions between tin and hydrogen atoms

on the ruthenium surface, and the diffusion of hydrogen into ruthenium. In this dis-

sertation, Density Functional Theory (DFT) and Molecular Dynamics (MD) are used to

explore these interactions, to illuminate the effect of tin on the penetration of hydrogen

through the ruthenium layer.

First-principles (DFT) calculations show that H adsorption on Ru is favourable, while

on Sn it is not. The H2 molecule tends to dissociate into separate atoms on the Ru sur-

face. As blistering would be expected to start from H penetration through the surface, the

energy barrier was tested in a number of different Sn-H configurations on the Ru surface.

In all configurations with tin present, the energy barrier to H penetration into the Ru is

reduced. When the diffusing H atom comes from an adsorbed stannane molecule, the

v
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barrier is as low as 25% of the value without tin. An analysis of the bonding interactions

shows electron transfer at the surface, from Sn to the more electronegative Ru and H.

The accumulation of electrons at the surface explains the tendency towards lower en-

ergy states with H in the subsurface.

H solubility in Ru is low, as shown by positive energies of hydride formation. How-

ever, the formation of blisters filled with H2 means that a significant number of H atoms

pass through the Ru layer. An investigation of H diffusion in the region of Ru immedi-

ately beneath the surface shows that access to the H surface is limited, as the surface

adsorption sites are rapidly saturated by atomic H above the surface. The adsorption

of Sn enhances the site-blocking effect. Direct recombination with H adsorbed on the

surface also faces a large energy barrier. The result is that subsurface H is more likely to

diffuse to the opposite interface to form blisters.

The afore-mentioned effects were shown to occur with adsorbed Sn atoms or hydride

molecules. The case with larger amounts of Sn has also been investigated, by looking at

the nature of Sn deposition on the Ru surface, and the consequences for H diffusion.

First it is shown that a single atomic layer of Sn forms readily on the Ru surface, bonding

strongly with the substrate, with a preference to form three-dimensional islands after the

first wetting layer. Thus the Stranski-Krastanov growth mode is demonstrated. Further

calculations show that one layer of Sn allows H to pass through to the Ru surface and

below, but multiple layers impede the progress of H. On the basis of these results, the

conditions for H penetration can be summarised as follows: penetration is negligible

through a clean Ru surface, since the energy barrier is high, but a Ru surface with Sn

atoms, Sn hydrides, or a single Sn wetting layer will result in a lowering of the barrier to

entry.

The transport of H through the Ru film is studied in a series of molecular dynam-

ics simulations, for which an interatomic potential (force field) in the ReaxFF method

was developed using first-principles data. Simulations of H transport were performed

in three structures: pristine hexagonal close-packed Ru, Ru with a symmetric tilt grain

boundary, and Ru with a twist grain boundary. Grain boundaries were shown to be very

favourable for H occupation. The consequence is that diffusion trajectories lie mainly

within the grain boundaries. The diffusion coefficients suggest that grain boundaries

would cause slightly slower diffusion in bulk Ru at around room temperature. However,

for the thin films used in EUV mirrors, tilt grain boundaries may provide paths for short-

circuit diffusion.

In sum, the role of tin and tin hydrides in the formation of hydrogen-filled blisters

in EUV mirrors is shown using atomistic modelling and simulation. Tin is shown to aid

the transition of hydrogen from the surface to the subsurface of ruthenium. It also con-

tributes to blocking the out-diffusion of hydrogen from the subsurface. The nature of

tin deposition on ruthenium suggests that blister formation is favoured when a small

amount of tin is present. The diffusion of hydrogen within the ruthenium film is gov-

erned by the number and nature of grain boundaries. These findings contribute to the
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understanding of tin-aided blistering, and will guide the design and implementation of

mitigation strategies for EUV lithography tools.
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1
INTRODUCTION

Of the myriad steps forward on the path of technological progress, few have been as

consequential as the microchip. Since the development of the integrated circuit in the

middle of the 20th century, the use of microchips has spread throughout the globe. Few

endeavours remain, in the professional and personal spheres, in which devices with mi-

croprocessors are entirely absent. The relentless drive towards greater processing power

and lower cost has brought about such profound change that the microchip is now an

indispensable contributor to virtually all technological advancement.

The success of the microchip is a direct consequence of the decades-long trend known

as Moore’s Law: the observation and prediction by Gordon Moore, semiconductor ex-

pert, that transistor density on an integrated circuit doubles approximately every two

years. Figure 1.1 shows nearly half a century of this phenomenon. Over the decades, the

minimum feature size has shrunk from 1 micron to 10 nm, with a corresponding increase

in the number of transistors which can fit onto each chip. Advances in semiconductor

fabrication techniques, key among which is photolithography, have allowed the indus-

try to keep progressing in step with the prediction. As a result, processing capacity and

efficiency have continued to improve, even as cost has continued to trend downwards.

As they become smaller, more powerful, more efficient, the demand for chips con-

tinues to grow. After the rapid expansion in personal computing in the 1980s and 90s,

the rise of the smartphone, as well as the emergence of wearable electronic devices, and

the Internet of Things (IoT) ensure that the appetite for chips has not waned, but is ex-

pected to grow. Beyond the realm of consumer electronics, the convergence of machine

learning, automation, embedded systems, etc, means that chips are ever more involved

in fields ranging from agriculture to medicine. This means that there is tremendous in-

terest in the development of semiconductor fabrication technologies which will satisfy

1
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Figure 1.1: Microprocessor trends from 48 years of Moore’s Law. Image reproduced with permission from Ref
[1]

the demand.

This chapter introduces photolithography, and the latest evolution of the manufac-

turing technology for the next generation of microchips. A description is given of the

multilayer mirrors used in the latest photolithographic machines. Finally, the main mo-

tivation for the research presented in this dissertation is explained, which is the problem

of hydrogen-induced blistering of the mirrors.

1.1. PHOTOLITHOGRAPHY

The primary technique of microchip fabrication is photolithography. Photolithography

is a process via which patterns are projected and fabricated on a substrate. Light, typ-

ically in the ultraviolet region, is used to transfer patterns from a photomask to a light-

sensitive chemical photoresist on the substrate, also referred to as the wafer. Chemical

treatments are then applied either to etch the pattern into the material or to allow de-

position of a new material in the desired pattern on the material under the photoresist.

These patterns can be extremely detailed and complicated. By repeating the exposure

and treatment cycle many times, complex integrated circuits can be manufactured.

One of the most important measures of a lithography system’s capability is its reso-

lution. The resolution of an optical system is the minimum distance between objects at

which they can still be distinctly reproduced separately. Beyond this limit, the image of

the objects blur into one another. In a microprocessor, such blurring will lead to defec-

tive components and connections, which will result in a defective or inoperable product.

The smallest features that can be reliably projected by a lithographic system are approx-
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imately determined by the formula:

C D ˘ k1
‚

N A
(1.1)

where C D is the critical dimension (the smallest feature size), k1 is a coefficient deter-

mined by the manufacturing process, ‚ is the wavelength of the light used, and N A is

the numerical aperture of the lens from the wafer. This equation shows the direct pro-

portionality of the feature size and wavelength.

Until very recently, most of the enormous volume of microchip manufacturing was

accomplished using deep ultraviolet (DUV) lithography, which uses laser sources of 248

and 193 nm wavelengths. Although sophisticated techniques such as immersion lithog-

raphy and multiple patterning can improve feature density, shorter wavelengths eventu-

ally become necessary in order to make significant progress. As ultraviolet lithography

reaches its technological limit, Extreme Ultraviolet (EUV) lithography has emerged as

the leading technological solution to extend Moore’s law[2, 3]. EUV systems use light

with a wavelength of 13.5 nm. This short wavelength means that it is possible to achieve

smaller features, and therefore greater transistor density than attainable by the 193 nm

wavelength of the older argon fluoride laser systems.

1.2. MULTILAYER MIRRORS FOR EUV LITHOGRAPHY
Lithography is, at its core, a projection technique. The quality and accuracy of the fab-

ricated pattern depends on precise control of the image projected onto the photoresist.

The introduction of EUV entails a departure from the lens-based projection of DUV, be-

cause the short-wavelength high-energy EUV photons are readily absorbed by refractive

optics, and even by air. For this reason, EUV requires near-vacuum conditions, and the

optical system (Figure 1.2) consists entirely of reflective elements, i.e. mirrors.

Figure 1.2: Main chamber of EUV machine, with optical path highlighted. Image reproduced with permission
from Ref [4].
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(a) (b)

Figure 1.3: (a)Principle of operation of Bragg reflector and (b) cross-section of a multilayer mirror (MLM).
Image reproduced with permission from Ref [5].

The reflective optical elements of EUV are multilayer mirrors (MLMs) which oper-

ate on the principle of constructive interference (Figure 1.3a), which results when the

so-called Bragg condition is met. Bragg diffraction occurs when radiation undergoes

specular scattering by the atoms of a crystal in such a way that the photons undergo con-

structive interference. This will occur when the wavelength of the incoming radiation is

comparable to the spacing between layers of atoms in the crystal. The Bragg condition

is:

2d sin£ ˘ n‚ (1.2)

where d is the spacing between atomic layers, n is the diffraction order (a positive in-

teger), £ is the angle between the plane of atoms and the incoming radiation (glancing

or grazing angle), and ‚ is the wavelength. With the cumulative effect of reflection from

multiple layers of the crystal, the interference effect intensifies, reaching its peak for the

wavelength/angle/spacing combination determined per Equation 1.2. For normal inci-

dence (£ ˘ …/2), the condition is satisfied for a minimum spacing of half the wavelength,

‚/2.

Each MLM consists of 50-70 molybdenum/silicon bilayers, approximately 7 nm thick.

The alternating molybdenum and silicon layers have high and low refractive indices re-

spectively. When the thickness of the alternating layers is selected accordingly for the re-

quired wavelength, the incident optical wave is partially reflected at each interface, and

the numerous reflections undergo constructive interference. Thus together they form a

Bragg structure which reflects a large part of the incident light.

A thin film of ruthenium serves as a capping layer[6, 7], to protect the bilayer stack

from EUV- and plasma-induced damage, which we discuss in the following section. The

molybdenum/silicon multilayer mirrors were initially terminated with silicon, which

forms a thin stable oxide layer in air. Under good vacuum conditions, the multilayer mir-
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Figure 1.4: Silicon-terminated and ruthenium-capped multilayer mirrors.

ror terminated with silicon showed stable reflectivity after long-term exposure[8]. How-

ever, in tests simulating the EUV operating conditions of an unbaked vacuum, oxidation

of the silicon layer was observed, as well as the underlying molybdenum. An ideal mul-

tilayer would be terminated with molybdenum, but the molybdenum layer was shown

to oxidise completely to MoO2 and MoO3, and to be susceptible to contamination by

carbonaceous compounds[9]. Ruthenium thin films, on the other hand, are resistant

to oxidation; they are also easily reduced in the event of oxidation of the surface[10].

A ruthenium-capped mirror was shown to have a lifetime 40 times that of a silicon-

terminated one[6].

A number of exacting quality standards must be met by the mirrors. To achieve re-

flection as close as possible to the theoretical maximum of approximately 73%, the layers

must be exceptionally smooth. The interfaces between the layers must be distinct, so the

manufacture of the mirrors employs state-of-the-art deposition techniques and interlay-

ers such as B4C and C, which keep intermixing under control. Finally, the surface must

be clear of contaminants, debris, and damage to keep losses in the optical path to a min-

imum. The optical chain shown in Figure 1.2 includes 10 mirrors, which means that a

maximum of 4.3% will be delivered to the end of the chain with unblemished mirrors.

This makes even minute losses in reflectivity very costly, and management of contami-

nation crucial.

1.3. CONTAMINATION OF EUV OPTICS
Contaminants in the EUV system can come from a variety of sources. The chamber of

the machine includes the entire optical system, as well as an array of sensors, actuators,

etc. In the near-vacuum, outgassing from the numerous components, as well as volatiles

produced during the operation of the machine contribute to a mixture of gases includ-

ing oxygen, water, and hydrocarbons. Particulate contaminants such as silicon dioxide

and aluminium dioxide may also be transported to surfaces in the chamber[11]. Under

the EUV radiation, deposited molecules can decompose on the surface of the reflector,

populating it with contaminants. Carbon is a leading contaminant, resulting from the

decomposition of hydrocarbons[12–14].
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Figure 1.5: Schema of the tin-based laser-produced plasma (LPP) source. Image reproduced with permission
from Ref [15]

The other important contaminant is tin, from the EUV source. Current EUV sources

create light by exciting droplets of tin with a CO2 laser to generate a plasma[16]. The

ionised Sn emits EUV photons which are then focused by a multilayer reflector, the col-

lector. The plasma is a source of ions and particles with energies up to several keV. Sur-

faces in proximity are exposed to this flux, which can result in sputtering of the surface,

implantation, or deposition. The result is a loss of reflectivity, should they occur on the

multilayer reflector. Therefore techniques to minimise the number of particles reaching

the surface must be deployed.

The current solution is the use of a buffer gas to shield the surface[17]. In EUV tools,

hydrogen gas serves as the buffer; collisions with the gas molecules slow down the high-

energy ions which can cause irreversible damage to the optics through sputtering or im-

plantation. Furthermore, the neutral Sn atoms are also diverted, and are less likely to

deposit on the optics. Nevertheless, some debris does successfully arrive at the mir-

ror surface[18], and tin which is diverted from the mirror can deposit on other surfaces

within the machine, whence it can be transported to other mirrors.

The accumulation of contaminants such as carbon and tin shortens the operational

lifetime of the optical components, and leads to uneconomical outcomes due to stop-

pages for maintenance and defective products. For this reason, cleaning of the opti-

cal system in situ is a necessary measure. Hydrogen also serves as a cleaning agent,

supplying radicals which can etch away contaminants from the surface of the mirrors.

Other cleaning media have been proposed, such as molecular oxygen, ozone, or oxy-

gen plasma[19, 20], but atomic hydrogen[21, 22] has the advantage of removing carbon

deposits efficiently, while also countering the oxidation of the optics.
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Figure 1.6: Hydrogen-induced blistering.

Compared to oxides and carbon, tin removal with hydrogen is more challenging.

Much like the hydrocarbons formed when hydrogen reacts with the carbon, stannane

(SnH4) is formed when tin is exposed to atomic hydrogen:

Sn ¯ 4H ¡¡! SnH4 (1.3)

Stannane is volatile at room temperature, with a boiling point of 221 K. Furthermore, the

molecule is quite unstable, and will decompose on chemically active surfaces to yield

tin[23, 24]. It therefore acts as a vector of tin transport in the lithography tool[25]. A num-

ber of reasons have been proposed for the low efficiency of tin removal. Oxidation of the

tin to SnO and SnO2 may be an obstacle to tin removal, as the oxide resists etching[26].

Previously etched tin may also be redeposited, leading to a lower rate of etching[27]. In

general, etching of tin from a ruthenium surface was found to be incomplete[28]. In

addition to the persistence of tin on ruthenium, the use of hydrogen comes with one

important disadvantage: the presence of tin on the ruthenium surface spurs the devel-

opment of hydrogen-filled bubbles under the ruthenium layer, referred to as “blisters”.

1.4. HYDROGEN-INDUCED BLISTERING
Hydrogen-induced blistering refers to the formation of hydrogen-filled subsurface cavi-

ties in a material or structure. These cavities are generally undesirable, as they alter the

properties of the metals and alloys in which they form, leading to a deterioration of their

ability to fulfill their function. Although the exact mechanisms are still unclear, it is be-

lieved that blisters form when hydrogen interacts with defects in the host material or

structure. This purportedly proceeds in the following manner: (i) hydrogen penetrates

the surface and diffuses within the host material; (ii) due to its low solubility in the host

material, it segregates into defects and voids, where it recombines to form molecular hy-

drogen; (iii) the accumulation of molecular hydrogen increases the pressure to the point

of decohesion, and a blister is formed; (iv) further accumulation of hydrogen may lead

to rupture of the blister[29]. For a ruthenium-capped mirror, the site of formation of the

bubbles is usually at the interface between the ruthenium layer and the substrate.

Hydrogen, the lightest and smallest atom, poses a problem in other technological

applications due to its ability to permeate through materials. For example, it can perme-
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ate through steel, aluminium alloys, titanium, magnesium alloys, etc, and change their

properties, leading to so-called hydrogen embrittlement[30]. Hydrogen can be intro-

duced into a material via chemical means, for instance through a reaction or exposure

to the gas, or through implantation, which occurs when high energy ions strike the ma-

terial, for instance from a plasma[31]. Hydrogen is unique in this regard, because while

penetration as a chemical process is uncommon for other gases, implantation is achiev-

able with many different gases. For instance, helium ions have been shown to form blis-

ters in tungsten blocks in nuclear fusion studies[32]. Implantation is also used in the

ion-cutting process[33], to fabricate silicon heterostructures. In these examples, high

energy ions (> 100 eV) penetrate the surface and precipitate into bubbles in the near-

surface region, due to the low solubility of hydrogen in the material. In MLMs, blister

formation occurs under exposure to EUV-induced radicals at much lower energy levels

than above, usually not exceeding 10 eV, and chemical interactions with the surrounding

atomic species are of greatest relevance.

Although hydrogen-induced blistering has received a great deal of attention, ques-

tions remain about the exact way in which this process occurs in EUV conditions. Mul-

tilayer mirrors are thin-film heterostructures, and so differ quite significantly from bulk

metals which have been studied extensively with respect to this phenomenon[34]. Blis-

tering in mirrors has been shown to depend on such factors as temperature, ion energy,

and mechanical strain[29, 35, 36], but these findings do not probe the effect of tin. In-

deed, the focus has been primarily on the efficiency of tin removal. Direct study of blis-

tering with experimental techniques is challenging, as the processes of interest occur at

the atomic/molecular level. Computational techniques can shed light on the promo-

tion of blistering by tin, and guide further experimental efforts and mitigation measures.

Blisters cause permanent loss of reflectivity in EUV mirrors, reducing their operational

lifetime. Since reflectivity loss of a few percent is sufficient to move the mirror out of

specification[6], mitigation of the blistering process is of great importance. Therefore a

thorough understanding is required of the steps via which hydrogen permeates through

the ruthenium layer and accumulates at the interface in sufficient quantity to form the

pockets of gas. An understanding of the mechanism of tin-facilitated blistering is the

primary motivation for this research project.

1.5. OUTLINE OF THE THESIS
Due to the high cost of malfunctions and stoppages – millions of euro daily – it is critical

to combat the blistering of the mirrors. It is equally important to be able to make confi-

dent estimates of the operating lifetime of each element, given its operating conditions,

to minimise downtime. These concerns lead to the main research question tackled in

this dissertation:

What are the mechanisms via which tin facilitates the blistering of ruthenium-

capped multilayer mirrors?
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Tracking the progress of hydrogen from the gas/plasma phase to the molecular state

within the blisters leads to the following series of questions:

How does hydrogen enter the ruthenium film, and how does the presence of

tin affect this phenomenon?

How does the amount and distribution of tin on the film affect the hydrogen

penetration, and therefore the severity of blistering?

What is the nature of hydrogen transport through ruthenium?

Atomistic modelling and simulations, using the combination of Density Functional

Theory (DFT) and Molecular Dynamics (MD), have been applied to seek answers to

these questions. Within the framework of DFT, the Climbing Image Nudged Elastic Band

(CINEB) algorithm, transition state searches have been carried out for relevant hydrogen

adsorption, desorption, and diffusion on and in ruthenium, in the presence and absence

of tin. An interatomic potential has been developed under the ReaxFF framework, which

allows the study of larger ensembles at a fraction of the cost of quantum-mechanical

models. Molecular Dynamics simulations in ReaxFF have been used to examine hydro-

gen transport in perfect ruthenium lattices and along grain boundaries. These compu-

tational approaches are described in detail in Chapter 2.

Chapter 3 tackles the question of hydrogen penetration into the ruthenium subsur-

face. It establishes the basic energies of hydrogen and ruthenium interaction on the

surface and in the bulk, and discusses the energy barriers faced by hydrogen in migra-

tion between energy minima on and in ruthenium. Results of calculations for the in-

teraction between hydrogen and tin are also presented. The effects of tin on the energy

landscape on the ruthenium surface and on the key hydrogen penetration barrier are

studied, showing that tin proximity results in a lower barrier to entry into Ru.

In Chapter 4, the subsequent diffusion of hydrogen in the ruthenium subsurface is

explored. The cases for subsurface diffusion with and without tin present on the sur-

face are studied, with the finding that a surface saturated with tin and hydrogen will

inhibit diffusion of hydrogen out of the ruthenium. This shows the second aspect of

tin-facilitated blistering, since saturation of surface sites is more likely with the difficult-

to-etch tin.

Chapter 5 examines the nature of tin deposition on ruthenium. The growth mode

of tin is shown to follow a layer-plus-islands pattern, in a fashion that allows ample hy-

drogen access to the ruthenium surface at lower coverages. The interaction of hydrogen

with multiple layers of tin is modelled, showing that hydrogen permeation through thick

layers of tin is unlikely, such that layers with thick tin layers will block hydrogen out, and

not allow hydrogen penetration into the Ru beneath.

In Chapter 6, molecular dynamics simulations of hydrogen diffusion in ruthenium

are reported. The simulations are conducted for intact bulk ruthenium crystals as well as

for structures with grain boundaries. The results indicate that the nature and direction
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of hydrogen diffusion in ruthenium are governed by the number and nature of grain

boundaries in a given sample.

Chapter 7 summarises the results of the research and discusses the implications of

the findings presented in this work, and explores the prospects of further research on its

basis.
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2
METHODS

The computational tools used in this study are Density Functional Theory (DFT) and

Molecular Dynamics (MD). DFT is a quantum-mechanical method of performing ground-

state electronic structure calculations of many-body systems, such as atoms, molecules,

and condensed phases. MD allows the study of a system’s evolution in time, and com-

plements the static calculations usually performed with DFT. This chapter details the

computational approaches and tools.

2.1. DENSITY FUNCTIONAL THEORY
The primary tenet of quantum mechanics states that the totality of information about a

system is contained in the wavefunction of the system, denoted by “. The Schrödinger

equation expresses the wavefunction of a quantum-mechanical system, and its general

form describes the evolution over time of the wavefunction of a physical system:

iß
d

d t
j“(t )i ˘ Ĥ j“(t )i (2.1)

where t is time, and Ĥ , the Hamiltonian operator, is an observable corresponding to the

system’s total energy. For systems in a stationary state, the time-independent equation

is sufficient:

Ĥ“ (r1,r2, . . . ,rN ;R1,R2, . . . ,RM ) ˘ Ẽ“ (r1,r2, . . . ,rN ;R1,R2, . . . ,RM ) , (2.2)

where ri and Ri represent the coordinates of the system’s electrons and nuclei respec-

tively, and Ẽ represents the total energy of the system. Given a system with electrons of
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mass m and nuclei of mass M j , the Hamiltonian is

Ĥ ˘ ¡
ß2

2m

NX

i˘1
r2

i ¯
1

8…†0

X

i 6˘ j

e2

jri ¡ r j j
¡

1

4…†0

X

i , j

Z j e2

jri ¡ R j j
¡

ß2

2

MX

j ˘1

r2
j

M j
¯

1

8…†0

X

i 6˘ j

Zi Z j e2

jRi ¡ R j j
,

(2.3)

where †0 is the permittivity of free space, Z j is the atomic number of the nuclei, and e is

the elementary charge. The equation may be written more compactly as

Ĥ ˘ T̂e (r) ¯ V̂ee (r) ¯ V̂en(r;R) ¯ T̂n(R) ¯ V̂nn(R) (2.4)

The terms in Equation 2.4 are, respectively: kinetic energy of electrons, the electrostatic

potential energy of electron-electron repulsion, potential energy of electron-nucleus at-

traction, kinetic energy of nuclei, potential energy of nucleus-nucleus repulsion.

Although the above equations apply for any and all physical systems regardless of

size, complete analytical solutions are in practice unattainable for all but the small-

est and simplest systems. Solving the Schrödinger equation for a real physical system

would require one to take into account the motion of all the nuclei and electrons in

the system. There are, however, important differences between the nuclei and elec-

trons, brought about by the much larger mass of the nuclei. The movement of elec-

trons is near-instantaneous compared to that of nuclei, therefore the contribution of the

ionic momentum operator to the electronic wavefunction may be neglected. The Born-

Oppenheimer (BO) approximation separates the motion of the electrons from that of the

nuclei[1]. To describe how the energy of the electronic degrees of freedom varies with

changes in nuclear coordinates, a series of calculations for the electrons is performed in

various stationary configurations of the nuclei. With the nuclear terms in Equation 2.4

excluded, the electronic Hamiltonian reads, for a fixed nuclear configuration:

Ĥe (r;R) ˘ ¡
ß2

2m

NX

i˘1
r2

i ¡
e2

4…†0

Ã
X

i , j

Z j

jri ¡ R j j
¡

1

2

X

i 6˘ j

1

jri ¡ r j j

!

(2.5)

Ĥe ˘ T̂e (r) ¯ V̂ee (r) ¯ V̂en(r;R) (2.6)

The electronic wavefunction ˆe is computed as the stationary solution to the electronic

Schrödinger equation:

Ĥe (r;R)ˆe (r;R) ˘ Ee (R)ˆe (r;R); (2.7)

where the electronic wavefunction obtained depends upon the nuclear positions R. The

energy of the system is recovered by including the nuclear repulsion term from Equation

2.3 which depends on nuclear coordinates R.

Despite the separation of the nuclear and electronic degrees of freedom through the

Born-Oppenheimer approximation, computing the electronic wavefunction remains chal-

lenging due to the large number of electrons and interactions between them. DFT re-

duces this complexity by considering not the many-electron wavefunction, but the elec-

tron density distribution n(r). The foundational principle of DFT states that the elec-

tron density and electronic Hamiltonian have a functional relationship, which allows the
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computation of all ground-state properties of a many-body system. This principle was

put forward by Hohenberg and Kohn in two theorems[2]. The Hohenberg-Kohn theo-

rems apply for a system of electrons under the influence of an external potential.

Theorem I: The external potential, and therefore the total energy, is a unique

functional of the electron density.1

The first theorem states that there is a one-to-one correspondence of the ground-state

electron density and the ground-state wave function. In other words, the ground-state

energy E can be expressed as the functional E [n(r)], where n(r) represents the electron

density. This means that the Schrödinger equation can be solved by computing a func-

tion of 3 spatial variables rather than a function of 3N variables, where N is the number

of electrons.

Theorem II: The functional which delivers the ground-state energy of a sys-

tem gives the lowest energy if, and only if, the input density is the true ground-

state density.

The second theorem states an important property of the functional. If the true form of

the functional were known, it could be found using the variational principle – changing

the electron density until the energy given by the functional reaches a minimum. The

actual form of the functional is, however, unknown. Therefore the variational principle

is used in practice with numerous approximations of the functional.

Kohn and Sham proposed a practical implementation of DFT in which a real sys-

tem of interacting electrons in an external potential is mapped onto a fictitious system

of independent non-interacting electrons which generate the same density as the real

system.

·
¡

ß2

2m
r2 ¯ vs (r)

¸
ˆ(r) ˘ †i ˆ(r) (2.8)

vs (r) ˘ Vext (r) ¯
e2

4…†0

Z
n(r)

jr ¡ r’j
dr ¯

–Exc [n(r)]

–n(r)
(2.9)

Equation 2.8 is an eigenvalue representation of the Kohn-Sham equation, where vs (r) is

the fictitious effective potential, and †i is the orbital energy of the corresponding Kohn-

Sham orbital ˆ(r). The electron density for the non-interacting system is given by

n(r) ˘
NX

i˘1
jˆ(r)j2. (2.10)

With the Kohn-Sham equations, the problem is reduced to a series of coupled single-

body problems. Every component of a Kohn-Sham DFT energy can be computed ex-

actly, with the exception of the exchange-correlation, Exc [n(r)]. The true form of the

1While a function takes a number (or a collection of numbers) as input and returns another number, a func-
tional takes a function as input and returns a number.
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exchange-correlation energy functional is unknown. DFT implementations therefore

use approximations of the exchange-correlation functional. There are numerous ap-

proximations available, which range from the simple (e.g. local density approximation

(LDA)) to the sophisticated (e.g. B3LYP hybrid functional). These approximations may

be arranged in a hierarchy, referred to as Jacob’s ladder[3], with the LDA at the lowest

rung, and subsequent additions and modifications ascending the rungs of the ladder to-

wards the ideal of chemical accuracy. Each rung will typically incorporate elements of

the lower rungs, with additions which increase accuracy and, usually, computational ef-

fort. In practice, one chooses the best available functional on the basis of suitability to

the task and system under investigation, within the constraints of computational cost.

A basic approximation of the exchange correlation is the local density approxima-

tion (LDA), in which the electrons are treated as a homogeneous electron gas of uniform

density, giving

E LD A
xc [n(r)] ˘

Z
n(r)†xc n(r)d 3r. (2.11)

where †xc is the exchange-correlation energy per electron of a homogeneous electron

gas. The LDA functional is, however, inadequate for all but a small subset of systems,

as it tends to under- and over-estimate the exchange and correlation energies respec-

tively. The generalised gradient approximation (GGA) addresses the shortcomings of the

uniform density approach. It expands upon the LDA in terms of the gradient (r) of the

electron density; this takes into account the non-homogeneity of the real electron den-

sity. In its general form, it is

EGG A
xc [n(r)] ˘

Z
f [n(r),rn(r)]d 3r (2.12)

The Perdew-Burke-Enzerhof(PBE)[4] functional, which is the GGA implementation

used in this work, may be expressed as

EGG A
xc [n(r)] ˘

Z
n(r)†x (n(r))Fxc (rs ,‡, s)d 3r (2.13)

where †x is the local exchange of a uniform electron gas; Fxc is the so-called PBE en-

hancement factor; rs is the local Seitz radius; ‡ is the relative spin polarisation

‡ ˘

¡
n" ¡ n#

¢

n
; (2.14)

and s is a scaled dimensionless density gradient

s ˘
jrn(r)j

2(3…2)1/3n(r)4/3
. (2.15)

A complete discussion of the form of Fxc can be found in Ref [4]. GGA generally

leads to improved total energies and energy barriers, the latter of which is key to the

calculations performed in this work.
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2.2. MOLECULAR DYNAMICS
Molecular dynamics (MD) is a method of studying the physical movements of atoms

and molecules. In a molecular dynamics simulation, a collection of atoms is allowed to

interact for a certain duration, to observe how the system evolves over time. The sim-

ulation consists of the numerical solution at preset intervals (timesteps) of the classical

equations of motion

mi r̈i ˘ fi , (2.16)

where m is the mass of the particle, r is its position, and f is the force acting on it. These

forces are usually derived from the potential energy of the system as

fi ˘
@

@ri
U (2.17)

where U is the potential energy which depends on the complete set of coordinates of

particles in the system. Using interatomic potentials, referred to also as force fields, the

forces between the interacting atoms and molecules are calculated. By solving New-

ton’s equations of motion at each time step, the trajectory of each particle is determined.

From these trajectories, macroscopic properties of the simulated system can be extracted.

Molecular dynamics employs numerical techniques, as analytical solutions for the

typically large number of particles in a simulation are not feasible. Restating the classical

equations of motion as

ṙi ˘
pi

mi
, and ṗi ˘ fi (2.18)

where p represents the momenta of the particles, we get a system of coupled ordinary

differential equations, for which many numerical integration algorithms exist. The choice

of algorithm takes into account several factors. These equations are typically stiff, lim-

iting the acceptable intervals between evaluations to small values. To sample a larger

phase space, larger timesteps are desirable. Furthermore, the computation of the forces

requires summing over numerous pairs of atoms, and is therefore expensive, so the num-

ber of force evaluations is best kept to a minimum. The duration of a simulation must

also significantly exceed the correlation times of the properties of interest. The prefer-

ence is for low order algorithms, i.e. those which do not require storage of higher deriva-

tives of coordinates and velocities. For these reasons, the most common algorithm in

use for MD simulations is the Verlet algorithm which is used in the simulations reported

in this work. The Verlet scheme, specifically the velocity Verlet variant, may be written

as follows:

pi (t ¯ 1
2 –t ) ˘ pi (t ) ¯ 1

2 –t fi (t ) (2.19)

ri (t ¯–t ) ˘ ri (t ) ¯
1

mi

¡
–tpi (t ¯ 1

2 –t )
¢

(2.20)

pi (t ¯–t ) ˘ pi (t ¯ 1
2 –t ) ¯ 1

2 –t fi (t ¯–t ) (2.21)
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The expensive force evaluation is carried out once after the step in Equation 2.20, after

which the coordinates and momenta are advanced over the timestep –t , and the cycle

repeats.

The force evaluation calls on the critical component of any MD simulation, the inter-

atomic potential/force field. Since it determines the forces between particles, it deter-

mines the evolution of the system. A great deal of effort has been devoted to the devel-

opment of different types of force fields, which are suited to the simulation of different

systems and properties. They operate at different levels of accuracy and computational

cost, and range from the classical treatment of inter-particle interactions to quantum

mechanical methods, also including classical/quantum-mechanical hybrids. Examples

include the Lennard-Jones potential, the embedded-atom method (EAM), and ab initio
molecular dynamics. The simulations in this work employ the ReaxFF force field de-

scribed in the following section.

REAXFF: REACTIVE FORCE FIELD

Classical MD force fields typically use pre-defined bonding arrangements which remain

unchanged throughout the course of the simulation; i.e. molecules remain molecules,

and atoms remain discrete, as set at the start of a simulation. Therefore such force fields

cannot model the formation and breaking of chemical bonds. For systems which require

explicit modelling of bonding, a number of solutions exist, including those based on the

bond order formalism. Bond order potentials can describe multiple bonding states for

an atom, so can model chemical reactions with some accuracy. They are based on the

principle that the strength of a bond is determined by the bonding environment. The

number of bonds, their lengths, and also angles and torsions can all be included in the

force field.

ReaxFF[5–7] is a general bond-order-dependent force field whose potential curves

for dissociation and reaction derive from quantum mechanical methods. In ReaxFF, all

atom pairs have non-bonded interactions; it treats van der Waals and Coulombic inter-

actions explicitly, which is crucial for predicting the structures and properties of complex

systems. Bonds, angle, torsions, etc are introduced to model complex molecules. This

allows simulations at scales much larger than QM methods, trading some accuracy for

much lower computational cost.

In ReaxFF, the energy of a system, from which the forces on each atom are derived, is

composed of multiple partial energy contributions:

Es y stem ˘ Ebond ¯ Eover ¯ Eunder ¯ El p ¯ Eval ¯ Epen ¯ Etor s ¯ EvdW ¯ ECoul omb ¯ Espec

(2.22)

Ebond represents the energy of the bonds between atom pairs. Eover and Eunder are the

penalties for over- and under-coordination respectively (a large energy penalty would

be applied for a H atom with more than one covalent bond). El p , Eval , and Etor s are the

contributions of the lone pair, valence angle, and torsion. EvdW and ECoul omb stand for

the non-bonding van der Waals and Coulombic energies. For a number of special cases,
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such as hydrogen bonds and electron lone pairs, system-specific energy contributions

are included (Espec ). Figure 2.1 illustrates the energy calculation scheme.

Figure 2.1: ReaxFF energy composition. Figure adapted from [8].

The potential energy contributions are grouped into bond-order-dependent and -

independent. A central feature of ReaxFF is that bond order is calculated directly from

the interatomic distance, per the formula:

BOi j ˘ BO¾
i j ¯ BO…

i j ¯ BO……
i j

˘ exp
·

pbo1

µri j

r ¾
0

¶pbo2
¸

¯ exp
·

pbo3

µri j

r …
0

¶pbo4
¸

¯ exp
·

pbo5

µ ri j

r ……
0

¶pbo6
¸

;
(2.23)

where BOi j is the bond order between atoms i and j , ri j is the interatomic distance,

r ¾
0 , r …

0 , r ……
0 are the equilibrium bond distances for sigma, pi, double-pi bonds respec-

tively, and the pbo terms are empirical parameters. The definition in Equation 2.23 is a

continuous function which yields a differential potential energy surface, from which in-

teratomic forces are computed. The bond-order is corrected to remove over- and under-

coordination relative to each atom’s preset valency; this eliminates spurious bond def-

initions for non-bonded neighbouring atoms. Bond energies and angle strains are cal-

culated from the corrected bond order. The non-bonding van der Waals and Coulombic

interactions are calculated for all pairs in the system. Van der Waals interactions are

calculated using a shielded Morse potential, according to parameters set for each atom

type. The Coulombic contribution is calculated from partial atomic charges determined

via the electronegativity-equalisation method (EEM)[9].
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The calculation of energies and forces in ReaxFF is governed by the set of force field

parameters for each atom type (element) and for the interactions between atom pairs.

In principle, these parameters can be selected and adjusted in accordance with empiri-

cal data, thus determining the optimal values. In practice, however, the parameters are

obtained through optimisation relative to reference data from ab initio methods. Using

global optimisation algorithms, a ReaxFF parameter set can be fit to adequately repro-

duce the energies, charges, and geometries of quantum mechanical calculations. The

parametrisation process seeks to minimises an objective function of the form:

Er r or ˘
nX

i˘1

· xi ,r e f ¡ xi ,ReaxF F

¾i

¸ 2

(2.24)

where xi ,r e f and xi ,ReaxF F are the reference value of the property and the value from

ReaxFF respectively, ¾i is the weighting of the property, and the sum is over all the entries

in the training set.

Although the earliest ReaxFF parameters were largely optimised through successive

single-parameter optimisations, this method has become less widespread due to its pit-

falls. This method involves picking one parameter p at a time, then making a parabolic

fit of the objective function to the parameter p with perturbations §–p, and minimising

the parabola. The procedure is repeated with other parameters until the error no longer

decreases. This will involve several passes over all parameters until convergence, since

they are inter-dependent. The likelihood of trapping in a local miminum is high. More-

over, the error surface is not necessarily parabolic, and the obtained parameter set may

be a poor estimation.

Global optimisation algorithms have been developed which employ stochastic be-

haviour to better locate global minima on the multi-dimensional error surface. The

most common are the covariance matrix adaptation evolution strategy (CMA-ES) algo-

rithm and the Monte Carlo force field (MCFF) optimiser, the latter of which is used in this

work. The MCFF optimiser uses a simple Metropolis Monte Carlo algorithm to sample

the parameter space in a range determined by the user, following a procedure akin to the

cooling of a system over time – simulated annealing. In this method, the optimisation is

started at a high temperature, and a set of parameter values is randomly generated. The

particles in the system, i.e. the parameters, move rapidly at random, and the Er r or is

evaluated at each step. Parameter sets are accepted with a probability

Pa ˘ mi n[1,e(¡fl¢Er r or )] (2.25)

where fl is the thermodynamic inverse temperature 1
kB T . With this acceptance condi-

tion, the parameter space is sampled more widely early on in the optimisation using

small beta values, and gradually settles into a minimum as beta is increased. Due to the

large number of parameters and minima, many different instances of the optimisation

are executed in parallel, and the best-performing set is retained. The fit can be adjusted

through the weighting ¾i , cooling rates, and target acceptance rates.
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For an accurate description of the modelled materials, the training set generated with

quantum-mechanical methods must cover a broad range of states, and configurations.

For a solid such as ruthenium, the training set would include equations of state (EOS)

curves for the typical metal crystal lattices, such as the native hexagonal close-packed

(hcp) structure, the face-centred cubic(fcc), and the body-centred cubic (bcc). Other

phases such as the diamond lattice and the simple cubic (sc) may also be included. Slab

configurations to model the formation of surfaces are necessary as are amorphous struc-

tures, atom clusters, and defects. For interactions with other elements, bond length

scans, valence angles, and charges are combined with the geometries and energies in

the training set. Validation of the force field is achieved by applying it to a subset of the

reference data which is excluded from the parametrisation, thus ensuring transferability

to structures and states beyond the training set.

MD SIMULATION ENSEMBLES2

The ergodic hypothesis states that over a sufficiently long duration, the time spent by a

system in a certain region of phase space of microstates will be proportional to the size

of that region. Stated differently, the average over a sufficiently long time of a quantity

will be the same as the average over the statistical ensemble. An MD trajectory is a single

sample of a process moving towards equilibrium from its starting configuration. If the

trajectory is long enough, the simulation will have sampled the equilibrium distribution,

one in which each configuration occurs with a frequency proportional to its Boltzmann

factor. Such a system is referred to as ergodic. On the basis of this hypothesis, the time

averaged quantities from a simulation of the system can be related to the ensemble-

averaged quantities of an experiment.

An MD simulation in which the total energy E is a constant of motion, will sample

an isolated system, a so-called microcanonical ensemble. With constant number N of

particles, volume V of the system, and energy E , this is also known as an NVE ensemble.

It is, however, more convenient to perform simulations in other ensembles, such as NVT

(constant volume V and temperature T ) or NPT (constant pressure P and temperature

T ), since real-world experiments are seldom conducted in constant energy conditions.

An NVT-ensemble (canonical ensemble) is achieved by allowing the simulated system

to exchange energy with a heat bath at a set temperature, such that the energy of the

system may vary, while keeping the temperature constant. An NPT ensemble (isobaric-

isothermal ensemble) has, in addition to the heat bath, a pressure bath, via which a

constant pressure is maintained while allowing the system volume to change. A brief

description of the operation of heat and pressure baths follows.

Temperature regulation in MD simulations is performed using algorithms known as

thermostats. Given a system with N particles of mass mi and velocity vi , the temperature

2This section is largely adapted from Refs [10, 11]
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of the system is given by

T ˘
2

3N kB

*
NX

i˘1

mi v2
i

2

+

, (2.26)

where the angled brackets indicate a time-averaged quantity. An average over a snap-

shot of an MD simulation would give the instantaneous temperature per the equipar-

tition theorem. This instantaneous temperature wil not necessarily be equal to the the

time-averaged temperature; in the canonical ensemble, it will fluctuate around the tar-

get temperature. Thermostats operate by making adjustments to the Newtonian equa-

tions of motion, such that the velocities yield the desired average temperature. Ther-

mostats differ in the way these adjustments are implemented. They may be determin-

istic or stochastic, affect the whole system (global) or a subset (local). A widely-used

option is the Nosé-Hoover thermostat. It introduces an additional, fictitious degree of

freedom with a given mass, which may be changed to interact with the system in a pre-

dictable and reproducible fashion while maintaining the canonical ensemble. In order

to enhance ergodicity, particularly with small systems, Nosé-Hoover thermostats can be

linked in a chain giving the most common implementation of this thermostat: the Nosé-

Hoover chain (NHC)[12].

Barostats control the pressure, and are commonly used in conjunction with a ther-

mostat which maintains the target temperature. The barostat operates in a manner sim-

ilar to the thermostat. In a basic implementation, a simple volume rescaling algorithm

will scale the volume of the system each time the barostat is executed, in such a way

that the resulting instantaneous pressure is exactly equal to the target pressure. Since

this does not sample the proper ensemble, and does not approach the target pressure

smoothly, it is not suitable for production sampling. The Berendsen barostat[13] ame-

liorates the shortcomings of simple volume rescaling by coupling the system to a weakly-

interacting pressure bath. The bath executes periodic scaling of the volume by a scaling

factor, producing more realistic fluctuations in pressure while approaching the target

value. While the Berendsen sampling is not well-defined or suitable for production sam-

pling, it is adequate for initial preparatory equilibration.

The molecular dynamics simulations in this work employ both NPT and NVT ensem-

bles. The initial stage of the simulation, during which the system is brought to equilib-

rium, is done under the NPT ensemble with a Berendsen barostat and NHC thermostat.

Thereafter, during the data production and collection stage for the properties of interest,

the NVT ensemble with the NHC thermostat is used.



REFERENCES

2

25

REFERENCES
[1] M. Born and R. Oppenheimer, Zur Quantentheorie der Molekeln, Annalen der

Physik 389, 457 (1927).

[2] P. Hohenberg and W. Kohn, Inhomogeneous Electron Gas, Physical Review 136, B864

(1964).

[3] J. P. Perdew, Jacob’s ladder of density functional approximations for the exchange-
correlation energy, 1, 1 (2003).

[4] J. D. Perdew, K. Burke, and M. Ernzerhof, Generalized Gradient Approximation
Made Simple, Physical Review Letters 77, 3865 (1996).

[5] A. C. T. van Duin, S. Dasgupta, F. Lorant, and W. A. Goddard, ReaxFF: A Reactive
Force Field for Hydrocarbons, The Journal of Physical Chemistry A 105, 9396 (2001).

[6] K. Chenoweth, A. C. Van Duin, P. Persson, M. J. Cheng, J. Oxgaard, and W. A. God-

dard, Development and application of a ReaxFF reactive force field for oxidative de-
hydrogenation on vanadium oxide catalysts, Journal of Physical Chemistry C 112,

14645 (2008).

[7] M. F. Russo and A. C. Van Duin, Atomistic-scale simulations of chemical reactions:
Bridging from quantum chemistry to engineering, Nuclear Instruments and Meth-

ods in Physics Research, Section B: Beam Interactions with Materials and Atoms

269, 1549 (2011).

[8] T. P. Senftle, S. Hong, M. Islam, S. B. Kylasa, Y. Zheng, Y. K. Shin, C. Junkermeier,

R. Engel-herbert, M. J. Janik, H. M. Aktulga, T. Verstraelen, A. Grama, and A. C.

T. V. Duin, The ReaxFF reactive force- fi eld : development , applications and future
directions, Nature Publishing Group (2016), 10.1038/npjcompumats.2015.11.

[9] W. J. Mortier, S. K. Ghosh, and S. Shankar, Electronegativity Equalization Method for
the Calculation of Atomic Charges in Molecules, Journal of the American Chemical

Society 108, 4315 (1986).

[10] D. Frenkel and B. Smit, Molecular Dynamics in Various Ensembles, Understanding

Molecular Simulation , 139 (2002).

[11] E. Braun, J. Gilmer, H. B. Mayes, D. L. Mobley, J. I. Monroe, S. Prasad, and D. M.

Zuckerman, Best Practices for Foundations in Molecular Simulations [Article v1.0],
Living Journal of Computational Molecular Science 1, 1 (2019).

[12] G. J. Martyna, M. L. Klein, and M. Tuckerman, Nosé-Hoover chains: The canoni-
cal ensemble via continuous dynamics, The Journal of Chemical Physics 97, 2635

(1992).

http://dx.doi.org/10.1002/andp.19273892002
http://dx.doi.org/10.1002/andp.19273892002
http://dx.doi.org/10.1103/PhysRev.136.B864
http://dx.doi.org/10.1103/PhysRev.136.B864
http://dx.doi.org/10.1063/1.1390175
http://dx.doi.org/10.1021/jp004368u
http://dx.doi.org/10.1021/jp802134x
http://dx.doi.org/10.1021/jp802134x
http://dx.doi.org/10.1016/j.nimb.2010.12.053
http://dx.doi.org/10.1016/j.nimb.2010.12.053
http://dx.doi.org/10.1016/j.nimb.2010.12.053
http://dx.doi.org/10.1038/npjcompumats.2015.11
http://dx.doi.org/10.1021/ja00275a013
http://dx.doi.org/10.1021/ja00275a013
http://dx.doi.org/10.1016/b978-012267351-1/50008-0
http://dx.doi.org/10.1016/b978-012267351-1/50008-0
http://dx.doi.org/10.33011/livecoms.1.1.5957
http://dx.doi.org/ 10.1063/1.463940
http://dx.doi.org/ 10.1063/1.463940


2

26 REFERENCES

[13] H. J. Berendsen, J. P. Postma, W. F. Van Gunsteren, A. Dinola, and J. R. Haak, Molec-
ular dynamics with coupling to an external bath, The Journal of Chemical Physics

81, 3684 (1984).

http://dx.doi.org/10.1063/1.448118
http://dx.doi.org/10.1063/1.448118


3
TIN, THE ENABLER – HYDROGEN

DIFFUSION INTO RUTHENIUM

Hydrogen interaction with ruthenium is of particular importance for the ruthenium-capped
multilayer reflectors used in extreme ultraviolet (EUV) lithography. Hydrogen causes blis-
tering, which leads to a loss of reflectivity. This problem is aggravated by tin. This study
aims to uncover the mechanism via which tin affects the hydrogen uptake, with a view to
mitigation. We report here the results of a study of hydrogen interaction with the ruthe-
nium surface in the presence of tin using Density Functional Theory and charge density
analyses. Our calculations show a significant drop in the energy barrier to hydrogen pen-
etration when a tin atom or a tin hydride molecule (SnHx) is adsorbed on the ruthenium
surface; the barrier has been found to drop in all tested cases with tin, from 1.06 eV to as
low as 0.28 eV in the case of stannane (SnH4). Analyses show that, due to charge transfer
from the less electronegative tin to hydrogen and ruthenium, charge accumulates around
the diffusing hydrogen atom and near the ruthenium surface atoms. The reduced atomic
volume of hydrogen, together with the effect of electron–electron repulsion from the ruthe-
nium surface charge, facilitates subsurface penetration. Understanding the nature of tin’s
influence on hydrogen penetration will guide efforts to mitigate blistering damage of EUV
optics. It also holds great interest for applications where hydrogen penetration is desirable,
such as hydrogen storage.1

1This chapter has been published as: Onwudinanti, C., Tranca, I., Morgan, T., & Tao, S. (2019). Tin, the enabler
– hydrogen diffusion into ruthenium. Nanomaterials, 9(1), 129. https://doi.org/10.3390/nano9010129
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3.1. INTRODUCTION
Hydrogen interacts with metal surfaces in many varied and important technological ap-

plications. This occurs in catalysis [1, 2], as well as hydrogen separation [3, 4], storage [5],

and sensors [6]. The ability of the small atom to permeate metals and change their prop-

erties gives hydrogen–metal systems added significance; for instance, embrittlement of

metals remains an obstacle to the transport and storage of hydrogen [7, 8]. In this case,

as in separation and purification, diffusion into the subsurface and bulk of the metal is

quite important [9]. This interaction has been studied extensively, particularly with tran-

sition metals, and the field maintains a high level of scientific interest and relevance [10–

13]. The addition of a second metal creates a so-called bimetallic surface. This often

introduces significant changes to the electronic structure and characteristics of that sur-

face relative to the single metal [14–17], with consequences for its technological applica-

tions.

The use of ruthenium on reflective optics is one such application, with a bimetallic

system interacting with hydrogen. The multi-layer reflectors used in the optical systems

of extreme ultraviolet (EUV) lithography employ a ruthenium capping layer [18, 19]; this

surface may be contaminated by tin debris from the laser-pulsed tin plasma, the source

of the EUV photons. Hydrogen used for cleaning the optics comes into contact with

the surface and debris. It may penetrate the surface and diffuse to the interfaces of the

multi-layer structure, where it recombines to form pockets of gas. When these pockets

reach a critical pressure, the layers separate, which results in blistering of the mirror and

loss of reflectivity [20, 21]. This process appears to be facilitated by tin [22].

Ruthenium has been the subject of many studies [23], as it is used in diverse chemi-

cal processes. The Ru-Sn bimetallic catalyst has been studied as a promising option for

selective hydrogenation of the carbonyl group [24, 25], which is important in the pro-

duction of unsaturated alcohols [26]. It is also a candidate for hydrogen production via

glycerol steam reforming [27]. Hydrogen does not readily permeate ruthenium [28], but

the existence of subsurface hydrogen has been demonstrated in ruthenium [29, 30] and

other metals [31], and it may be considered a precursor to dissolved or hydridic hydro-

gen in the bulk.

On the one hand, the undesirable effects of hydrogen penetration, i.e., blistering of

the reflector, make it necessary to study the penetration process and possible solutions.

On the other, the facilitation of diffusion into the ruthenium crystal opens the door to

potential applications such as separation and purification. The latter is made especially

attractive by the significantly lower cost of ruthenium and tin relative to palladium.

In this study, we focus on the tin-mediated hydrogen penetration of the Ru(0001)

surface. Using Density Functional Theory (DFT), we demonstrate that tin affects the

energy barriers to diffusion in a manner that facilitates penetration into the ruthenium.

We show that adsorbed tin atoms and tin hydrides cause hydrogen to bond to the surface

with a more compactly distributed charge, and also cause charge accumulation on the

metal surface. The result is a lower energy barrier to subsurface diffusion.
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The article is organised as follows: in the next section, we present details of the com-

putational methodology employed. Thereafter, we report the results of calculations for

hydrogen on the Ru(0001) surface, and in the ruthenium subsurface and bulk. A num-

ber of relevant ruthenium-tin-hydrogen interactions are then considered, and we dis-

cuss the changes observed upon introducing tin. Finally, we present a comprehensive

analysis of the electronic charge density distributions in the examined interactions, and

discuss the implications of the results.

3.2. COMPUTATIONAL METHODS

3.2.1. DFT CALCULATIONS

The results presented in this work are based on computations performed within the

framework of DFT, as implemented in the Vienna Ab Initio Simulation Package (VASP) [32–

34]. The calculations were performed with the generalized gradient approach as pro-

posed by Perdew, Burke, and Ernzerhof (PBE) [35], with the following key convergence

parameters: a kinetic energy cutoff of 400 eV, residual force criterion of 1 £ 10 ¡2 eV/Å,

and a 1 £ 10 ¡5 eV energy convergence criterion. Slab calculations were performed with

a (9 £ 9 £ 1) ¡-centred k-points grid, while bulk calculations were done with a (9 £ 9 £ 9)

grid; all atoms were allowed to relax in the optimization process. In order to account

for long-range dispersive interactions, all calculations were performed with the DFT-D3

dispersion correction proposed by Grimme et al. [36]. Transition state calculations were

carried out using the Climbing Image Nudged Elastic Band (CINEB) algorithm [37], with

a force criterion of 1 £ 10 ¡2 eV/Å and three (3) intermediate geometries for the transition

state search.

The calculated lattice parameters for hexagonal close-packed (hcp) ruthenium are

a ˘ 2.69 Å and c/a ˘ 1.58, which are in good agreement with experimental results, 2.71

Å and 1.58, respectively [38]. The surface is modelled by a slab of seven layers using a

(2 £ 2) cell, with » 15 Å of vacuum between the periodic images in the z-direction. The

number of layers and the vacuum height were found to give accurate results at reason-

able computational cost — the calculated surface energy for the (2 £ 2) cell changes by

less than 2% from 5 layers to 11 layers.

Lattice parameters a ˘ 5.82 Å and b ˘ 3.17 Å for solid tin in the fl-Sn crystal struc-

ture were found to be in good agreement with measured values, 5.83 Å and 3.18 Å, re-

spectively [38]. Slab calculations for Sn(001) and Sn(010) surfaces were performed with

(1 £ 1 £ 3) and (1 £ 3 £ 1) cells of 7-layer slabs, with » 15 Å vacuum.

For hydrogen, the energy of adsorption is computed per the definition

Ead s ˘
1

n

³
EnH ,sur f ¡ Esur f ¡

n
2

EH2

´
, (3.1)

where EnH ,sur f , Esur f , and EH2 stand respectively for the total energies of the ruthe-

nium slab with n adsorbed hydrogen atoms, clean ruthenium slab, and the energy of the

hydrogen molecule. The formation energy of interstitial hydrogen, normalised to the
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hydrogen concentration, is calculated according to the definition

¢EH2 ˘
³
EMx Hy ¡ xEM ¡

y
2

EH2

´
/

y
2

, (3.2)

where x, y are respectively the number of metal atoms and the number of hydrogen

atoms, while EMx Hy , EM , and EH2 stand respectively for the total energy of the metal

hydride, the energy of each bulk metal atom, and the energy of a hydrogen molecule.

Jump frequencies for the hydrogen diffusion were extracted from the transition state

calculations. The jump rate for a diffusing hydrogen atom may be expressed as

v ˘ v0e¡Eb /kB T , (3.3)

where Eb is the energy difference between the transition state and ground state. For

bulk diffusion, the pre-exponential factor v0 in Equation (3.3) may be approximated by

the expression [39]

v0 ˘
QN

i˘1 !i
QN¡1

i˘1 !⁄
i

, (3.4)

where !i and !⁄
i are the vibrational frequencies in the initial and transition states re-

spectively, obtained by determining the the Hessian matrix (matrix of the second deriva-

tives of the energy with respect to atomic positions).

Due to the low mass of the hydrogen atom, its adsorption and diffusion behaviour is,

in general, influenced by zero-point energy (ZPE). The ZPE is calculated by the relation

Z PE ˘
P

i hvi

2
, (3.5)

where vi is a real normal mode frequency. The zero point energy for a hydrogen molecule

(H2) calculated thus is 0.27 eV (0.135 eV per H atom), corresponding to a vibrational

mode of 4354 cm¡1, in good agreement with the experimentally-determined value of

4401 cm¡1 [40]. However, ZPE contributions are not explicitly included in this work, as

they do not affect the computed energies and barriers to a significant degree, particularly

in relation to one another.

3.2.2. ELECTRONIC STRUCTURE AND BONDING ANALYSIS

In addition to the energy calculations, we have carried out an in-depth analysis of the

chemical bonding for a thorough understanding of the interaction between species. The

bonds of main interest are those between the diffusing hydrogen atom and the sur-

face ruthenium atoms. We investigated the Bader atomic charges and volumes [41–44],

the Density Derived Electrostatic and Chemical (DDEC6) bond orders and net atomic

charges [45, 46], the electron density and Laplacian at bond critical points (BCP) [47],

and also the Crystal Orbital Hamilton Population (COHP) and Crystal Orbital Overlap

Population (COOP) functions [48–51].
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The Bader charge is a measure of the electron occupation on an atom, and indicates

charge transfer, while the Bader volume is an indication of how closely the charge asso-

ciated with each atom is localised around the nucleus. The bond-critical points (BCPs)

were assigned to saddle-points of electron density along the bond-paths. The electron

density value at the BCP shows the covalent energy contribution to the chemical bond.

The covalent nature of the bond is reflected in the bond order, with a higher value show-

ing a stronger covalent bond. The sum of bond orders for each atom, its total bond or-

der, is an indication of the activity of the atom in that particular configuration. The ionic

contribution of a bond can be characterized by net atomic charge, which quantifies the

charge transfer between atoms. The Laplacian, the scalar derivative of the gradient vec-

tor field of the electron density, indicates where the electronic charge is locally concen-

trated or depleted. The sign and value of the Laplacian at the BCP provide information

on the nature of a bond, with a negative sign indicating a shared interaction (e.g., cova-

lent bonding), while a positive sign indicates a non-covalent interaction such as ionic,

hydrogen, or van der Waals [52, 53].

The COOP and COHP enable the extraction of information about bonding in the sys-

tem on the basis of Partial Density of States (PDOS) and Bond Order Overlap Population

density. They allow us to identify bonding, non-bonding, and anti-bonding interaction

domains for pairs of atoms (or orbitals). The COOP is defined according to the formula:

COOPi j (E) ˘ Si j §ncn
i c⁄n

j –(E ¡ En), (3.6)

where Si j ˘

’i

¯
¯’ j

®
is the overlap of atomic orbitals ’i and ’ j , and ci and c j are re-

spectively the coefficients of these atomic orbitals in the molecular orbital ˆn . Positive

and negative COOP values indicate bonding and anti-bonding interactions, respectively,

while a zero value represents a non-bonding interaction. The closely-related COHP is

defined thus:

–COHPi j (E) ˘ Hi j §ncn
i c⁄n

j –(E ¡ En), (3.7)

where Hi j represents the Hamiltonian matrix element between atomic orbitals ’i and

’ j . In replacing the Si j matrix with the Hi j , the COHP values are reversed: negative

for bonding and positive for anti-bonding, with zero values again representing a non-

bonding interaction. More thorough discussions of the COOP and COHP techniques

can be found in the cited literature [48–51].

Combining these analytical tools allows us to carry out a comprehensive examina-

tion of the relevant bonds in each modelled system and reveal the underlining reaction

mechanisms. Recently, computational studies using a combination of these electronic

structure analysis techniques have led to an improved understanding of the reactivity

and scaling laws on transition metal surfaces [13].
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3.3. RESULTS
In this section, we present the results of DFT calculations of hydrogen adsorption and

diffusion. In the first two subsections, we report the results for hydrogen interaction

with ruthenium and tin, respectively. For the former, we show the stable configurations

and their energies of formation, and also present the results of CINEB transition state

calculations for hydrogen diffusion and the corresponding energy barriers. In Section

3.3.3, to show the influence of the tin on the H–Ru interaction, we present the range of

calculations performed for hydrogen–ruthenium-tin interactions on the Ru(0001) sur-

face. The calculations cover adsorption, surface diffusion, and subsurface penetration

of hydrogen.

3.3.1. HYDROGEN AND RUTHENIUM

SURFACE, SUBSURFACE, AND BULK

We calculated adsorption energies of hydrogen atoms on the ruthenium surface to iden-

tify the relative stability of different adsorption sites. The Ru(0001) surface is chosen

as it has the lowest surface energy ° and is therefore the most commonly-exposed; it is

well-studied and represented in the literature. We calculated the energy of adsorption

of hydrogen at 1⁄4 monolayer (ML), i.e., one hydrogen atom for four surface ruthenium

atoms in our (2 £ 2) cell. Four sites are considered for adsorbed hydrogen atoms on the

pure Ru(0001) surface, as shown in Figure 3.1: top, bridge, hcp, and fcc sites. We have

also identified the subsurface and bulk interstitial sites for hydrogen in ruthenium. The

results of the calculations are summarised in Table 3.1.

Figure 3.1: Surface adsorption and bulk interstitial sites for hydrogen on Ru(0001) and in Ru bulk. Blue spheres
represent hydrogen atoms.

For Ru(0001), the fcc site was found to be most favourable with Ead s ˘ ¡0.64 eV,

a slight energy advantage of 0.06 eV relative to the hcp site. The top site is the least

favourable at ¡0.15 eV. Nonetheless, the overall result for the four adsorption modes in-

dicates that adsorption readily occurs on the ruthenium surface, as all sites have negative

values for Ead s . The trend in energies and the preference for the fcc site is in agreement

with the results reported in the literature [54, 55]; the differences can be attributed to the

different software, functionals, parameters, and convergence criteria used in the com-

putations.
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Table 3.1: Energies and structure parameters for adsorbed and interstitial hydrogen on Ru(0001) and in ruthe-
nium bulk. Adsorption energies correspond to 1⁄4 ML hydrogen coverage, while hydride formation energies are
for hydrogen concentration (H/Ru) equal to 1⁄8 . Sites marked “*” correspond to calculations done with one (1)
Sn adatom in an hcp site; fcc_Sn is the fcc site closest to the Sn adatom in an hcp site.

Ead s [eV] ¢ EH2 [eV]

This work Other This work Other

top ¡0.15 ¡0.14 [55], ¡0.09 [54] Tbulk 0.76

bridge ¡0.45 ¡0.44 [55], ¡0.43 [54] Obulk 0.21

hcp ¡0.58 ¡0.50 [55], ¡0.52 [54] Tsub 0.90 1.04 [55]

fcc ¡0.64 ¡0.59 [55], ¡0.55 [54] Osub 0.15 0.37 [55]

top * 0.01

hcp * ¡0.52

fcc * ¡0.58

fcc_Sn * ¡0.33

An interstitial hydrogen atom in ruthenium bulk can occupy one of the two sites

shown in Figure 3.1, octahedral or tetrahedral, within the voids found in the hcp crystal

structure. The results presented in Table 3.1 show that the interstitial sites have posi-

tive energies of formation with relative to H2; therefore, interstitial hydride formation is

unfavourable in ruthenium at this concentration (eight ruthenium atoms per hydrogen

atom). This aligns with experimental data, which show very low hydrogen solubility in

ruthenium due to the highly endothermic nature of the reaction [28].

Overall, hydrogen readily adsorbs on the Ru(0001) surface, as shown by the calcu-

lated adsorption energies. According to Luppi et al., the H2 molecule does not face a

large barrier to dissociation on the ruthenium surface: from 0.013 eV to 0.436 eV, de-

pending on the initial configuration and exchange-correlation functional used in the

computations [56]. Therefore, dissociative adsorption of molecular hydrogen on ruthe-

nium occurs easily. However, our results show that interstitial hydrogen in the ruthe-

nium bulk is not thermodynamically favoured.

DIFFUSION

In order to acquire a more complete picture of the hydrogen–ruthenium interaction on

the surface and in the bulk of the metal, we performed transition state calculations us-

ing the CINEB method. For a number of diffusion scenarios, we calculated transition

states and energy barriers to hydrogen diffusion, covering (i) surface diffusion, (ii) bulk

diffusion, and (iii) subsurface penetration.

For surface diffusion, we have found the transition state for diffusion of an adsorbed

hydrogen atom from an fcc site to a neighbouring hcp site, and vice versa. Both transition

states are found to be more or less the bridge adsorption mode, in which the hydrogen



3

34 3. TIN, THE ENABLER – HYDROGEN DIFFUSION INTO RUTHENIUM

atom is equidistant from two neighbouring surface Ru atoms, above the axis joining the

atoms. We found the energy barrier to be 0.18 eV for the fcc to hcp jump; the barrier for

the reverse transition (hcp to fcc) is even lower, at 0.12 eV, due to the 0.06 eV difference

in adsorption energies of the hcp and fcc sites. These values indicate a largely favourable

energy landscape for diffusion of adsorbed hydrogen across the Ru(0001) surface, and

this conclusion agrees with the findings reported elsewhere [57, 58].

The picture for bulk diffusion is somewhat more complicated. As Figure 4.4 illus-

trates, the two stable interstitial sites (octahedral and tetrahedral sites ) imply four diffu-

sion paths: (i) tetrahedral to octahedral (TO), (ii) tetrahedral to tetrahedral (TT), (iii) oc-

tahedral to octahedral (OO), and (iv) octahedral to tetrahedral (OT). The transition state

for each path has the diffusing atom passing through a triangle formed by three ruthe-

nium atoms. The energy barriers for all four paths are listed in Figure 4.4, as are the jump

frequencies derived from the vibrational analyses of the interstitial hydrogen states and

the transition states. The energy barriers for the jumps (0.21–0.75 eV) and the jump fre-

quencies suggest that hydrogen diffusion in the ruthenium bulk is quite rapid. For the

most important diffusion event, subsurface penetration, we have looked at one key dif-

fusion path: from the fcc site on the surface to the octahedral interstitial site in the sub-

surface. As these sites represent the most favourable locations for hydrogen on the sur-

face and in the subsurface void, we believe that this is the most likely path for hydrogen

penetration into the metal. The energy barrier is found to be 1.06 eV, which indicates

that this diffusion step is unfavourable from a thermodynamic standpoint, although it

remains accessible. Most importantly, this is the largest energy barrier faced by a hydro-

gen atom in going from the molecule in vacuum to the metal surface, across the surface,

and into the metal bulk.

Figure 3.2: Interstitial hydrogen diffusion paths and transition states. Blue spheres represent interstitial sites,
while red spheres indicate transition states. O and T correspond to octahedral and tetrahedral sites; OO, OT,
TO, and TT show the corresponding diffusion path ways between these sites. The accompanying table shows
energy barriers and jump frequencies (per Equation (3.4)) for the interstitial diffusion paths, for hydrogen
concentration (H/Ru) equal to 1⁄16 .
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3.3.2. HYDROGEN AND TIN

We evaluated hydrogen adsorption on tin surfaces by calculating adsorption energies for

a number of sites on the Sn(100) and Sn(010) surfaces. The tin slab for both surfaces is

a 1 £ 1 cell of a fl-Sn structure with seven layers. At 1⁄4 ML and 1⁄5 ML hydrogen coverage

for the Sn(100) and Sn(010) surfaces respectively, all adsorption sites without exception

have positive energies relative to H2, i.e., dissociation on these tin surfaces is entirely

unfavourable. This points to the conclusion that tin deposited on the ruthenium surface

does not provide a site of increased dissociation/adsorption of hydrogen molecules.

Tin, however, forms volatile hydrides. Stannane (SnH4) and possibly other hydride

compounds are formed when tin is etched from a ruthenium surface by hydrogen. Stan-

nane readily evaporates, adsorbs, and dissociates on the ruthenium surface, which re-

sults in the persistence of tin on the ruthenium surface [22, 59, 60].

3.3.3. THE EFFECT OF TIN

We continue our investigation of the hydrogen-tin-ruthenium interaction on the Ru(0001)

surface by calculating the adsorption energies for 1⁄4 ML of tin on the Ru(0001) surface,

finding that the hcp site is thermodynamically most favoured at this coverage, with Ead s ˘
¡1.49 eV. The adsorption energy for the fcc site differs by 0.09 eV from that of the hcp site,

while the top site is 0.55 eV higher in energy. We found the energy barrier for tin migra-

tion from the hcp to the fcc site to be 0.13 eV. The barrier for the reverse jump is 0.04 eV;

the difference is entirely due to the relative adsorption energies of the sites. Therefore,

neither tin nor hydrogen faces a large energy barrier to diffusion on the Ru(0001) surface.

We consider the adsorption and diffusion of hydrogen on the Ru(0001) surface with

tin present. A tin atom is located at its preferred hcp site on a 2 £ 2 Ru(0001) slab, and

the adsorption energies are calculated for the subsequent adsorption of hydrogen to the

surface. In addition to the earlier-described top, hcp, and fcc sites, a second type of fcc
site (fcc_Sn) is found, which has the hydrogen atom in the fcc site closest to the Sn atom.

The calculated adsorption energies are given in Table 3.1. As with the clean ruthenium

surface, the fcc site is lowest in energy (Ead s ˘ ¡0.58 eV); the top site is least favoured,

with its slightly positive adsorption energy of 0.01 eV. Overall, the hydrogen atom tends

to occupy sites which are not in close proximity to the tin atom. These surface adsorption

results are similar to findings for PtSn surface alloys [61], on which hydrogen adsorption

sites near tin are higher in energy. The fcc_Sn site (¡0.33 eV) is higher in energy than

the hcp and fcc sites, and the barrier faced by hydrogen in jumping to this site is higher

than the barrier when jumping to a site not next to the tin atom. This preference for

ruthenium has important consequences for hydrogen diffusion across the Ru(0001) sur-

face in the presence of tin, as the hydrogen jump trajectory becomes more convoluted

(see Figure 3.3) due to the change in the energy landscape and blockage of sites by tin

atoms. It follows that the surface mobility of hydrogen is reduced by this obstacle, with

consequences for hydrogen diffusion into the subsurface.

The presence of tin also results in a substantial change in the energy barrier to sub-
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Figure 3.3: Example jump trajectory of H atom on Ru(0001) with 1⁄4 ML Sn. The highlighted site (dashed circle)
is the fcc site next to an Sn atom (fcc_Sn).

surface penetration. Figure 3.4 shows a comparison of the energy barriers for the mi-

gration of a hydrogen atom from the fcc site on the surface to a subsurface octahedral

site in the presence and absence of tin. These cases correspond to adsorption and dis-

sociation of progressively more hydrogenated tin hydrides (SnH, SnH2, SnH3, SnH4) or

co-adsorption of tin and varying quantities of hydrogen. The energy barrier drops to 0.28

eV when the stannane molecule is the source of the diffusing atom.

It is important to note that the studied scenarios are not a simple progression from

low hydrogen levels to high. The cases for SnH and SnH2 are very similar, differing only

in the presence of a second hydrogen atom at a considerable distance from the tin atom.

Their transition states are similar, with the diffusing hydrogen atom located in the centre

of a triangle formed by three Ru surface atoms. The relative position of the tin atom is

unchanged. However, the SnH3 case is different from the previous two in that its transi-

tion state and final state have the tin atom at the fcc site, above the penetrating hydrogen

atom. In this, it is similar to the transition state of the case with the stannane molecule.

Despite the clear differences in geometry and energies for all the scenarios, the initial

and final positions of the diffusing hydrogen atom are the same in all cases: fcc site and

octahedral site, respectively (see Figure 3.4). In all cases, the penetrating atom is found

in the midst of three surface atoms in the transition state.

One other modelled case, which differs from all of those described in the preceding

paragraph, is the case for a vertically-oriented SnH2 molecule (SnH2*), with a hydro-

gen atom above the fcc site. As shown in Figure 3.5, the molecule does not adsorb on

the Ru(0001) surface; rather, at the end of the relaxation calculation, the hydrogen atom

which is initially closer to the metal surface is located in the octahedral subsurface site.

The tin atom ends up at the fcc site, with the second hydrogen atom adsorbed on top of

the tin atom. Therefore, what our calculations show is a more or less barrier-less pene-

tration through the surface when the molecule approaches the surface in this configura-

tion.

As mentioned earlier, the energy barrier to subsurface penetration for hydrogen on
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(a) (b)

(c)

Figure 3.4: (a) initial, transition, and end states of hydrogen subsurface diffusion for a hydrogen atom (top
row) and for SnH4 (bottom row) on Ru(0001); (b) top view of adsorbed SnH, SnH2, and SnH3 configurations;
(c) energy profiles for diffusion of a hydrogen atom from an fcc site to a subsurface octahedral site. Negative

distance values indicate that the H atom is beneath the ruthenium surface.

an otherwise clean Ru(0001) surface equals 1.06 eV. When tin is present, the energy

barrier is lower in all the different test cases: 0.80 eV for SnH, 0.83 eV for SnH2, 0.53

eV for SnH3, and 0.28 eV when the hydrogen atom is taken from the adsorbed SnH4
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molecule, which is a considerable drop from the value for hydrogen on Ru(0001) with no

tin present. For subsurface penetration at sites far from the tin atom, the energy barrier

is essentially unchanged. In other words, the diffusion of a hydrogen atom from the fcc
site on the Ru(0001) surface to the underlying octahedral void in the subsurface is made

significantly easier by the proximity of a tin atom.

(a) (b)

Figure 3.5: (a) Initial and (b) end states for SnH2* (vertically-oriented SnH2 molecule) on Ru.

3.3.4. CHARGE DENSITY ANALYSIS

A deeper look into the effect of tin on the subsurface penetration is obtained by analysing

the electronic charge density, based on the output of the DFT calculations. In the var-

ious penetration scenarios, the bonds which are formed and broken affect the energy

barrier to H penetration, and so do the electronic configurations of the participating H,

Sn, and Ru surface atoms. Via bond order, Bader charge, and topological analyses, we

examined the changes in charge density which accompany the changes in the energy

barriers. The main focus is on the bonds between the diffusing hydrogen atom and the

three surrounding ruthenium atoms, because of their direct relevance to the transition

from the surface fcc site to the subsurface site, and the analyses reveal trends in various

characteristics of the Ru–H bonds in the initial adsorbed state (Table 3.2). The salient

ones—energy barrier, reaction energy, atomic volume and bond order of the hydrogen

atom—are plotted in Figure 3.6 for each diffusion scenario we explored. We find that

the sum of bond orders for hydrogen is inversely proportional to the barrier to diffusion,

while a smaller H atomic volume and more negative reaction energy correspond to lower

diffusion barriers. We consider these trends and their implications in more detail in the

Discussion section.

An illustration of one of the differences in bonding is provided in Figure 3.7. The

topological analysis of the electron density distribution shows a symmetrical allocation

of bonds between the H atom in the fcc position and three surrounding Ru atoms on

the Ru(0001) surface (Figure 3.7a). The central triangle shows the extent of the electron

density associated with the adsorbed H atom. When an SnH4 molecule is adsorbed on
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Figure 3.6: Energy barrier, formation energy, atomic volume and sum of the bond orders of the diffusing hy-
drogen atom in the initial state for each modelled diffusion scenario.

the surface, with one hydrogen atom oriented downwards, the bonds formed between

the ruthenium atoms and the hydrogen atom are nearly identical to those formed by

the lone H atom, with the important difference being the bond critical points’ location

closer to the hydrogen atom; the triangle demarcating the H atom’s basin is perceptibly

smaller in area in Figure 3.7c (SnH4 on Ru) than in Figure 3.7a (H on Ru). This indicates

that the charge associated with the hydrogen atom is located in a smaller region, and

this is confirmed by the calculated atomic volume of hydrogen (Table 3.2, Figure 3.6). In

the transition state, in which the hydrogen atom is surrounded by three (3) Ru atoms in

the plane of the Ru(0001) surface, the electron density concentrated around the diffus-

ing hydrogen atom is confined within similar size volumes, irrespective of the structure

considered (Figure 3.7d–f).

Table 3.2: Characteristics of diffusing H atom and bonds between H atom and surrounding Ru surface atoms
in the initial state. Values for SnH2* do not correspond to clearly-defined initial and transition states (see
text). Inter-atomic distances (dH¡Ru ), bond critical point (BCP) distances (dH¡BC P ), electron density and its
Laplacian at BCPs are average values for 3 Ru–H bonds. Net atomic charge (NAC) for Ru is sum over 4 surface
Ru atoms in (2 £ 2) unit cell.

dH¡Ru /
dH¡BCP

[Å]

Total
Bond
Order

Electron
Density

Laplacian
Bader

Volume
[Å3]

NAC
¢ E
[eV]

Barrier
[eV]

H Ru Sn

H 1.90/0.69 1.12 0.50 2.79 11.98 ¡0.051 ¡0.01 - 0.93 1.06
SnH 1.89/0.68 1.22 0.50 3.59 6.81 ¡0.059 ¡0.26 0.22 0.55 0.80
SnH2 1.88/0.68 1.20 0.52 3.56 6.46 ¡0.061 ¡0.20 0.25 0.47 0.83
SnH3 1.89/0.68 1.28 0.51 3.53 5.65 ¡0.075 ¡0.14 0.33 ¡0.21 0.53
SnH4 1.82/0.63 1.38 0.56 3.86 4.19 ¡0.062 ¡0.23 0.57 ¡0.31 0.28
SnH2* 1.93/0.70 1.54 0.45 3.54 3.54 ¡0.061 ¡0.20 0.25 - -

Charge density difference (¢‰) plots paint a three-dimensional picture of the influ-
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(a) (b) (c)

(d) (e) (f)

Figure 3.7: Topological analysis of the electron density for (a–c) H on Ru(0001), SnH3 on Ru, and SnH4 on Ru,
respectively; (d–f) transition states with H from the adsorbate (H, SnH3, and SnH4 respectively) between three
ruthenium surface atoms. The figures show the horizontal plane through the diffusing hydrogen atom. Atomic
basins are circumscribed by dashed orange lines. Within each atomic basin, the blue dot marks the position of
the nucleus. Bond paths are shown with dashed blue lines. Along each bond path, the red dot represents the
bond critical point (BCP). The green dots represent the ring critical points.

ence of tin on the charge density distribution. Figure 3.8 shows the charge difference for

the initial and transition states for the H, SnH3, and SnH4 cases. In Figure 3.8a, which

shows an adsorbed H atom at the fcc site on the Ru(0001) surface, the H atom is sur-

rounded by a region of accumulation; this indicates a net transfer of charge density to

the hydrogen from the areas of depletion around the three surrounding Ru atoms. There

are also small regions of increased density near the Ru atoms, beneath the surface. The

transition state in Figure 3.8d is quite similar, with smaller regions of depletion on the Ru

atoms. For the SnH4 case (Figure 3.8c,d), the charge density donated to the hydrogen’s 1s
orbital is taken not only from the ruthenium, but in large part from the region between

the H and Sn atoms. This points to the transfer of charge to the more electronegative

hydrogen. Furthermore, the small regions of charge accumulation on the Ru atoms are

now positioned above the ruthenium surface. The transition state shows redistribution

of the charge to regions between the Ru atoms and the Sn atom, with a large depletion

region above the penetrating H atom.

Due to the number of atoms on the ruthenium surface, SnH3 on Ru presents the most

complex interactions, which is evident from Figure 3.8b,e. The donation to the hydro-

gen is again present, but the source of the transferred charge is different. Each ruthe-
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(a) (b) (c)

(d) (e) (f)

Figure 3.8: Charge difference for (a–c) H on Ru(0001), SnH3 on Ru, and SnH4 on Ru, respectively; (d–f) tran-
sition states with H from the adsorbate (H, SnH3, and SnH4, respectively) between three ruthenium surface
atoms. In all the figures, the yellow isosurface is for charge density ¡0.004 e Å¡3, and shows regions of charge
accumulation, while the cyan is for +0.004 e Å¡3, and shows regions of charge depletion. The black arrow
shows the location of the diffusing hydrogen atom.

nium atom on the surface has several small depletion zones, but the charge redistribu-

tion has resulted in large accumulation zones between the Sn atom and the surrounding

Ru atoms, interleaved with depletion zones above the adsorbed hydrogen atoms, which

are also surrounded by areas of increased charge density. There appears to be significant

charge transfer from the Sn atom, both to the hydrogen atoms and the surface ruthenium

atoms. In the transition state, a large depletion zone similar to that found in Figure 3.8f is

found above the diffusing hydrogen atom, also surrounded by zones of increased charge

density. The implication is that electron–electron repulsion in the SnH3 and SnH4 cases

makes the transition state more accessible, and makes the end state more energetically

favourable, which is reflected in the exothermic nature of the reactions.

Using the LOBSTER code [51], we performed density-of-states and COHP/COOP cal-

culations. We extracted the total and projected densities of states for the various cases

and computed the orbitalwise COHP and COOP for the hydrogen atom and the surface

ruthenium atoms. In Figure 3.9, we present the projected densities of states (PDOS)

curves for the d-band electrons of the ruthenium atoms on the surface, with different

adsorbates; the COHP for the interaction between the key hydrogen atom and one of the

three surrounding ruthenium atoms are also given.

The main differences in the density-of-states can be observed in the lowest energy

levels (below ¡5 eV), where the adsorbed hydrogen and tin atoms cause the appearance

and/or shift of peaks. The centre of the d band distribution is lower when the Sn atom
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(a) (b)

Figure 3.9: (a) projected Density of States for d-band of ruthenium surface atoms with different adsorbates;
and (b) projected COHP for Ru–H interaction. i.e., one ruthenium atom and the adsorbed hydrogen atom. For
clarity, the COHP for the weakest interactions are not shown. In all cases, the initial structure is considered.

is adsorbed on the Ru(0001) surface, and moves progressively lower with the adsorp-

tion of more hydrogen atoms. The d band width increases as the band centre is shifted

downward. In the COHP plots (–pCOHP, to be precise), significant differences can be

seen in the orbitals which contribute to the bonding between the atoms. We show in

Figure 3.9 the COHP for the key hydrogen atom and one of the surface Ru atoms sur-

rounding it. Whereas both the 5s and 4dx2¡y2 orbitals dominate the bonding and very

slight anti-bonding populations for the H and SnH4 adsorbates, the 5s contribution is

much reduced for the other cases with a tin atom on the ruthenium surface, in which

the 4dz2 interaction with the hydrogen comes to prominence as more hydrogen atoms

are added. The COHP for the other Ru–H pairs in the same scenario are not necessarily

identical to those in Figure 3.9 because the tin affects the surrounding Ru atoms to dif-

ferent degrees, based on their distance and arrangement. Taken together, the COHP and

the ¢‰ plots of Figure 3.8 confirm that the electrons participating in the bonding gener-

ally originate from different orbitals for different adsorbates. This is especially apparent

when the SnH3 case is compared to the others.
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3.4. DISCUSSION
A number of observations can be made upon comparing the results of the charge den-

sity analyses with the results of the NEB calculations (Table 3.2). First, it can be seen

that the energy barrier is higher when the distance between the adsorbed H atom and

each of the surface Ru atoms is greater; topological analyses show that the same is true

for the distance between the H atom and the bond critical point. The difference is not

stark: the adsorbed SnH4 has the hydrogen atom in the fcc site at an average distance

4% smaller than the average distance between a lone H atom and the surrounding Ru

atoms; the difference in the H-BCP distance is 9%. The barrier–distance relationship is

not necessarily enough to predict a difference in energy barriers, since the three cases

with Sn coadsorbed with H on the surface (SnH, SnH2, and SnH3 in Table 3.2) have the

same bond lengths and BCP distances, but different barriers to penetration.

A second, clearer correlation can be observed between the total bond order of the

hydrogen atom and the calculated energy barrier. Taking into account all of the bonds

in which the hydrogen atom of interest participates, we have calculated the sum of bond

orders, and find that the changes in this value correspond to the changes in energy bar-

rier quite neatly: a larger total bond order for H corresponds to a lower subsurface pen-

etration barrier. The total bond order of the hydrogen atom in the SnH and SnH2 cases

are quite close, 1.22 and 1.20, respectively, as are the energy barriers, 0.80 and 0.83 eV,

respectively. Moreover, the inverse proportionality is maintained. The trend holds for

all the examined scenarios, suggesting that a key factor in the observed barrier differ-

ences is the state of the adsorbed and subsequently diffusing hydrogen atom itself, as

characterised by its bonds and associated electron density.

The results of Bader charge analysis on the charge density shows a third trend, which

relates the charge density distribution and the energy barrier. Recall that Bader’s defi-

nition of an atom uses zero-flux surfaces to divide atoms, thereby associating a certain

region of the electronic charge density with each atom in the system. In our system, the

atomic volume computed for the adsorbed H atom of interest is generally larger for the

cases with higher energy barriers, with the smallest volume corresponding to the low-

est energy barrier. This supports the inference that the smaller atomic volume of H in a

certain adsorption mode leads to a lower energy barrier to subsequent diffusion into the

subsurface.

We can discern yet another link when comparing the energy barriers to the reaction

energies, i.e., the total energy difference between the initial adsorbed state and the fi-

nal state with hydrogen in the subsurface. Whereas the subsurface penetration event

is endothermic for a hydrogen atom on Ru(0001), it is made progressively less so in the

presence of tin, and is ultimately exothermic when the hydrogen is taken from a stan-

nane molecule. Moreover, as seen in Figure 3.4, the SnH3 and SnH4 cases have early

transition states, which contrasts with the late transition states of the other cases.

We note that some of the other characteristics we examined do not show such a clear

trend when taken in isolation. For instance, the charge on the H atom as calculated by
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the Bader method does not match the trend in energy barriers. The trend of net atomic

charges (NAC) calculated via the DDEC6 approach is also inconclusive, as are the trends

of electronic density (ED) and charge density Laplacians at the bond critical point. Nev-

ertheless, viewed together with the trends found in the hydrogen BCP, bond order, and

atomic volume, these characteristics indicate that the hydrogen atom is in a state with

more localised charge in the scenarios with lower penetration barriers. In the transition

states, the area of the triangle formed by the surrounding ruthenium atoms is in fact

smaller for the SnH4 case than for the lone hydrogen atom. It appears that the localisa-

tion of the charge around the H nucleus is of more importance than the actual charge on

the atom.

We speculate that the lower electronegativity of tin (1.96) relative to hydrogen (2.2)

leads to the more compact localisation of charge around the hydrogen nucleus, i.e., the

shared electrons are drawn closer to the hydrogen atom, which results in the reduced

atomic volume found in our calculations. The introduction of tin results in charge trans-

fer to the hydrogen atom, which can be seen in the more negative values of net atomic

charge (NAC in Table 3.2) of the hydrogen atom in the scenarios with tin. Ruthenium’s

electronegativity is 2.2, equal to that of hydrogen, and the ruthenium atoms also show

a more negative net atomic charge when tin is present. The tin atom therefore donates

charge to the hydrogen and ruthenium atoms, as made evident by its positive NAC, and

the charge accumulation above the ruthenium surface pushes the hydrogen into the sur-

face due to electron–electron repulsion. The charge accumulation and repulsion also

account for the preference of hydrogen for adsorption sites farther from tin, as seen in

Section 3.3.3. The lower electronegativity of tin has also been put forward as the key

factor in the difficulty of tin removal from ruthenium using hydrogen [60].

The barrier-less penetration of the Ru(0001) surface by the hydrogen atom from the

vertically-oriented SnH2 appears to support the conclusion that the hydrogen atom is

in a decisively different state of bonding and charge localisation when the subsurface

penetration is more facile. Both the total bond order and Bader volume (see Table 3.2)

suggest that the energy barrier would be lower in this case than in the SnH4 scenario; the

bond order is 1.54, the highest value, while the Bader volume is 3.54, the lowest value.

The charge difference (¢‰) in the initial geometry of the relaxation also shows charge ac-

cumulation around the hydrogen and above the ruthenium surface, in a manner similar

to the transition state for SnH4. Indeed, this calculation finds its local minimum with the

hydrogen atom below the surface, showing that the hydrogen atom attached to tin is in

a most advantageous state for passing through the surface ruthenium atoms.

These results together indicate that a closer, shorter bond exists between the hydro-

gen atom and the surface ruthenium atoms in the presence of tin, with a smaller atomic

volume for the H atom in the adsorbed state, which is corroborated by the trend in calcu-

lated Bader volumes. The surrounding ruthenium atoms are moved apart to a lesser ex-

tent (smaller change in area of the triangle, see Table 3.2) to arrive at the transition state,

i.e., at a lower energy cost. The reduced atomic volume is likely due to the asymmetric
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charge distribution relative to the less electronegative tin. The charge transfer from tin

to hydrogen and ruthenium creates areas of charge accumulation around the hydrogen

atom and on the ruthenium surface, and makes the subsurface interstitial site more en-

ergetically favourable. These conditions are most advantageous for the adsorbed SnH3

and SnH4, with the result that the penetration of hydrogen is easiest in these cases.

3.5. CONCLUSIONS
In this work, we have investigated hydrogen penetration of the Ru(0001) surface in the

presence and absence of tin, by means of DFT computations, chemical bonding, and

charge density analysis. We showed that hydrogen faces a significant barrier to subsur-

face penetration in the absence of tin. We find that the energy barrier drops significantly

in the presence of tin, be it as an adatom or as part of an adsorbed tin hydride molecule.

The lowest energy barriers are found when a hydride molecule adsorbs on the Ru(0001)

surface and subsequently loses a hydrogen atom. We performed charge density analyses

on systems with and without tin, which revealed changes in the bonds formed between

ruthenium and hydrogen under the influence of tin, as well as a change in charge dis-

tribution around the diffusing hydrogen atom, resulting in reduced energy barriers to

penetration. The much higher barrier found for a hydrogen atom with no tin present

allows us to conclude that tin hydrides play an important role in the increased blistering

of EUV reflectors with tin debris on the surface.

These insights into the effect of charge transfer from tin have important implications

for the development of blistering mitigation techniques, and prolonging the operational

lifetime of EUV optics. Our findings may also have value in cases where hydrogen pene-

tration needs to be improved, such as hydrogen storage or separation and purification.
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4
HYDROGEN DIFFUSION OUT OF

RUTHENIUM — AN ab initio STUDY

OF THE ROLE OF ADSORBATES

Hydrogen permeation into mirrors used in extreme ultraviolet lithography results in the
formation of blisters, which are detrimental to reflectivity. An understanding of the mech-
anism via which hydrogen ends up at the interface between the top ruthenium layer and
the underlying bilayers is necessary to mitigate the blistering damage. In this study, we
use Density Functional Theory to examine the ways in which hydrogen, having entered
the near-surface interstitial voids, can migrate further into the metal or to its surface. We
show that with hydrogen and tin adsorbed on the ruthenium surface, diffusion to the sur-
face is blocked for interstitial hydrogen in the metal, making diffusion further into the
metal more likely than out-diffusion.This dependence on surface conditions matches and
confirms similar findings on hydrogen permeation into metals. This suggests control and
modification of surface conditions as a way to influence hydrogen retention and blister-
ing.1

1This chapter has been published as: Onwudinanti, C., Brocks, G., Koelman, V., Morgan, T., & Tao, S. (2020).
Hydrogen diffusion out of ruthenium—an ab initio study of the role of adsorbates . Physical Chemistry Chem-
ical Physics, 22(15), 7935–7941. https://doi.org/10.1039/d0cp00448k
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4. HYDROGEN DIFFUSION OUT OF RUTHENIUM — AN ab initio STUDY OF THE ROLE OF

ADSORBATES

4.1. INTRODUCTION
There are several things that can happen when a metal is exposed to hydrogen. A certain

amount of the gas will usually adsorb on the metal surface, some may end up absorbed

into the interstitial sites in the metal’s crystal lattice, and in some cases the metal bonds

with the hydrogen to form metal hydrides. The extent to which each of these possibil-

ities occurs depends on the metal involved, and the amount and state of the hydrogen

supplied to it. This metal-hydrogen interaction is of great importance for a number of

technological systems, spanning a wide range from heterogeneous catalysis[1] to sep-

aration [2, 3], storage [4], and sensors [5]. Hydrogen plasma and metals also come in

contact in nuclear fusion experiments and reactors[6].

The interaction of hydrogen and ruthenium has been studied extensively, particu-

larly in the field of catalysis. In an altogether different technological application, the

metal has found use as a capping layer on the multi-layer mirrors (MLMs) used in ex-

treme ultraviolet (EUV) lithography[7, 8]. The MLM consists of 40-60 molybdenum/

silicon bilayers, each about 6 to 7 nanometres thick, and is capped by a ruthenium layer.

Tin plasma is the source of EUV photons for the lithographic system, and tin debris can

be deposited on the mirror. Hydrogen is used as a buffer for the optics, and to etch away

contaminants. It comes into contact with the metal, and may penetrate the surface. It

can then diffuse through the bulk to the interface(s) of the multi-layer structure, where it

recombines to form pockets of H2 gas. When these pockets reach a critical pressure, the

layers separate, resulting in blistering of the mirror and loss of reflectivity [9, 10]. This

process appears to be facilitated by tin.

Ruthenium ought to be an ideal capping material, protecting the MLM against hy-

drogen. In addition to its suitable mechanical and optical properties, it also exhibits low

H solubility[11]. Although H2 dissociates and asdsorbs on the surface[12], the resulting

atoms do not penetrate the Ru lattice easily. In a previous publication[13], we reported

that the energy of formation of interstitial hydrogen in ruthenium was found to be pos-

itive for both interstitial sites. Our calculations showed that the DFT-calculated energy

barrier to subsurface penetration is large for hydrogen, but the presence of tin on the

surface leads to a significant lowering of the barrier. These results, and the observed

blistering after tin contamination, led to the question: since hydrogen exhibits low sol-

ubility in ruthenium, why does the hydrogen injected by tin (hydrides) remain in the

ruthenium, and subsequently form blisters at the interface(s)?

We posit that the coverage of the ruthenium surface by adsorbates obstructs the exit

of hydrogen from the near-surface region to the surface and the gas phase, thus playing

an important role in the blistering process. A number of phenomena have their basis

in such restriction of access to the surface. Livshits et al [14] linked superpermeabil-

ity of a metal membrane to the presence of chemically active adlayers on the upstream

surface. Carbon impurities in a hydrogen plasma were found to increase blistering in

tungsten targets[15]. A palladium-gold alloy was shown to accumulate hydrogen in the

near-surface region when the hydrogen exit path was affected by adsorbed CO[16]. This
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effect also occurs without impurities; Soroka et al [17] proposed that the saturation of a

ruthenium thin film surface with hydrogen inhibits hydrogen removal from the under-

lying yttrium hydride layer. In all these cases, the exit of hydrogen from the bulk metal

is impeded by conditions on the surface which cause reduced bulk-to-surface diffusion,

recombination, and desorption.

In this article, we examine the different paths and mechanisms through which hy-

drogen, having reached the interstitial sites in the metal, eventually leaves the bulk and

ends up either in the gas phase above the ruthenium capping layer or in the pockets of

molecular hydrogen which form the blisters. We show that the availability of sites on the

metal surface plays a key role in the out-diffusion of hydrogen. Thus, saturation of the

surface with adsorbed hydrogen hinders the removal of hydrogen from the bulk. Our cal-

culations therefore indicate that near-complete coverage of the ruthenium surface will

result in more hydrogen reaching the interface between the thin ruthenium layer and its

substrate, where it can form blisters.

4.2. COMPUTATIONAL DETAILS
The results presented in this work are based on computations performed within the

framework of DFT, as implemented in the Vienna Ab Initio Simulation Package (VASP)[18–

20]. The calculations were performed with the generalized gradient approach as pro-

posed by Perdew, Burke, and Ernzerhof (PBE)[21], with the following key convergence

parameters: a kinetic energy cutoff of 400 eV, residual force criterion of 1 £ 10 ¡2 eV/Å,

and a 1 £ 10 ¡5 eV energy convergence criterion. Slab calculations were performed with a

(9£9£1) ¡-centred k-points grid, while bulk calculations were done with a (9£9£9) grid;

all atoms were allowed to relax in the optimization process. Transition state calculations

were carried out using the Climbing Image Nudged Elastic Band (CINEB) algorithm[22],

with a force criterion of 1 £ 10 ¡2 eV/Å and one (1) to five (5) intermediate geometries for

the transition state search.

The calculated lattice parameters for hexagonal close-packed (hcp) ruthenium are

a ˘ 2.69 Å and c/a ˘ 1.58, which are in good agreement with experimental results, 2.71

Å and 1.58, respectively [23]. The Ru(0001) surface is modelled as a slab of seven layers

using a (2£2) cell, with » 15 Å of vacuum between the periodic images in the z-direction.

The number of layers and the vacuum height were found to give accurate results at rea-

sonable computational cost — the calculated surface energy changes by less than 2%

from 7 layers to 11 layers.

For hydrogen, the energy of adsorption is computed per the definition

Ead s ˘
1

n

³
EnH ,sur f ¡ Esur f ¡

n
2

EH2

´
, (4.1)

where EnH ,sur f , Esur f , and EH2 stand respectively for the total energies of the ruthe-

nium slab with n adsorbed hydrogen atoms, clean ruthenium slab, and the energy of the

hydrogen molecule. The formation energy of interstitial hydrogen, normalised to the
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hydrogen concentration, is calculated according to the definition

¢EH2 ˘
³
EMx Hy ¡ xEM ¡

y
2

EH2

´
/

y
2

, (4.2)

where x, y are respectively the number of metal atoms and the number of hydrogen

atoms, while EMx Hy , EM , and EH2 stand respectively for the total energy of the metal

hydride, the energy of each bulk metal atom, and the energy of a hydrogen molecule.

Due to the low mass of the hydrogen atom, its adsorption and diffusion behaviour is,

in general, influenced by zero-point energy (ZPE). The ZPE is calculated by the relation

Z PE ˘
P

i hvi

2
, (4.3)

where vi is a real normal mode frequency. The zero point energy for a hydrogen molecule

(H2) calculated thus is 0.27 eV (0.135 eV per H atom), corresponding to a vibrational

mode of 4354 cm¡1, in good agreement with the experimentally-determined value of

4401 cm¡1 [24]. We have computed the ZPE for a hydrogen atom on the surface and

in the interstitial sites, as well the transition states. The energy barriers reported in the

subsequent chapters include ZPE corrections, which are also taken into account in the

calculation of diffusion coefficients.

Diffusion coefficients are commonly expressed in the general form,

D ˘ D0e
¡Q

kB T , (4.4)

where D0 is a prefactor, Q is the activation energy, kB is the Boltzmann constant, and T
is the temperature. According to the approach proposed by Ishioka and Koiwa[25], two

diffusion coefficients, D? and DÒ, can be computed for interstitials with multiple jump

frequencies in an hcp lattice with parameters a and c. These diffusion coefficients corre-

spond to diffusion perpendicular to the c axis and parallel to it. The diffusion coefficients

are obtained via the following formulae:

D? ˘
!T O!OT

!T O ¯ 2!OT
a2 (4.5)

DÒ ˘
!T O(3!OO!T O ¯ 2!OO!T T ¯ 3!T T !OT )

4(2!T T ¯ 3!T O)(!T O ¯ 2!OT )
c2 (4.6)

where a,c are the lattice parameters, and !xx ˘ vi j e
¡Eb
kB T is the jump rate from one site to

another, derived from vi j , the effective frequency[26]; Eb , the energy barrier; kB , the

Boltzmann constant; and T, the temperature. A linear fit of the diffusion coefficient

curves against temperature gives the diffusion coefficient prefactors (D0? and D0Ò) and

activation energies (Q? and QÒ) according to the Arrhenius plot of Eq. 4.4.

4.3. RESULTS
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HYDROGEN ON THE SURFACE

Exposure of ruthenium to hydrogen will result in adsorption of hydrogen on the metal,

and our study starts with consideration of adsorption. We choose to study the 0001 sur-

face of ruthenium for two related reasons: first, this plane has the lowest surface energy,

and will therefore dominate the exposed surface of a thin film; second, this surface is

widely studied and represented in the literature, which allows a measure of validation of

the computed energies and geometries.

The Ru(0001) surface offers a number of adsorption sites. Two of these sites, labelled

fcc and hcp sites, allow three-fold coordination of H with surface Ru atoms, and have

the most negative adsorption energies (see Figure 4.1). Indeed, all sites show negative

adsorption energies, with the top site least favourable. The values remain negative at

100 % coverage, i.e. up to 1 H atom per surface Ru atom, with all fcc sites occupied.

Previously-published first-principles calculations[27, 28] show a similar trend in ener-

gies of adsorption, with the slight variations in absolute values explained by differences

in parameters and software used for the DFT calculations. We thus confirm that hydro-

gen adsorption on the ruthenium surface is favourable, and that exposing ruthenium to

hydrogen will result in saturation of the surface by dissociated hydrogen atoms.

Figure 4.1: Adsorption sites for H on the Ru(0001) surface, with corresponding energies of adsorption.

HYDROGEN IN THE BULK

Hydrogen in ruthenium is found as discrete atoms located in the interstices of the hexag-

onal close-packed lattice. An interstitial atom can occupy one of two sites, octahedral or

tetrahedral, relative to the surrounding nearest neighbour metal atoms.

In the close-packed lattice, the octahedral sites, which are formed by 6 atoms at the

vertices, are larger than the tetrahedral voids, formed by 4. The calculated formation en-

ergy of the interstitial hydride, shown at 1⁄54 concentration (H/Ru) in Figure 4.2, indicates

that the octahedral site is preferable. Its 0.34 eV formation energy is much lower than

the 0.84 eV of the tetrahedral site. For the subsurface octahedral site which we focus

on subsequently, the energy value is nearly the same, 0.30 eV at 1⁄28 concentration; this

is calculated for a slab, as opposed to the preceding bulk values. Nonetheless, we can

conclude that the subsurface state is very similar to the bulk interstitial state. In general,

the endothermic nature of interstitial hydride formation makes it unfavourable, and the
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Figure 4.2: Interstitial sites and the corresponding hydride formation energies at hydrogen concentration
(H/Ru) equal to 1⁄54.

concentration of the interstitial hydrogen will remain low. An estimate of the fractional

concentration of dissolved H atoms in ruthenium is 10¡9 relative to the gas, at 1 bar and

room temperature; this is according to a lattice gas model with all H atoms in the lower-

energy octahedral sites. The low solubility is confirmed by experimental data[11] and

other computational studies[28].

Figure 4.3: Jump paths, ZPE-corrected energy barriers, and effective frequencies for H in Ru. The blue spheres
show the interstitial sites and the red spheres show transition states between the sites. Figure reproduced

from Ref [13].

The elementary hops for hydrogen diffusion in the Ru lattice, as well as their effective

frequencies and energy barriers are shown in Figure 4.3. We obtain for the diffusion pref-

actors the values D0? = 1.44£10¡6 m2s-1 and D0Ò = 1.70£10¡7 m2s-1. The corresponding

activation energies are Q? = 0.80 eV and QÒ = 0.69 eV. Experimental values for hydrogen

diffusion in ruthenium are lacking in the literature. However, our results are of compa-

rable magnitude to those reported in ab initio studies for H diffusion in fi-titanium[29].

HYDROGEN DIFFUSION IN THE NEAR-SURFACE REGION

A hydrogen atom in the first subsurface layer may diffuse in a number of directions,

indicated by the arrows and labels in Figure 4.4: (1) within the subsurface layer, to an ad-

jacent octahedral site (sideways); (2) to a deeper octahedral site (downwards); (3) to the

surface (upwards). While the presence of hydrogen or tin (hydrides) on the metal surface
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Figure 4.4: Diffusion paths for H atom in first Ru subsurface interstitial site. The sideways arrow shows one of
six (6) possible diffusion paths within the same subsurface layer.

may alter the energies, barriers, and precise mechanics of the jumps, the picture remains

essentially unchanged with respect to the possible migration paths. It should be noted

that the tetrahedral sites may also be occupied by the interstitial atoms. However, due

to the high energy of formation compared to the more stable octahedral sites, we have

chosen to neglect the effect of tetrahedral site occupancy on the processes discussed.

(a) (b) (c)

Figure 4.5: H in subsurface interstitial sites under a (a) clean Ru surface; (b) Ru surface with H adsorbed; and
(c) Ru surface with Sn and H adsorbed.

We distinguish three main example surface/subsurface scenarios, and model the hy-

drogen atom jumps. As illustrated in Figure 4.5, these configurations are: (a) with the

surface clear of hydrogen; (b) with adsorbed hydrogen; and (c) with adsorbed hydro-

gen and tin. For each case, the diffusion paths for the hydrogen atom in the subsurface

are calculated using the Climbing Image Nudged Elastic Band (CINEB) algorithm. The

results are presented in detail below, and summarised in Table 4.1.

(a) Clean ruthenium surface

The subsurface octahedral void is surrounded by six (6) identical voids in the same layer.

The hydrogen atom may diffuse to any of these sites, across the same short distance and

through identical transition states, if the surface and surrounding voids are not occu-

pied. This diffusion step, with the Ru surface clean of adsorbates, is illustrated by Figure

4.6a; the energy barrier is 0.73 eV. Diffusion into the deeper bulk interstitial (downwards)

is shown in Figure 4.6b. There is only one site directly accessible, and the barrier for this

jump is slightly lower, at 0.78 eV. The H atom can also diffuse to the surface fcc site, as

shown in Figure 4.6c, across the much lower barrier of 0.17 eV.
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(a) Sideways

(b) Downwards

(c) Upwards

Figure 4.6: Diffusion paths for H atom in subsurface under a clean ruthenium surface. The results of 5-image
NEB calculations, as well as initial, transition, and end states are shown for: (a) sideways diffusion within the

layer; (b) downwards into a deeper layer; and (c) upwards to the surface.

(a) (b) (c)

Figure 4.7: Multi-step diffusion from subsurface to surface. (a) Surface sites are all occupied, (b) adjacent site
is vacated and adatom can move to it, (c) surface site is free and atom in interstitial site can move to the

surface.

(b) With hydrogen adsorbed

The subsurface diffusion paths were simulated with 100% hydrogen coverage of the

Ru(0001) surface, 1 H atom per surface Ru atom. Compared to the situation with a sur-

face devoid of adsorbates, the interstitial hydrogen atom faces a similar energy barrier

for diffusion within the layer, 0.78 eV, while the jump into a deeper octahedral void is

over a reduced barrier of 0.48 eV. However, the path to the surface is blocked due to the

occupation of the fcc site. Only upon diffusion or desorption of the adsorbed hydrogen

can the subsurface hydrogen access the vacated site. An example of this multi-step dif-
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(a) (b)

Figure 4.8: (a)The result of a 5-image NEB calculation; and (b) the initial, transition, and end states for
associative desorption of hydrogen from subsurface octahedral and surface fcc sites, with 1 H atom adsorbed

per surface Ru atom.

fusion to the surface is shown in Figure 4.7. As an alternative, the atom in the metal may

recombine with the atom on the surface to form an H2 molecule and desorb from the

surface (Figure 4.8), but this entails overcoming a 1.20 eV energy barrier, much larger

than the barrier for a solitary atom moving from subsurface to surface. Furthermore,

with an otherwise clean surface and with all fcc sites occupied, this associative desorp-

tion ends in a state higher in energy than the starting point. In other words, the adsorbed

atom is so low in energy (¡0.63 eV relative to a free H2 molecule) that it compensates the

energy cost of the interstitial atom (¯0.34 eV).

(c) With hydrogen and tin adsorbed

The energy barriers for the same three diffusion paths are changed further by the

presence of tin on the surface. At this concentration – one tin atom per 16 ruthenium

and 15 hydrogen – the energy barrier to deeper penetration into the metal is 0.56 eV.

The sideways diffusion becomes more difficult, however, with its barrier now at 0.95 eV.

This may explained by the H atom interacting with the Sn atom on the surface. Most

importantly, the associative desorption of hydrogen from the interstitial and surface sites

faces a barrier of 1.89 eV. A direct comparison to the case with a clean Ru(0001) surface

shows a starkly-changed energy landscape: the barrier to sideways diffusion within the

near-surface layer is nearly twice as high as the barrier to deeper penetration, and the

barrier to exit is even higher when no fcc site on the surface is free.

4.4. DISCUSSION
We have put forward a model of the diffusion of an H atom in the Ru lattice, focusing

on the paths available to an atom in the near-surface region. Each of the diffusion steps

presented in the preceding section faces its own peculiar combination of barriers and

probabilities.

The sideways jump faces different barriers for the clear and occupied states of the

surface, though the 0.05 eV difference is quite slight. In other words, the conditions for

the atom diffusing within the layer are essentially unchanged by the presence of hydro-

gen on the surface. However, when Sn is present, this sideways diffusion changes: the

barrier and ¢E are higher. This is explained by the proximity of the Sn atom, as the
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Table 4.1: Energy barriers to hydrogen diffusion from subsurface octahedral site. ¢E , the difference in energy
between the initial and end states, is given in brackets. The values in italics show associative desorption (AD)
(see Figure 4.8).

Energy barrier (¢E) [eV]

clean surface H adsorbed H & Sn adsorbed

sideways 0.73 (¯0.00) 0.78 (¯0.00) 0.95 (¯0.12)

downwards 0.78 (¯0.02) 0.48 (¡0.17) 0.56 (¯0.06)

upwards 0.17 (¡0.93) - -

upwards (AD) - 1.20 (+0.13) 1.89 (+0.03)

change in energy is a result of the change in position relative to the Sn atom and its im-

mediate neighbours.

Moving deeper into the bulk is a relatively simple one-step process, from one octa-

hedral site to another, over a barrier of 0.48-0.78 eV. There is only one destination site,

directly below the initial site. If this site happens to be occupied, this migration becomes

impossible. This site is unlikely to be occupied, however, owing to the +0.34 eV formation

energy and the consequent low solubility of H in Ru. It is notable that this downwards

hop results in a lowering of energy (¡0.17 eV) relative to the subsurface site when the

surface is covered with hydrogen, tilting the situation in favour of deeper migration.

The interstitial atom can also move to the fcc site on the surface, over a barrier that is

only 0.13 eV when the surface is clear of adsorbates. This is a much lower barrier than the

others faced by the diffusing atom, much more likely to be scaled. Moreover, due to the

lower total energy of the adsorbed state, this is an exothermic process, with the end state

0.93 eV lower in energy than the starting point in the interstitial site. However, this escape

is contingent on the fcc site being unoccupied. In the case of an occupied surface site,

the subsurface-to-surface transition becomes a multi-step process which must involve

the vacation of a surface site for the H atom, due to diffusion or recombination. When

there is a steady supply of H atoms and molecules to the surface (as is the case when the

mirror is exposed to plasma), the interstitial H atom is also in competition for surface

sites with this H supply. Each of these conditions reduces the probability of escape, and

increases the likelihood of deeper penetration.

A similar site-blocking effect has been proposed to explain the retarded dissociation

of YH3 under a Ru film[17]. Soroka et al observed that the unavailability of surface sites

prevented the escape of hydrogen. By raising the temperature of the sample above the

desorption temperature, the hydrogen atoms released from the YH3 layer were able to

diffuse to the surface much more rapidly, allowing the decomposition of the yttrium tri-

hydride to proceed. In this instance, only hydrogen adatoms were present. In other

studies, the presence of other species, such as carbon or chemically active gases, will

reinforce the blocking effect not just by occupying the surface but also by impeding the
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recombination and desorption of hydrogen[14, 15].

In the case of a ruthenium thin film exposed to plasma containing a large fraction of

atomic hydrogen, the availability of surface sites is limited. Hydrogen readily adsorbs on

the ruthenium surface. This means that any hydrogen which ends up within the ruthe-

nium faces an obstacle to escape. The “injection” of hydrogen into the subsurface is

caused by the presence of tin, which lowers the penetration barrier[13]. The diffusion

coefficients we have calculated indicate that hydrogen diffusion within the ruthenium

proceeds at a rate similar to that of hydrogen in other metals, and poses no great obsta-

cle. Tin on the surface also affects surface diffusion of hydrogen, i.e. it may reduce the

rate at which sites are freed [13]. Thus the likelihood of diffusion to the interface and

subsequent blistering is greatly increased when the concentration of hydrogen in the

subsurface is significantly raised. In this way, the surface site blocking effect of hydrogen

and tin plays a key role in the blistering of the ruthenium film. To be perfectly accurate in

answering our initial question: the hydrogen which enters the ruthenium thin film does

eventually leave; it simply ends up in the blisters at the opposite face.

4.5. CONCLUSION
In this article we have presented the case for the influence of surface saturation on hy-

drogen diffusion to the interface between a ruthenium thin film and its substrate, via an

examination of the diffusion paths available to a hydrogen atom in the interstitial site

just beneath a Ru(0001) surface. By performing transition state calculations of the key

hydrogen migrations, we have shown a clear effect of surface occupancy on the energy

barriers to diffusion of a hydrogen atom in the near-surface interstices. Our results indi-

cate that the blocking of access to the surface results in increased likelihood of diffusion

deeper into the metal lattice. In conjunction with the reduced energy barrier to subsur-

face penetration in the presence of tin, this effect leads to accumulation of hydrogen in

the metal and interface, and subsequent blistering of the ruthenium thin film. This in-

dicates that modifying and controlling the surface coverage may be an effective method

of controlling the amount of hydrogen retained in the metal and underlying layers.
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5
TIN DEPOSITION ON RUTHENIUM

AND ITS INFLUENCE ON HYDROGEN

PERMEATION

An atomistic description of tin deposition on ruthenium and its effect on blistering dam-
age is of great interest in extreme ultraviolet (EUV) lithography. In EUV machines, tin
debris from the EUV-emitting tin plasma may be deposited on the mirrors in the optical
path. Tin facilitates the formation of hydrogen-filled blisters under the ruthenium top
layer of the multi-layer mirrors. We have used Density Functional Theory (DFT) to show
that tin deposition on a clean ruthenium surface exhibits a film-plus-islands (Stranski-
Krastanov) growth mode, with the first atomic layer bonding strongly to the substrate. We
find that a single Sn layer allows hydrogen to reach the ruthenium surface and subsurface
more easily than on clean ruthenium, but hydrogen penetration through the tin film be-
comes progressively more difficult when more layers are added. The results indicate that
hydrogen penetration and blistering occur when only a thin layer of tin is present.1

1This chapter has been published as: Onwudinanti, C., Brocks, G., Koelman, V., Morgan, T., & Tao, S. (2021). Tin
deposition on ruthenium and its influence on blistering in multi-layer mirrors. Physical Chemistry Chemical
Physics. https://doi.org/10.1039/D1CP01082D
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5.1. INTRODUCTION
The undesirable formation of blisters, pockets of hydrogen gas under the top layer of

mirrors in extreme ultraviolet (EUV) lithography machines, is a determining factor in

the operational lifetime of these mirrors. Blistering causes a loss of reflectivity, the single

most important property of the multi-layer mirrors (MLMs). This presents an obstacle

to achieving high-volume manufacturing of next-generation integrated circuits.

The formation of blisters in EUV mirrors is a tale of three elements: ruthenium,

hydrogen and tin. Ruthenium is used as the top layer in a stack of 40-60 molybde-

num/silicon bilayers, each about 6 to 7 nanometres thick[1, 2]. Hydrogen is present,

at near-vacuum pressure, to serve as a protective buffer for the surface and also to etch

off impurities such as tin, carbon, and oxygen[3–5]. Tin is the source of EUV light in the

machines, as tin droplets are excited by a laser to generate EUV-emitting tin plasma. Tin

debris can then be deposited on other surfaces in the machine, including those of the

multilayer collector and mirrors in the optical path. Hydrogen comes into contact with

the ruthenium cap, and may penetrate the surface, diffuse through the bulk to the in-

terface(s) of the multi-layer structure, and recombine to form pockets of H2 gas. When

these pockets reach a critical pressure, the layers separate, resulting in blisters and loss

of reflectivity. [6, 7].

Our study of tin deposition on ruthenium and its effect on blistering is motivated

by the observation that blistering proceeds more rapidly in the presence of tin debris.

In previous publications, we examined the effect of tin on hydrogen penetration into

ruthenium, and the mechanism via which hydrogen becomes trapped under the nor-

mally near-impermeable ruthenium[8, 9]. We found that the proximity of tin to a hydro-

gen atom on the surface resulted in a lowering of the energy barrier to its penetration

into the subsurface; furthermore, we showed a that the saturation of the surface with hy-

drogen and tin inhibited diffusion of hydrogen out of the ruthenium layer from the top

surface. These computational studies of the effect of tin have so far been limited to the

interactions of ruthenium and hydrogen with dispersed tin atoms and tin hydrides on

the exposed ruthenium surface.

Tin has long been used as a protective coating for metals, and thin films have been

reported to hinder hydrogen permeation into iron[10]. Tin deposition on ruthenium has

been studied in experiment, exploring the effect of deposition temperature on the struc-

ture of deposited tin[11], and its surface alloying with lead[12]; ab initio studies have

been reported for sub-monolayer tin films on ruthenium[13]. For the EUV application

the interaction with atomic hydrogen is paramount, and this has been a topic of intense

study for the past decade. These experiments focus primarily on the efficiency of Sn re-

moval. Studies of tin etching from representative MLM samples show that both the rate

of Sn removal and blistering of samples depend strongly on the nature of the top layer

and the surface morphology of the tin layer; in these experiments, tin layers of up to 20

nm were etched from diverse materials[14–16]. To the best of our knowledge, no study

of the atomistic interaction of hydrogen with multi-layer tin on ruthenium has been re-
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ported. Our aim, therefore, is to examine how the presence of multiple layers affects the

likelihood of hydrogen permeation and blistering.

In this study, we look at the energetics of tin growth on a ruthenium surface, and ex-

amine the paths of hydrogen through the tin on the ruthenium surface. Our calculations

show that tin binds strongly to the clean ruthenium surface, with the energies indicating

a film-plus-islands growth mode (the so-called Stranski-Krastanov mode). The mono-

layer of tin changes the energy landscape in such a manner that when the Sn/Ru surface

is exposed to atomic hydrogen, the gas passes into the ruthenium subsurface relatively

easily, with multiple layers of tin becoming progressively less permeable.

The article is structured thus: we report first the calculated structure for one densely-

packed layer of tin on clean and hydrogen covered ruthenium surfaces. Thereafter we

study the evolution of the structures and energies of layers of tin. This is followed by a

look at the interaction of hydrogen with the tin-on-ruthenium system. Finally we per-

form transition state calculations for hydrogen diffusion through the tin overlayer(s),

and discuss the implications of the computed energies for blistering in EUV mirrors.

5.2. COMPUTATIONAL METHODS
The calculations in this article employ DFT as implemented in the Vienna ab initio Sim-

ulation Package (VASP) [17–19]. We employed the generalized gradient approach pro-

posed by Perdew, Burke, and Ernzerhof (PBE) [20], with the following convergence cri-

teria: a kinetic energy cutoff of 400 eV, a residual force criterion between 1 £ 10 ¡2 eV/Å

and 5 £ 10 ¡2 eV Å¡1, with 1 £ 10 ¡5 eV as the energy convergence criterion. Calculations

for reference energies of bulk Sn and Ru were performed in a 2x2x2 unit cell, while slab

calculations were done with a rectangular unit cell, as described in Section 5.3.1. Bulk

calculations were done with a (9 £ 9 £ 9) ¡-centred k-point grid, while slab calculations

were performed with a (9 £ 9 £ 1) ¡-centred k-point grid with at least the top 2 layers of

the slabs allowed to relax in the optimization. Transition state calculations were carried

out using the Climbing Image Nudged Elastic Band (CINEB) algorithm [21], with a force

criterion between 1 £ 10 ¡2 and 3 £ 10 ¡2 eV/Å and one (1) to seven (7) intermediate

geometries for the transition state search.

The calculated lattice parameters for hexagonal close-packed (hcp) ruthenium are

a ˘ 2.71 Å and c/a ˘ 1.585, which are in good agreement with experimental results, 2.71

Å and 1.58, respectively [22]. The Ru(0001) surface is modelled as a slab of seven (7)

layers using a (
p

3£3) rectangular unit cell, with approximately 15 Å of vacuum between

the periodic images in the z-direction.

The energy of adsorption is computed per the definition

Ead s ˘
1

n
¡
En A,sl ab ¡ Esl ab ¡ nE Ar e f

¢
, (5.1)

where En A,sl ab , Esl ab , and E Ar e f stand respectively for the total energies of the slab with

n adsorbed atoms of element A, the slab without the adsorbed atom(s), and the refer-
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ence energy of the adsorbed atom(s). This reference energy is half the energy of the H2

molecule for hydrogen, and the energy of one fl-tin atom for adsorbed tin.

Due to the very low mass of the hydrogen atom, its diffusion is, in general, influenced

by zero-point energy (ZPE). Therefore the energy barriers reported in the subsequent

chapters include ZPE corrections. The ZPE is calculated by the relation

Z PE ˘
1

2

X

i
hvi , (5.2)

where vi is a real normal mode frequency. For example, the zero point energy for a

hydrogen molecule (H2) calculated thus is 0.27 eV (0.135 eV per H atom), correspond-

ing to a vibrational mode of 4354 cm¡1, in good agreement with the experimentally-

determined value of 4401 cm¡1 [23].

5.3. RESULTS AND DISCUSSION

5.3.1. STRUCTURE AND ENERGIES OF SN ON CLEAN RU

(a) (b)

(c) (d)

Figure 5.1: (a)Top view of Ru(0001) slab (black rectangle shows unit cell); (b) structure of 2⁄3ML Sn on Ru; (c)
fi-Sn crystal; (d) fl-Sn. Dark spheres represent Sn, light spheres Ru.

Tin deposition on the Ru(0001) surface has been modelled in a series of DFT calcula-

tions. As the ruthenium and tin differ significantly both in crystal structure and atomic

radius, an appropriate unit cell for the calculation must be chosen to minimise the mis-

match. The rectangular unit cell (shown in Figure 5.1a) successfully accommodates the

structure of the tin overlayer, which is not necessarily hexagonal (see Appendix for a

comparison of Sn slabs in the rectangular unit cell and fl-Sn lattice). The chosen refer-

ence state of tin is fl-Sn shown in Figure 5.1d, the so-called white tin, which is stable at

room temperature, close to the operating conditions of EUV machines. Although fi-Sn

is most stable at low temperatures, the choice of reference state has no consequence for

the calculations or conclusions.
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We have carried out geometry optimisations for varying numbers of complete layers

of Sn on the Ru surface. We first determine the structure of the single atomic layer of Sn,

and subsequently find the lowest-energy configurations for each newly-added layer. We

report the adsorption energies for the successive layers, and discuss the implications for

the growth of tin on ruthenium.

1 LAYER

Due to the large size of the tin atom, the most dense packing of a tin layer on the Ru

surface has 2 Sn atoms per 3 Ru atoms (giving 4 Sn atoms in the unit cell), which we

designate 2⁄3ML, shown in Figure 5.1b. To find the structure of this layer, we performed

first a geometrical optimisation of a 7-layer Ru(0001) slab, then a further optimisation

of the resulting slab with the Sn atoms on the surface, with all atoms permitted to relax.

The result of this calculation, repeated with various starting positions of the Sn atoms, is

the structure of the single Sn layer, illustrated in Figure 5.1b.

This coincides with the (
p

3£3)-rect structure reported from experiment[11, 12] and

first principles[13]. The atoms in the first layer show a large negative adsorption energy

of ¡1.19 eV, per Equation 5.1, with the energy of one fl-Sn atom as the reference. For pro-

jected density of states of the Sn/Ru interface, see Appendix. The strong bond between

the Sn and Ru atoms is attested by the difficulty of etching Sn completely from Ru[14].

(a) (b) (c) (d)

(e)

Figure 5.2: (a)-(d)Structures of Sn on Ru, with 1-4 layers(side view; dark spheres represent Sn, light spheres
Ru), and (e) average energy of adsorption per atom in Sn layers, relative to fl-tin (0 eV). Note that the

adsorption energies are averaged over atoms in each successive layer from (a) to (d), thereby showing the
strength of adsorption to the layer immediately beneath.
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2 LAYERS

Several calculations were performed to ascertain the preferred structure of 2 layers of Sn

on Ru. Varying configurations of 4 additional Sn atoms were placed on the single-layer

structure of Figure 5.1b, and the resulting systems were allowed to relax in a standard

geometry optimisation. The lowest-energy arrangement of 2 layers of Sn on Ru has the

structure shown in Figure 5.2. A second energy minimum was found, in which the sec-

ond tin layer is identical to the first. The total energy of this structure is only 0.04 eV

higher than that of the first. Two key observations can be made: (1) for the lowest-energy

structure, the arrangement of the second layer of tin departs significantly from that of the

flat underlying layer, forming a staggered, undulating layer; and (2) the energy of the Sn

atoms is markedly higher than those of the first layer, resulting in an adsorption energy

that is slightly positive: ¯0.07 eV relative to bulk fl-Sn. This is a sharp departure from the

strongly negative adsorption energy of ¡1.19 eV for atoms in the first layer. This implies

that while the first layer adsorbs strongly to the underlying Ru surface, the second layer

does not bind to the Sn layer beneath, and remains close in energy to the bulk state. The

observed slightly positive adsorption energy for the second layer of Sn atoms indicates

that there is no tendency for tin debris on a ruthenium surface to spread into a second

smooth layer.

3 & 4 LAYERS

Both our calculations and previous experiments suggest a tendency of tin towards three-

dimensional clustering. This means that there will be regions with multiple layers of tin,

even when relatively small amounts of tin are deposited on a ruthenium film. We model

these regions by adding multiple tin layers in our periodic supercell.

Calculations for a third layer of tin shows that it also forms an uneven sheet of atoms.

This behavior extends to 4 layers, the most we have examined. Here too, we find that

the energy per atom is slightly higher than the fl-Sn reference. For both the 3rd and 4th

layers, the adsorption energy is slightly positive, 0.03 eV. The observed minimum energy

structures and corresponding energies (Figure 5.2) indicate that after the layer of tin in

direct contact with the ruthenium surface, subsequent layers adopt a structure that is

more like that of fl-Sn. One peculiarity is notable: in the 4-layer structure shown, the

two bottom layers are identical and flat, with the top two layers taking the aforemen-

tioned corrugated form. Considering that the 2-layer structure with identical layers was

only 0.04 eV higher than the lowest-energy arrangement, the presence of the 3rd and 4th

layers appears to have shifted the energies to favour such a structure.

SN GROWTH ON RU

The energies and structures reported in the preceding sections prompt a number of con-

clusions. Sn binds strongly to the Ru surface, with a strongly negative adsorption energy,

and with a smooth layer; therefore it confirms the conjecture by Paffet et al[11] that the

Sn-Ru metal-metal bonding enthalpy is greater than that of Sn-Sn bonding. This strong

bonding is entirely consistent with the finding that Sn cannot be etched completely from
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a Ru substrate. However, subsequent Sn layers do not bind strongly to the Sn under-

neath. Furthermore, the atoms in the second and higher number of layer(s) are arranged

in a distinctly different way (resembling the bulk Sn) from the first layer.

Taken together, these findings indicate that the deposition of tin on ruthenium should

follow the so-called Stranski-Krastanov growth mode. Here we observe this mode of epi-

taxial growth via the formation of a single layer of complete tin film on the substrate, af-

ter which three-dimensional islands develop. We see in Figure 5.2e that there is a strong

thermodynamic advantage to the formation of a single flat layer of tin. This advantage

is absent for a second layer and subsequent layers, since a tin atom in the bulk, and

therefore in 3D islands, is at approximately the same energy level.

5.3.2. SN ON H/RU

The main motivation for this study is the blistering of multi-layer mirrors observed when

tin debris from the EUV source plasma lands on the ruthenium surface. Hydrogen plasma

is used to etch Sn contamination from the surface of the optics. As hydrogen may be

present before tin, we consider next the situation when the ruthenium surface is exposed

to hydrogen prior to tin exposure.

(a) (b)

Figure 5.3: Sn on H/Ru(0001); (a) lone Sn atom (b) dense-packed layer of Sn. Dark grey spheres represent Sn,
light spheres Ru, bright blue spheres H.

Hydrogen adsorbs and dissociates readily on the Ru(0001) surface[8, 24]. All adsorp-

tion sites for H atoms have negative adsorption energies, with a preference for the sites

with 3-fold coordination, commonly referred to as the fcc and hcp sites. These have ad-

sorption energies of ¡0.63 and ¡0.57 eV respectively. With H atoms exhibiting such affin-

ity for the Ru surface, it is to be expected that this will affect the Sn-Ru interaction. This

indeed proves to be the case. A single Sn atom on the H-covered Ru (at a concentration

of 1 H atom per Ru atom) has a positive (¯0.21 eV) adsorption energy, with fl-Sn as the

reference (Figure 5.3). For a full Sn layer, the adsorption energy per atom is 0.13 eV. We

have also performed a comparison of diffusion barriers calculated with the CINEB algo-

rithm, and it shows a large difference in mobility. The potential energy surface for Sn

adsorbed on Ru is quite flat[8, 13], and the energy barrier for diffusion from one 3-fold

site to the next is at most 0.13 eV on a clean Ru surface. This changes to 1.0 eV for Sn on

an H-covered surface.

Tin is therefore unlikely to spread and form a single-atom wetting layer on the hydrogen-

passivated surface, and should remain in 3D islands instead. This appears to explain the
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findings reported by Faradzhev and Sidorkin[25], who reported a Volmer-Weber mecha-

nism of Sn growth on Ru.

5.3.3. H ON SN/RU

In previous studies, we examined the effect of adsorbed tin atoms and tin hydrides on

the interaction of hydrogen and ruthenium, and found a considerable effect on the pen-

etration of hydrogen into ruthenium. We go further here and calculate the energies for

hydrogen on, in and under several layers of tin on the ruthenium. We consider also the

implications of the computed energies for a multi-layer mirror exposed to atomic hydro-

gen, as found in the EUV-induced plasma in the lithographic machines of interest.

1 LAYER

The adsorption of hydrogen on the tin overlayer is not energetically favourable. A hydro-

gen atom adsorbed directly on an Sn atom — the top site — has an adsorption energy of

¯0.7 eV. This can be interpreted to mean that dissociative adsorption of H2 comes at a

considerable energy cost, and also that hydrogen atoms on the Sn surface would tend to

recombine and desorb from the unfavourable surface.

With only 2 Sn per 3 Ru atoms fitting into the densest packing of the deposited over-

layer, the result is a porous Sn layer through which the small H atom can access the Ru

surface. Figure 5.4 shows the computed structures. Although the number of available

sites is reduced, H can adsorb at the favoured sites with 3-fold coordination, the fcc and

hcp sites of the Ru(0001) surface. The preference for these sites is unchanged relative to

pristine Ru, with one key difference: the adsorption energy relative to the H2 is no longer

negative (hcp: ¡0.58 eV; fcc: ¡0.63 eV), but positive (hcp: ¯0.17 eV; fcc: ¯0.18 eV).

Although these positive energies would indicate that dissociative adsorption of H2 on

Ru(0001) is hindered by the Sn layer, atomic hydrogen would favour the Ru surface. The

hydrogen radicals in an (EUV-induced) plasma are at a much higher energy level than H

in an H2 molecule (2.27 eV higher), which means that the Sn/Ru surface is energetically

favourable, and is rapidly populated when atomic hydrogen is supplied.

2 LAYERS

The presence of a second layer of tin hardly changes the energy landscape of a hydrogen

atom in the system. As in the case with a single layer, the lowest-energy state is the H2

molecule. Adsorption of H on the Sn film remains unfavourable, with a positive adsorp-

tion energy for H on the top site shown in Figure 5.4d.

An additional tin layer presents the possibility of an interstitial state, as an H atom

can occupy the subsurface sites between the atoms of the first and second layers of the

deposited tin (Figure 5.4e). However, interstitial hydrogen in the tin is a relatively high-

energy, unfavourable state, ¯0.7 eV above the H2 reference. This is to be expected, as the

solubility of hydrogen in tin is not high. This state is therefore unlikely to be occupied

at any considerable concentration when the Ru/Sn is exposed to molecular hydrogen.
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Here too the Ru surface sites with 3-fold coordination are the lowest in energy for an H

atom. However, the adsorption energy becomes yet more positive, now ¯0.28 eV for hcp,

¯0.31 eV for fcc (Figure 5.4f).

The case with atomic hydrogen is of course different, with the hydrogen atom start-

ing at a much higher energy level. All of the afore-mentioned sites on the surface of and

between the layers of tin are lower in energy than a hydrogen radical, and the amount of

hydrogen in those states would be greater than under only H2.

(a) Sn top site (b) Ru hcp site (c) Ru fcc site

(d) H on top of Sn overlayer (e) H between Sn layers
(f) H at Sn/Ru interface, fcc

site.

(g) H on top of Sn overlayer (h) H under top Sn layer (i) H on bottom Sn layer

Figure 5.4: (a)-(c) H on 2⁄3ML Sn/Ru,top view; (d)-(f) H on Sn/Ru 4⁄3ML, side view; (g)-(i) H on 2MLSn/Ru, side
view. Dark grey spheres represent Sn, light spheres Ru, bright blue spheres H.

3 LAYERS

At 3 layers of tin, a general picture emerges for the H-Sn-Ru interactions at the surface

of the multi-layer mirror. H adsorption on the Sn film is unlikely, due to the positive ad-

sorption energy, ¯0.6 eV adsorption energy for the hollow site. Atomic hydrogen should

result in increased adsorption of H on the surface, but with the Sn overlayer present, hy-

drogen favours the molecular state more than the surface state and the interstitial states,

both in the region directly under the surface Sn atoms and deeper.
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5.3.4. THE PROGRESS OF H THROUGH SN AND RU

Using the CINEB algortihm, we performed transition state searches for hydrogen diffuse

pathways between the minima described in the preceding sections. For overall compari-

son, we consider three key structures: a clean Ru(0001) surface, Ru + 2⁄3 ML of Sn (1 layer),

and Ru + 2ML of Sn (3 layers). These are summarised in Figure 5.5.

Figure 5.5: Energy profile of H on and in Sn on Ru with no Sn (green), 1 layer of Sn (red), and 3 layers of Sn
(blue). The figures in boxes of corresponding colour show the starting point (leftmost marker) of the

evaluated path of hydrogen from the surface to the ruthenium bulk.

With no tin on the Ru surface, the energies of hydrogen indicate a strong preference

for the adsorbed, dissociated state. The negative adsorption energy (¡0.63 eV relative to

the H2 molecule) puts this state far below all the other energy minima encountered in

our calculations for H, Sn, and Ru. Moreover, the energy barrier between the adsorbed

state and the subsurface interstitial state is 1.06 eV. This indicates a low likelihood of

hydrogen permeation through the clean ruthenium. Also Ru has a ¯0.34 eV energy of

formation for hydride, where hydrogen locates at interstitial site. By all indications, hy-

drogen concentration in the ruthenium bulk, and at the interface underneath the ruthe-

nium, should remain quite low.

The presence of a Sn overlayer causes two significant changes in the energy land-

scape. First, the Ru surface site (underneath Sn) remains the lowest in energy, although,

at ¯0.18 eV above the molecular state, it is not as favourable for hydrogen occupation

as a clean Ru surface. The second change is in the energy barrier for hydrogen pene-

tration, which falls to 0.5 eV. This halving of the energy barrier for hydrogen penetration

is accompanied by an increase in the barrier of the reverse process. Thus, with the Sn

present, hydrogen is more likely to go from the Ru surface to the subsurface, and less

likely to go from the subsurface to the surface.

The progress of hydrogen through 3 layers of tin entails passing through several high-
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energy states. First, the adsorption on the top layer is energetically unfavourable, lying

0.6 eV above the H2 molecular state. Then follow the interstitial states within the film,

as well as the transition states between them, which are all above the reference state.

The energy barriers in the path from the Sn surface to the Ru surface are, respectively in

eV: 0.50, 0.56, 0.33. Compared to the case with only 1 relatively porous layer of tin, the

likelihood of an H atom to travel through to the ruthenium surface is much reduced.

Figure 5.6: Four states of tin deposition on ruthenium and their effect on the likelihood of tin-facilitated
blistering.

5.3.5. ATOMIC HYDROGEN AND BLISTERING

The main motivation for this study is the blistering of multi-layer mirrors observed when

tin debris from the EUV source is deposited on the ruthenium surface. Hydrogen is used

to etch Sn contamination from the surface of the optics, and the removal of contam-

ination from the mirror surface with plasma is the subject of numerous publications.

The energies reported and discussed in the preceding section are calculated relative to

molecular hydrogen, the reference state to which H from the Sn/Ru returns via recom-

bination and desorption. However, EUV-induced plasma is present in the lithographic

machines, with the result that atomic hydrogen can make contact with the ruthenium-

capped mirrors.

As the H radicals are at a higher energy level, all the states in Figure 5.4 are more

accessible. Therefore, with low enough Sn coverage and exposure to hydrogen plasma,

a large number of H atoms will reach the Ru surface, and thereafter the subsurface. In

view of the inhibition of out-diffusion by adsorbates, the right amount of tin will lead to

blistering.

The Stranski-Krastanov growth mode implies that further tin deposition onto the first

Sn wetting layer will leave part of the Sn overlayer uncovered up to a certain point, after

which continued deposition of tin will fill in the “valleys”. Working in the opposite direc-

tion, etching of Sn layers with H radicals will likely proceed without blistering, until the

last, tightly-bound wetting layer is exposed, at which point H entry into Ru is enabled.

We can therefore delineate four (4) different states for the Ru/Sn/H system, with differ-
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ing probabilities of significant H penetration, and the implications for blistering in each

(see Figure 5.6):

I pristine Ru – surface is saturated with dissociated H atoms, no blistering;

II incomplete Sn overlayer – H atoms penetrate Ru through the porous Sn layer and

at the edges, in proximity to Sn atoms, blistering;

III complete Sn wetting layer with 3D mounds – H atoms penetrate Ru through the

porous Sn layer, blistering;

IV multiple Sn layers covering Ru surface – Sn layers provide additional obstacles to

H diffusion, no blistering.

5.4. CONCLUSION
We have carried out a computational study of the deposition of tin on the ruthenium sur-

face, through calculation of the structures and energies of various amounts of tin, from

one layer to several. The calculations have shown that tin will spread to form a single-

layer film on the ruthenium, and thereafter grow by forming three-dimensional islands.

We show also that tin does not adsorb strongly on a hydrogen-covered ruthenium sur-

face. We have performed transition state calculations for the hydrogen diffusion paths

through a tin film consisting from one to several layers to the ruthenium surface and

subsurface. The results show that multiple layers of Sn will obstruct the hydrogen atoms,

whereas a single or incomplete layer will allow and facilitate hydrogen permeation.
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APPENDIX

PROJECTED DENSITY OF STATES (PDOS)
Figure 5.A2 shows the PDOS for the surface atoms on the Ru(0001) slab with and without

Sn and H. The difference between the top (Ru slab) panel and the second (2⁄3 ML Sn on

Ru) suggests metallic bonding. Sn has 5s2p2 occupation. There is little change from the

second (2⁄3 ML Sn on Ru) panel to the third (H & 2⁄3 ML Sn on Ru). The presence of the

H layer in the fourth (2⁄3 ML Sn & 1ML H on Ru) panel has resulted in Ru d-H s bonding

states around ¡7.0 eV.

Figure 5.A1: PDOS for (a) surface Ru atoms in Ru slab, (b) surface Ru atoms and 2⁄3ML Sn on Ru, (c) surface Ru
atoms, 2⁄3ML Sn and H, and (d) surface Ru atoms, 1ML H (6 H atoms) and 2⁄3ML Sn.
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FREE SN SLABS

The 4-layer Sn overlayer slab was put through geometry optimisation without the Ru

substrate. This free Sn slab has an energy of ¡3.67 eV/atom, against ¡3.68 eV/atom for a

fl-Sn(001) slab. The energy difference is small, which indicates minimal strain.

(a) fl-Sn(001) slab;
¡3.68 eV/atom

(b) Sn multilayer without Ru substrate;
¡3.67 eV/atom

Figure 5.A2: Sn slabs after geometry optimisation.

MINIMUM ENERGY PATHS FOR TRANSITION STATE CALCULATIONS

The transition states are found with CINEB calculations using 5-7 images. The energies

are plotted without zero-point energy adjustments.

(a) Initial state (b) Transition state (c) End state

(d)

Figure 5.A3: (a) Minimum energy path of Sn atom from hcp site to fcc site on H/Ru(0001); (b)-(d) NEB images
0, 2, and 4 respectively.
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(a) (b)

Figure 5.A4: Minimum energy paths for H diffusion on clean Ru

(a) (b) (c)

Figure 5.A5: Minimum energy paths for H diffusion on 2⁄3ML Sn on Ru

(a) (b) (c)

(d) (e)

Figure 5.A6: Minimum energy paths for H diffusion on 2ML Sn on Ru



6
A MOLECULAR DYNAMICS STUDY OF

HYDROGEN DIFFUSION IN

RUTHENIUM

Ruthenium thin films serve as a protective cap for multi-layer mirrors exposed to atomic
hydrogen. Molecular dynamics simulations have been performed of hydrogen atom dif-
fusion through ruthenium, to study the effect of grain boundaries on the mechanism and
rates of permeation. In addition to H diffusion through a perfect crystal, two different
grain boundaries were studied: §7 tilt and §7 twist grain boundaries. A ReaxFF force field
was parametrised for the Ru-H system which reproduces grain boundary formation en-
ergies and hydrogen trapping energies from quantum-mechanical calculations. Dynamic
simulations show anisotropic diffusion in hcp ruthenium, favouring transport in the c di-
rection of the lattice. The tilt and twist grain boundaries host energetically favourable sites
for hydrogen atoms, and both types of grain boundary were shown to block H transport
across their planes, with the result being accumulation of hydrogen at the grain bound-
aries. Diffusion within the plane of each grain boundary was shown to be slightly more
rapid, with a number of trapping sites present in each. However, at room temperature and
low concentration, the GBs likely retard H diffusion. Because of the strong effect of the
grain boundaries on the dynamics of hydrogen diffusion, the morphology of ruthenium
thin films will have the deciding influence on the rate of hydrogen permeation.
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6.1. INTRODUCTION
The effects of hydrogen inclusion within various materials are often detrimental to their

desirable properties. Hydrogen-induced damage[1] poses a problem in many diverse

fields, including hydrogen (H) transport and storage[2, 3], nuclear fusion[4], and ex-

treme ultraviolet (EUV) lithography[5]. The latter application employs multi-layer re-

flective optics which are susceptible to hydrogen-induced damage. Ruthenium serves

as a capping layer in these mirrors, therefore the transport of H through the metal is an

important factor in determining the operational lifetime of the optical elements.

H diffusion in metals typically occurs via hopping of H atoms through the interstitial

sites in the metal lattice. A central feature of H diffusion and hydrogen-induced damage

is the interaction of the H atoms with defects, such as vacancies, voids, phase bound-

aries and grain boundaries (GBs) in the crystal lattice[6]. These defects provide micro-

structural trap sites for H – sites at which the energy of inclusion of the solute atom is

significantly lower, and residence time longer, than at the usual interstitial sites. The

number and nature of these traps is therefore a determining factor in the overall diffu-

sion of the hydrogen in the films. GBs usually host such traps, and have been shown

to affect the solubility and diffusion of H in metals. For example, in nickel GBs are re-

ported to retard diffusion[7]. In aluminium, GBs have been shown to enhance or sup-

press H diffusion depending on the size of the grains[8], and to block H diffusion across

the boundary plane while enhancing diffusion along it[9]. In hydrogen storage, the rate

of hydrogenation of magnesium was shown to increase with grain size[10].

Although the interaction of H with ruthenium (Ru) surfaces is well-represented in the

literature[11–13] in the field of catalysis, research on H in the Ru bulk is sparse, and lim-

ited to the H solubility in Ru and the thermodynamics of hydride formation[14, 15]. The

diffusion of H in Ru has received little attention, in contrast to other metals[6]. The solu-

bility of H in Ru is quite low, which makes experimental study of H diffusion through Ru

technically challenging. One indirect measurement of the diffusion rate of H through Ru

thin films has been reported[16], using optical changes in an yttrium hydride substrate;

notably, the diffusion model in that publication assumes GB transport to be dominant.

Molecular dynamics (MD) provide a means to study H diffusion in Ru. The trajecto-

ries of all the atoms in the system are determined per Newton’s equation of motion, so

that the evolution of the system in time can be tracked with atomistic resolution. This

allows many properties and phenomena to be studied which are inaccessible to exper-

imental techniques. MD is especially suited to the determination of transport proper-

ties, such as diffusion rates. It also allows detailed visualisations of diffusion dynamics,

thereby rendering useful insights into diffusion mechanisms. In practice, the technique

is limited only by computational resources and, most importantly, the availability and

accuracy of the interatomic potential (force field) used to model the atom interactions.

Molecular dynamics has been applied to the study of H diffusion in diverse metals. These

studies have included simulations of transport along GBs, and have shed light on the

mechanisms of H diffusion. In nickel, grain boundaries have been shown to enhance
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diffusion along their plane and to hinder diffusion across it[17]. In fi-iron, GBs have

been shown to slow diffusion by trapping H atoms[18]. These MD studies illustrate that

the GB effects in – enhancement and retardation of diffusion – depend strongly on the

specific grain boundary in consideration; in tungsten, certain GBs provide deep traps

which hold H atoms in place[19], while others provide paths of low resistance[20].

In earlier work, we calculated the energy barrier to H jumps within the perfect Ru

lattice using ab initio methods[21]. However, the computational cost of dynamic simu-

lations with quantum-mechanical methods is prohibitive. Moreover, grain boundaries

disrupt the periodicity of a crystal lattice, so large unit cells are required to model them

accurately. They also come in a large variety of possible configurations, and due to the

complexity of the interfaces, the potential energy surface may be quite complicated.

Therefore a technique which balances accuracy with reasonable computational load is

required for a simulation of these structures. With its dynamic bond breaking and bond

formation, the bond-order-based ReaxFF method is well-suited to the study of such fea-

tures as GBs, and can sample the potential energy surface to an extent which is not ac-

cessible to ab initio methods.

In this study, we develop a ReaxFF force field for the Ru-H system which reproduces

the energies and properties obtained with quantum-mechanical methods. The force

field is used for molecular dynamics simulations of the diffusion of H through the intact

Ru crystal lattice, and through structures with different grain boundaries. We show the

effect of these GBs on the rate and pattern of H transport through Ru, and report diffu-

sion coefficients for the simulated structures. We find that GBs have a profound effect

on the H diffusion dynamics in Ru at all simulated temperatures. We discuss the impli-

cations of these findings for H transport through Ru bulk and thin films.

6.2. COMPUTATIONAL METHODS
The critical component of a molecular dynamics simulation is the force field. This work

employs ReaxFF[22–24], a bond-order-based force field method which allows the for-

mation and breaking of bonds in a dynamic simulation. We have developed a set of

force field parameters for the Ru-H system using a Monte Carlo global optimisation

algorithm[25], which minimises an objective function of the form:

Er r or ˘
nX

i˘1

· xi ,r e f ¡ xi ,ReaxF F

¾i

¸ 2

(6.1)

where xi ,r e f and xi ,ReaxF F are the reference value of the property and the value com-

puted with ReaxFF respectively, ¾i represents the weighting of the property, and the sum

is over all the entries in the training set.

The force field parameters are optimised against energies and charges obtained from

first-principles calculations. The Vienna Ab Initio Simulation Package (VASP) [26–28] is

used for all Density Functional Theory (DFT) calculations, which are performed with the

generalized gradient approach as proposed by Perdew, Burke, and Ernzerhof (PBE) [29].
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The convergence parameters are as follows: energy cutoff of 400 eV; residual force cri-

terion of 1 £ 10 ¡2 eV/Å; energy convergence criterion of 1 £ 10 ¡5 eV. Slab calculations

are performed with a (9£9£1) ¡-centred k-points grid, while bulk calculations are done

with a (9 £ 9 £ 9) grid; all atoms are allowed to relax in the optimization process. The

training set includes Ru equations of state for multiple crystal structures, surface forma-

tion energies, H adsorption energies on Ru surfaces, hydride formation energies, and

bond length scans. The parameters for H are taken from the set developed by Senftle et

al[30] as a starting point, while the Ru and Ru-H parameters were newly-generated for

this study. More information on the force field parameters and training set can be found

in the Supporting Information.

The ReaxFF MD calculations are performed in the AMS2020 software package (ver-

sion 2020.101) under licence from SCM[31]. All the MD simulations employ periodic

boundary conditions in three directions, and are carried out with a velocity Verlet inte-

grator with a timestep of 0.25 fs. The atom locations as a function of time are tracked

at intervals of 250 fs, i.e. every 1000 timesteps. Initial velocities of the atoms are set ac-

cording to a Maxwell-Boltzmann distribution at the target temperature. The system is

then brought to equilibrium in a preparatory simulation of at least 0.1 ns duration. The

main diffusion simulation is performed in an NVT ensemble with a Nosé–Hoover ther-

mostat, for a duration of 10 to 12 ns. We extract from the NVT simulation trajectory the

mean squared displacement (MSD) of the H atoms, using the MDAnalysis package[32–

36]. Diffusion coefficients are calculated from the slope of the MSDs according to the

Einstein-Smoluchowski relation:

D ˘
hjri (t ¯¿) ¡ ri (t )j2i

2d¿
. (6.2)

where r is the position of the H atom, ¿ is the elapsed time, and d is the dimensionality

of the system. The average is taken over time steps and all H atoms. The temperature-

dependent diffusion coefficients are fitted to the Arrhenius expression

D ˘ D0e(¡Ea /kB T ), (6.3)

which yields a pre-exponential factor D0 and activation energy Ea , where kB is the Boltz-

mann constant and T is the temperature. Hydrogen diffusion data are generated from

MD simulations and analysed for three (3) representative structures: the pristine Ru

crystal and the two (2) different types of GBs described below. The simulated structures

are summarised in Table 6.1.

The crystallography of a GB can be described completely in terms of 5 parameters:

3 to describe the misorientation of the of the two grains, and 2 to describe the inclina-

tion of the boundary relative to the axes of either of the crystals. The misorientation is

determined by the rotation axis, e.g. [0001] and 38.21° for the tilt GB, [0001] and 21.79°

for the twist GB. The inclination of the boundary is defined by the GB plane, (011̄0) for

the tilt GB, (0001) for the twist GB. The coincidence site lattice (CSL) concept is a con-

venient way to denote special misorientations, rotation angles at which superposition
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(a) (b)

(c) (d)

(e) (f)

Figure 6.1: (a) Top view and (b) side view of pristine hcp Ru; (c) top view and (d) side view of §7 symmetric tilt
GB; (e) top view and (f) side view of §7 twist GB. The black line marks the GB plane.
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Table 6.1: Simulated Ru structures

Structure Box dimensions (Å) Number of Ru atoms Number of H atoms

Pristine 40.6 £ 37.5 £ 34.3 3840 40

§7 tilt GB 27.0 £ 46.8 £ 42.8 3690 40

§7 twist GB 36.1 £ 36.1 £ 34.8 2800 28

of two crystals results in a number of lattice points coinciding and forming a sublattice

of the two crystal lattices. The CSL is characterised by its § value, the ratio of the CSL’s

unit cell volume to the volume of the generating bulk lattice cell. Because the number of

feasible GBs is very large, a thorough exploration of all types is impractical. Therefore, a

selection of representative structures is necessary. The first requirement is low formation

energy, which implies a high likelihood of occurrence. Another factor is the difference

between the selected structures; the more dissimilar the systems simulated, the more in-

formation can be extracted. We have selected the §7 symmetric tilt GB and the §7 twist

GB, with rotation about [0001]; they are generated with the free and open-source Atomsk

software[37] and illustrated in Figure 6.1. For a more thorough discussion of the chosen

GBs and their properties, see Bruggeman et al[38] and Zheng et al[39].

6.3. RESULTS AND DISCUSSION

6.3.1. FORCE FIELD VALIDATION

We have performed a series of calculations to assess the accuracy of the Ru/H force

field. The test cases include evaluation of the lattice parameters for the hexagonal close-

packed (hcp) Ru crystal and mechanical properties. A comparison of the Ru bulk prop-

erties from ReaxFF and DFT is shown in Table 6.2. To demonstrate the predictive power

of the parameters, an additional comparison of the energies of various surfaces (slab

models) is also included.

The ReaxFF-computed lattice parameters a (2.73 Å) and c/a (1.60) for hexagonal

close-packed (hcp) ruthenium are in good agreement with the DFT-computed values,

and with the experimental data, 2.71 Å and 1.58, respectively [40]. The equilibrium vol-

ume per atom V0 is overestimated slightly, by 4%. Mechanical properties from the refer-

ence Density Functional Theory (DFT) calculations are also reproduced to a good stan-

dard as shown in Figure 6.2a. Bulk moduli calculated from Birch-Murnaghan equations

of state are 313 and 333 GPa for ReaxFF and DFT respectively. The force field also shows

Table 6.2: HCP Ru properties from ReaxFF and DFT.

Method a (Å) c/a V0 (Å)3 B (GPa)

ReaxFF 2.73 1.60 14.2 332

DFT 2.72 1.58 13.7 312
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(a) (b)

Figure 6.2: (a) Equations of state for hcp Ru from ReaxFF force field and DFT; and (b) energy per atom relative
to Ru(0001)

a good qualitative reproduction of relative energies for a number of Ru slabs with dif-

ferent exposed facets. As shown in Figure 6.2b, although the absolute values are almost

uniformly underestimated, the trend is fairly well-matched. The largest mismatch does

not exceed 0.06 eV. It should be noted that these slabs were not included in the training

set for the parametrisation, so they serve as a test of the force field’s performance outside

the training space.

(a) (b)

Figure 6.3: A comparison of adsorption energies and hydride formation energies (hydrogen at interstitial
sites) on and in Ru, and energies of the transition states along the diffusion paths, obtained with the ReaxFF

force field and the DFT reference[21].

For the diffusion simulations, it is especially important that the force field reproduce

the energies of H in the interstitial states within the Ru bulk. Figure 6.3 shows a com-

parison of ReaxFF and DFT energies for key sites of H in Ru. The interstitial hydride
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(a) (b) (c)

(d)

Figure 6.4: (a) H in twist GB, (b) H in tilt GB, (c) H at vacancy cluster, and (d) energy per atom for Ru stacking
faults, GBs, and vacancy clusters; and hydride formation energies for H sites at defects.

formation energies are calculated as

¢EH ˘
³
EM ,Hy ¡ EM ¡

y
2

EH2

´
, (6.4)

where y is the number of H atoms, while EMx Hy , EM , and EH2 stand respectively for the

total energy of the metal hydride, the energy of the host metal structure, and the energy

of a H2 molecule.

The agreement is good, within 0.15 eV for all but the octahedral site in the near-

surface region, which is lower in energy than the H2 reference. The main deviation is

found near the Ru(0001) surface. However, the discrepancy is unlikely to have a large

impact on the simulated bulk diffusion. This conclusion is further strengthened by the

force field’s reproduction of GBs and defect formation energies. Figure 6.4d shows the

energies of GBs and stacking faults, as well as the energies of H sites at the two GBs and

at a vacancy cluster. The structures and energies within the blue rectangle are outside

the training set. The reproduction of DFT energies is successful for all except two data

points (H in twist GB and H at vacancy cluster), which differ by less than 0.1 eV.



6.3. RESULTS AND DISCUSSION

6

91

6.3.2. H DIFFUSION IN PRISTINE RU

(a) (b)

(c) (d)

Figure 6.5: (a) & (b) H trajectories in pristine hcp Ru simulation at 700 K. (c) MSD at 700K; (d) MSD for all
simulated temperatures.

H transport in Ru proceeds via a series of jumps between interstitial sites, over the

energy barriers shown in Figure 6.3. The barriers indicate a preference for octahedral-to-

octahedral jumps in the c direction of the hcp lattice, which is always the z direction in

our coordinate system. This can be seen from the trajectories and the MSD plot in Figure

6.5. First we observe that the H paths include nodes situated at the octahedral sites,

confirming that the solute atoms indeed spend many timesteps at these sites between

successful hops. It is also apparent that more successful jumps occur in the z direction.

The trajectories are unwrapped from the periodic translation into the simulation box,

so the extent of the map in Figure 6.5b shows the disparity in vertical and horizontal
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displacement. Figure 6.5c shows the MSD for the 700K NVT simulation. In the diffusive

regime, a three-dimensional random walk through the interstitial sites, the MSD has a

linear dependence on the elapsed time. The diffusive regime is reached quickly, as the

H atoms quickly reach an equilibrium distribution in the intact lattice. The fluctuation

at the long time scales is due to the progressively smaller number of data points with the

large time lags. The MSD contribution of each of the spatial dimensions is also plotted;

the full MSD is the sum of the MSDs in each spatial dimension. In keeping with the

observed difference in trajectories, the MSD contribution of the x and y directions is

much smaller than that of the z component. As expected, there is a monotonic increase

in MSD as the temperature is increased, as shown in Figure 6.5d.

6.3.3. H DIFFUSION IN RU WITH TILT GB

The introduction of a tilt grain boundary has a marked effect on the rate and direction

of H transport in Ru. As the trajectories in Figure 6.6 show, here too the extent of the

unwrapped trajectories in the XY plane is much smaller than in the z direction. In each

of the grains, the predominance of jumps along the z direction remains, and is overall

enhanced within the GB. Here the atoms end up in channels, within which they remain,

travelling mainly along the z direction. The MSD over the same duration as the pristine

structure is doubled. Furthermore, it can be seen that there is a much smaller, essentially

negligible contribution from diffusion in the xy plane.

The low energy of the GB sites (Figure 6.4) suggests that the H atoms will tend to be

trapped at these sites, and this is reflected in the trajectory maps of Figure 6.6. There

is little transport across the plane of the grain boundary, from one grain to the other. It

follows that the equilibrium diffusive regime in this structure is reached only when the

population of these GB sites stabilises. Figures 6.6e and 6.6f show the distribution of H

atoms in the structure at the beginning and end of the NVT simulation. It can be seen

that the interstitial sites in the grains are depleted, with the H population at the boundary

rising accordingly. Figure 6.6g is a log-log plot of the MSD for all the simulated temper-

atures. It shows that the diffusive regime is reached quickly at the higher temperatures,

with all the plots reaching a slope of unity by 500 ps; the exception is the 500K simulation

which shows a rough match. This is likely because at such relatively low temperature (a)

the H distribution is still out of equilibrium, and/or (b) the number of diffusion events

being averaged is small. A closer view is shown in Figure 6.7 in which the region with

the greatest density of trajectory lines can be seen. The tilt GB has channels with larger

volume than the native hcp lattice allows, which explains their accommodation of the

solute atoms. The image suggests a significant difference in the energy barriers for hops

between sites within the channels, and the barrier to exit, with the latter being higher.

Figure 6.7b shows a close-up of the side view of the tilt GB, in which 3 separate channels

can be demarcated. No hopping between the middle and leftmost channel can be seen

in the depicted region.
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(a) (b)

(c) (d)

(e) (f) (g)

Figure 6.6: (a) & (b) H trajectories in tilt GB simulation at 700 K; (c) MSD at 700K; (d) MSD for all simulated
temperatures; snapshots of (e) start and (f) end of tilt GB NVT simulation at 700 K, blue bands show GBs; (g)
log-log MSD plot for all simulated temperatures of tilt GB. The dashed line has a slope of 1, which indicates a

diffusive regime.

6.3.4. H DIFFUSION IN RU WITH TWIST GB
The second grain boundary structure also influences the diffusion process significantly.

The plane of the boundary is horizontal, and the sites in the boundary put H atoms lower
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(a) (b)

Figure 6.7: (a) Top view of H channel at tilt GB plane: the shaded hexagon shows the span of the octahedral
site, while the semi-transparent irregular polygon shows the Ru-depleted GB channel; and (b) enlarged side

view of tilt GB trajectory.

in energy than the octahedral site.

Figure 6.8 shows the H trajectories, which lie predominantly in the plane of the bound-

ary. The movement of H atoms at the twist GB sites contrasts strongly with the tightly-

bound vibrations at the octahedral site; the nodes of the latter are quite small, compared

to the broadly-smeared loci at the former. Most importantly for the overall transport,

this structure obstructs the otherwise dominant diffusion along the z direction, with the

horizontal reach of the trajectory now greater. The MSD plot reflects this, with the z
contribution practically zero, while the overall MSD magnitude is halfway between the

values for the pristine structure and the tilt GB. The diffusion in the grains ultimately

leads the solute atoms to accumulate at the boundary (Figure 6.8f). This proceeds at

a temperature-dependent rate. The NVT simulation at 500 K does not reach the slope

of a random-walk diffusive regime within the 12 ns duration of the run; all the higher-

temperature simulations reach this by the 1 ns mark (Figure 6.8g). Figure 6.9 offers a

closer look at the GB plane. The trajectory lines show that H atoms have a strong affinity

for the sites in the GB plane. The twist GB has formed hexagonal “wheels” between the

top and bottom grains, within which the H atom moves, jumping intermittently to an

identical neighbouring region. These traps show up in the trajectory lines of Figure 6.8a

as the large nodes. The hexagonal symmetry of the interfacing grains is reflected in the

paths around and between these traps.



6.3. RESULTS AND DISCUSSION

6

95

(a) (b)

(c) (d)

(e) (f) (g)

Figure 6.8: (a) & (b) H trajectories in twist GB simulation at 700 K; (c) MSD at 700K; (d) MSD for all simulated
temperatures; snapshots of (e) start and (f) end of tilt GB NVT simulation at 700 K, blue bands show GBs; (g)

log-log MSD plot for all simulated temperatures of twist GB. The dashed line has a slope of 1, which indicates
a diffusive regime.
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(a) (b)

Figure 6.9: (a) H sites at twist GB plane: the wheels are formed by atoms from the interfacing grains; and (b)
enlarged top view of twist GB trajectory.
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6.3.5. DIFFUSION COEFFICIENTS

The MSD for each of the diffusion simulations yields the diffusion coefficient at each

temperature, according to Equation 6.2. In both GBs, the diffusion is mostly restricted

to the plane, such that the random-walk dimensionality is reduced to 2. Figure 6.5d

shows a linear dependence of MSD on time for the entire duration of the simulation of

the pristine Ru. However, the inhomogeneous GB structures do not reach a diffusive

regime as rapidly. They also exhibit greater variation in the slope. Therefore the MSD

slope is taken only after 40% of the simulation time has elapsed, and the slope of the

MSD has matched that of a random walk. Furthermore, to account for the noise, the

diffusion coefficient is averaged from 10 overlapping intervals between the 40% mark

and the end of the simulation. The diffusion coefficients are plotted in Figure 6.10. We fit

Figure 6.10: Diffusion coefficients for all simulated structures and temperatures; the point circled in blue is
excluded from the fit, as it does not represent a diffusive regime.

the temperature-dependent diffusion coefficients to the Arrhenius expression. As shown

in Figure 6.8g, the 500K twist GB simulation does not reach the diffusive regime; the

diffusion coefficient is therefore not included in the fit. We obtain a pre-exponential

factor D0 and activation energy Q for temperature-dependent H diffusion in each of the

simulated structures. These are, in m2s-1 and eV respectively: 2.0 £ 10¡8 and 0.25 for the

pristine hcp Ru; 4.5 £ 10¡7 and 0.37 for the tilt GB structure; and 7.3 £ 10¡8 and 0.29 for

the twist GB structure.

6.3.6. CONCLUSION

We have developed a ReaxFF force field for the Ru/H system which reproduces DFT en-

ergies with high accuracy. We have applied the force field to the study of H diffusion in

Ru, a topic previously under-represented in literature. We performed simulations of H

diffusion though a perfect Ru crystal and through tilt and twist GBs, which have yielded

diffusion coefficients for H in hcp Ru crystal and in GBs. While they do not cover all pos-
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sible GBS and defects which can influence H transport through polycrystalline Ru, the

diffusion coefficients and the trajectory maps indicate that the character of H diffusion

in Ru depends largely on the number and nature of GBs present.

Both the static calculations and the dynamic simulations show the presence of ener-

getically favourable sites for H atoms in the boundary region. Also important is the fact

that diffusion across the GBs is inhibited. These findings are similar to the results ob-

tained for H in Al GBs[9]. However, although Pedersen et al. observed diffusion through

H hopping from the GB site out into the grain, we find that the main trajectories lie within

the GB. The diffusion coefficients we have extracted imply that at 300K, the diffusion

rates in the tilt and twist GBs are slightly lower than that of the perfect crystal. We can

surmise that in moving through polycrystalline Ru, H atoms will hop between intersti-

tial sites until they reach a GB, within which they become confined. If the sites at the GB

are occupied, an arriving H atom is repelled, as we observed minimal transport across

GBs. For thin films, transport through the Ru will depend greatly on the morphology of

the film. Since the Ru capping layers are mostly of (0001) orientation[41], the accumula-

tion of H and preferential transport along the plane of the tilt GB suggests that this type

of GB will dominate H diffusion through the films, enabling the so-called short-circuit

diffusion through the film.

These results point to film morphology control as an important tool in preventing

the permeation of hydrogen into multilayer mirrors. The results also give insight into

the trapping and diffusion of H and other impurities in metal grain boundaries. The

developed force field can be applied to the study of other phenomena, including surface

interactions, while the results of the diffusion study will be of interest both for research

and for technological applications.
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REAXFF TRAINING SET

The fitting of parameters for the force field was done with a training set which includes

Ru equations of state for multiple crystal structures (hcp, fcc, bcc, sc), surface formation

energies (slabs of hcp Ru, fcc Ru, bcc Ru), H adsorption energies on the same slabs, in-

terstitial hydride formation energies (up to 0.25 H/Ru concentration), and bond length

scans(Ru-Ru and Ru-H in RuH4). Figures 6.A1 and 6.A2 show samples of the training set.

(a) HCP (b) FCC (c) BCC (d) SC

(e) Ru(0001) slab (f) fcc111hcp001 stacking fault (g) High temperature Ru (h) Ru cluster

Figure 6.A1: Examples of structures included in the Ru training set.
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(a) H on Ru(0001) (b) H on fcc(100) (c) H in octahedral site (d) 1ML H on Ru

(e) H in fcc111hc001 (f) H in twist GB (g) Ru2H6 (h) H in tetrahedral site

Figure 6.A2: Examples of structures included in the Ru-H training set.
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MSD PLOTS

In this section are MSD plots for each of the simulated structures at temperatures 500,

600, 800, and 900K. Note that the scales on the vertical axis differ significantly.

(a) 500K (b) 600K

(c) 800K (d) 900K

Figure 6.A3: MSD plots for NVT simulations of H in pristine Ru.
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(a) 500K (b) 600K

(c) 800K (d) 900K

Figure 6.A4: MSD plots for NVT simulations of H in Ru tilt GB.
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For the twist GB, at the lower temperature of 500K, the square root of the MSD is

less than half the dimension of the simulation box. This heuristic implies that longer

simulations are necessary to properly sample diffusion at this temperature.

(a) 500K (b) 600K

(c) 800K (d) 900K

Figure 6.A5: MSD plots for NVT simulations of H in Ru twist GB.



7
CONCLUSIONS AND OUTLOOK

The enormous demand for faster, smaller, cheaper, and more efficient microprocessors

in the present and the foreseeable future has led to the development of extreme ultra-

violet lithography, in a bid to extend Moore’s law. The technological complexity of EUV

machines has led to intense scientific research in many fields, including the study of hy-

drogen interaction with metals. The damaging effect of hydrogen on ruthenium-capped

multilayer mirrors with tin contaminants leads to reduced productivity and higher costs.

Therefore, a thorough understanding of the mechanism via which tin facilitates hydrogen-

induced blistering is of great importance. This dissertation contributes an atomistic ex-

planation of the ruthenium-tin-hydrogen interaction which ultimately leads to hydro-

gen accumulation in blisters.

The study begins with first-principles calculations of H interaction with the surfaces

and crystals of Ru and Sn. We find that the energies of H adsorption on Ru and Sn sur-

faces are negative and positive respectively. These results establish that H adsorption on

Ru is favourable, whereas on Sn it is unlikely. Indeed, the H2 molecule will dissociate

into discrete H atoms on the Ru surface. This indicates that Sn is not increasing the sup-

ply of atomic H on the Ru surface via dissociation. Our calculations of H in the Ru and

Sn crystals showed positive formation energies, i.e. low solubility in both. Since a first

step to blistering would necessarily be penetration into the top layer, the energy barrier

was tested in a number of different Sn-H configurations on the Ru surface. The energy

barrier to H penetration into the subsurface is found to be reduced in the presence of

tin. With SnH4 present, the barrier is found to be as low as 25% of the value without tin.

An analysis of the bonding interactions shows complex and subtle electron transfer at

the surface; from Sn to Ru and H. The electron density accumulation at the surface can

explain the tendency of the system to minimize energy with H in the subsurface.

As the early calculations showed, H solubility in Ru is generally low, and significant

109
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quantities of H in Ru are observed only at high temperatures and pressures. However, the

formation of high-pressure pockets of H2 indicates that a large quantity passes through

the Ru film. An investigation of H diffusion in the near-surface region of Ru explains why

H does not exit the Ru film, but diffuses to the underlying interface. The competition for

surface adsorption sites between H in the subsurface and atomic H above the surface

favours the latter, with the result that access to the saturated H surface is blocked. The

co-adsorption of Sn exacerbates the site-blocking effect. Direct recombination with sur-

face H also faces a large energy barrier. In other words, not only does Sn promote H into

the subsurface, it also inhibits its return to the surface, making it more likely to diffuse to

the opposite interface, where it contributes to blistering.

The two factors described above – lowering the barrier and blocking the exit – are

demonstrated for separate or isolated Sn atoms. These effects are shown to occur in

proximity to an adsorbed Sn atom or SnH4 molecule. The case with larger amounts

of Sn is also examined in this work. First it is shown that a mono-atomic layer of Sn

forms readily on the Ru surface, with a strong adsorption energy of ¡1.2 eV/atom. Sub-

sequent layers do not bind to the layer beneath as strongly, indicating a preference to

form three-dimensional islands after the first wetting layer. Thus the Stranski-Krastanov

growth mode is demonstrated. Further calculations investigate the passage of H through

multiple Sn layers on Ru. The results show that while a single layer of Sn allows H to pass

through to the Ru surface and below, multiple layers impede the progress of H. On the

basis of the results obtained, the conditions for H penetration to the Ru subsurface can

then be summarized as follows: penetration is absent or negligible through a bare Ru

surface, since the energy barrier is high, but a Ru surface with Sn atoms, Sn hydrides, or

a Sn layer will result in a lowering of the barrier to entry.

The next step in the blistering process is the transport of H through the Ru film, which

is studied in a series of molecular dynamics simulations. First-principles calculations

give the energy barriers for each of the elementary jumps of H atoms from one inter-

stitial site to another, and thus give a general indication of the kinetics of H transport.

Quantitative evaluation of transport properties, in this case diffusion coefficients, re-

quire observation of the system’s time evolution. MD offers the possibility of direct sim-

ulation of H transport not only in the perfect Ru crystal, but also in defective structures,

primarily grain boundaries. To make such simulations possible, an interatomic potential

(force field) in the ReaxFF method was developed on the basis of the previously acquired

first-principles data and new calculations performed specifically for the development of

the force field. Simulations of H transport are performed in three structures: pristine

hcp Ru, Ru with a symmetric tilt grain boundary, and Ru with a twist grain boundary.

The pristine crystal shows the H hopping between interstitial sites in the manner which

is typical for metals, with a marked preference for the direction parallel to the c crystal

lattice direction. Further simulation of H diffusion in defective structures shows the im-

portance of grain boundaries for overall transport. Grain boundaries are shown to be

very favourable for H occupation. The consequence is that both types of grain bound-
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aries act as sinks and highways; the low-energy sites bind H such that H trajectories lie

predominantly within the grain boundaries. The diffusion coefficients suggest that grain

boundaries may slow diffusion at the temperatures of relevance to EUV systems.

The research findings have a number of implications for the issue of H-induced blis-

tering of Ru in the presence of Sn. The immediate and trivial solution would be a change

in the capping material. Sn binds strongly to Ru, and also makes it less impervious to H.

Alternative materials such as oxides or nitrides are unlikely to interact with Sn and H in

the same way as ruthenium. However, the material choice depends on numerous other

factors, such as optical, mechanical, and chemical properties. The most obvious con-

straint is that reflectivity must be maintained at a high level. Moreover, the replacement

material must be hard and resistant to sputtering and EUV-induced damage. The atoms

must have low mobility, to reduce intermixing with the underlying layer(s). Finally, it

must not be chemically active; oxides for instance may be reduced by the atomic H quite

readily. Considering this long list of requirements, it becomes clear that an alternative

capping layer is not so easily found.

Two other possibilities present themselves, given the fact that it is diffusible hydro-

gen which causes damage. First, the Ru thin film can be fabricated in such a manner as

to reduce H mobility within it. As the MD simulations indicate, grain boundaries have

low-energy sites which reduce H mobility at low temperatures. It may well be that poly-

crystalline films with desirable grain boundary properties will obstruct the passage of H

through the film, slowing the accumulation of H atoms at the interface. In the ultimate

case, amorphous Ru films might provide such an H-blocking layer. A second option is

the use of alloying elements to improve the capping layer’s performance. In the case of

steel, for instance, certain alloying elements have proven to improve the material’s re-

sistance to H-induced damage by retarding H transport through the lattice, slowing the

coalescence in voids and cracks which leads to embrittlement[1, 2]. This direction is

worth exploring, particularly in combination with tailored film morphology.

Beyond EUV lithography, the Ru-Sn-H interaction holds promise. The sustainable

hydrogen economy will likely require cost-effective methods of extracting pure H2 from

a mixture of gases. Contrasting with the deleterious effect on multilayer mirrors, the

increased permeation of H through Ru could serve as a separation technique. Currently,

palladium (Pd) is the standard material used in metal membranes for H separation[3].

H2 dissociates on the Pd surface, then passes through the Pd film to recombine on the

opposite side of the membrane. This process is driven by the large difference in partial

pressure on the upstream and downstream sides of the membrane. One could imagine

a separation membrane made of a thin Ru film with a (sub-)monolayer Sn coating on

the upstream side which would result in a similar selective permeation of H. Assuming

a flux comparable to Pd membranes – a substantial assumption, presumably – such a

membrane would be an attractive alternative due to the high cost of Pd compared to Sn

and Ru.

Although much has been made clear in the course of this research project, questions
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remain, and new ones have arisen. One of these is the effect of tin on grain boundaries.

We have demonstrated a promotion of blistering for the Ru(0001) surface, and have

noted the influence of grain boundaries on the overall transport of hydrogen through

ruthenium. It is yet to be seen what occurs between the three elements at such regions

as triple junctions, which might play a large role in blister formation. Other questions in-

clude the time evolution of the blistering process; the sensitivity to different parameters

such as pressure, flux, temperature; and the extent to which small-scale DFT and MD

calculations are representative of the real systems. To begin with, more techniques can

be applied to the system, building on the results reported here. The kinetic Monte Carlo

(KMC) method offers the opportunity to go beyond the time constraints of molecular dy-

namics. The different states on the surface and in the bulk, as well as the transition rates

between the states, can serve as input into a Monte Carlo model which simulates the

time evolution of the penetration, diffusion, and blistering. With a more complete list of

states and rates, extracted from DFT and MD, quantitative measures can be taken of how

blistering depends on various parameters. Yet another avenue is considering this inter-

action for non-ideal Ru surfaces. Due to the limitations of ab initio methods, they cannot

be applied to the study of defective, disordered structures without enormous computa-

tional expense, so the surface is modelled as a static, ordered entity. Steps, terraces,

adatoms, and grain boundaries are examples of such features which may occur, but can-

not be explored thoroughly. Since any real multilayer mirror or experimental sample will

likely have or eventually develop imperfections, the effects of such imperfections call

for closer examination. Ab initio thermodynamics, first-principles microkinetics, and

molecular dynamics simulations can be particularly useful here, as they have been in

the study of catalysis and surface science in general. Combining these techniques with

new information and insights from real-world testing and examples will lead to a more

complete mechanistic and macroscopic understanding of hydrogen-induced blistering.
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