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ABSTRACT

Given a process model and an event log, conformance checking aims to relate the two together, e.g. to detect discrepancies between them. For the synchronous product net of the process and a log trace, we can assign different costs to a synchronous move, and a move in the log or model. By computing a path through this (synchronous) product net, whilst minimizing the total cost, we create a so-called optimal alignment — which is considered to be the primary target result for conformance checking. Traditional alignment-based approaches (1) have performance problems for larger logs and models, and (2) do not provide reliable diagnostics for non-conforming behaviour (e.g. bottleneck analysis is based on events that did not happen). This is the reason to explore an alternative approach that maximizes the use of observed events. We also introduce the notion of milestone activities, i.e. unskippable activities, and show how the different approaches relate to each other. We propose a data structure, that can be computed from the process model, which can be used for (1) computing alignments of many log traces that maximize synchronous moves, and (2) as a means for analysing non-conforming behaviour. In our experiments we show the differences of various alignment cost functions. We also show how the performance of constructing alignments with our data structure relates to that of the state-of-the-art techniques.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Modern information systems allow us to track, often in great detail, the behaviour of the process it supports. Moreover, instrumentation and/or programme tracing tools allow us to track the behavioural profile of the execution of enterprise-level software systems [1,2]. Such behavioural data is often referred to as an event log, which can be seen as a set of log traces, i.e. sequences of observed events in the system. However, it is often the case, due to noise or under/over-specification, that the observed behaviour does not conform precisely to a valid process instance, i.e. it deviates from its intended behaviour as specified by its reference model.

In the field of process mining [3] there are three main branches: process discovery, conformance checking, and enhancement of processes, using event data recorded during process execution. In process discovery, we aim to discover process models based on traces of executed event data. In conformance checking, we assess to what degree a process model (potentially discovered) is in line with recorded event data. Finally, in process enhancement, we aim at improving or extending the process model based on facts derived from event data.

Conformance checking [4] assesses to what degree the event log and model conform to each other. Early conformance checking techniques [5] are based on simple heuristics and, therefore, may yield ambiguous/unpredictable results. Alignments [6,7] were introduced to overcome the limitations of early conformance checking techniques. Alignments map observed behaviour onto behaviour described by the process model. As such, we identify four types of relations between the model and the event log in an alignment:

1. A log move, in which we are unable to map an observed event, recorded in the event log, onto the execution of an action in the reference model.
2. A model move, in which an action is described by the reference model, yet this is not reflected in the event log.
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3. A synchronous move, in which we are able to map an event, observed in the event log, to a corresponding action described by the reference model.

4. A silent move, in which the model performs a silent or invisible action (denoted with \( \tau \)). We are unable to observe such actions.

Consider the example model of a simple file reading system given in Fig. 1 and the trace \( \sigma = (A, D, B, D) \). An alignment for the model and \( \sigma \) is given by \( \gamma^0 \) (top right in Fig. 1). Here, the upper-part depicts the trace and the bottom-part depicts an execution path described by the model, starting at state \( p_0 \) and ending at state \( p_2 \). The first pair, \( (A, t_0) \), represents a synchronous move, in which both the log and the path in the model describe the execution of an A activity (open file). The next pair, \( (D, t_2) \), is a log move where the logged trace describes the execution of a D activity that is not mapped to an activity in the model. The \( \text{skip} (\gg) \) symbol is used to represent such a mismatch. Observe that the model remains in the same state. This is continued by a model move in which the model executes a C activity, which is not recorded in the trace, i.e. \( (\gg, t_2) \). Finally, the alignment ends with two synchronous moves.

An optimal alignment is an alignment that minimizes a given cost function. Typically, each type of move gets a non-negative value. The cost of an alignment is simply the sum of the costs of its individual moves. The most common way to do this is to assign a cost of 1 to both model and log moves and a cost 0 to synchronous and silent moves. In practice, the A* shortest path algorithm [8] is often used for computing optimal alignments using the aforementioned cost function as a distance function in its search graph.

In this paper, we argue that the standard cost function is not always the best-suited function for computing alignments. Consider the model in Fig. 1 again, together with the trace \( \sigma' = (B) \). An optimal alignment using the standard cost function would result in \( \gamma' \). Considering that event B is observed behaviour, i.e. the system logged “parse file”, it is illogical to map this behaviour with a path in the model indicating that the file was not found. In case we set up the cost function such that the number of synchronous moves is maximized, an optimal alignment would result in \( \gamma^2 \). One may prefer this function, as it provides a more sensible explanation for the logged behaviour.

We formalize the relation between the event log and the process model, and show how different cost functions affect the resulting alignments. Regarding the cost-function where we maximize synchronous moves, we employ a data structure, called a Milestone Transitive Closure Graph (MTCG), that can be computed from the reference model. Note that the MTCG needs to be computed only once and can be used to align all traces in the log. We propose an algorithm for computing alignments, which exploits the structure and is comparable with the state-of-the-art when computing alignments for small models and many log traces.

1.1. Contributions

This paper is an extended version of our earlier work [9]. We extend the work with the following contributions.

Milestones. We introduce the notion of milestone activities, which are events on which the log and the model must agree, i.e. if the event occurs in the log trace, it must be synchronized with the model. There may be several reasons for introducing milestone activities. Milestone activities need to be observed and cannot be skipped. They serve as minimal requirements for an alignment, avoiding that an arbitrary path is taken. To illustrate the concept, reconsider Fig. 1 and assume activity E to be a milestone activity, i.e. disallow alignments to include the pair \((\gg, t_4)\). Now, the standard cost function (with milestones) would also result in the desired alignment as the shortcut through the model is now unavailable. An interesting result is that in some scenarios, milestones can make it impossible to align a trace with a model (i.e. in case an alignment must include the milestone activity as a model move).

Milestones help to address a major limitation of the cost function that maximizes synchronous moves, which occurs when the process model contains a large cycle. We discuss this in Section 3 and show that milestones can be used to prevent such cycles from being traversed carelessly (by marking a particular event on the cycle as a milestone). We extend the transitive closure graph to also include milestones, and call it a Milestone Transitive Closure Graph (MTCG) and show how alignments can be computed.

To evaluate our approach, we analyse differences between alignments with and without milestones on a set of generated models and log traces, and show how their computation times are affected on a set of industrial models with many log traces.

Transitive closure graph for analysing non-conforming behaviour. We also consider the MTCG from a diagnostic point of view. Visualizing alignments by projecting them on the reference model or its corresponding marking graph may not always be desired. An issue is that model moves are not observed in the log trace, but are ‘generated’ in the diagnostics. When fabricating events that did not really happen (i.e. model moves), timestamps need to be created. This may lead to misleading results. By mapping alignments on a MTCG we only depict synchronous moves, i.e. only moves that really happened, which are easier to interpret and trust. We discuss the advantages and disadvantages of this method.

2. Preliminaries

We assume that the reader is familiar with the basics of automata theory and Petri nets [otherwise, we refer to [3]]. A sequence or trace is an ordered list of events, which we denote by \( \sigma = (\sigma_0, \sigma_1, \ldots, \sigma_{|\sigma| - 1}) \). Two sequences are concatenated using the \( \cdot \) operation. Given a sequence \( \sigma \) and a set of elements \( S \), we refer to \( \sigma \cdot S \) as the sequence without any elements from \( S \), e.g. \( (a, b, c, a, f) \cdot \{b, f\} = (a, c, a) \). For two sequences \( \sigma_1 \) and \( \sigma_2 \), we call \( \sigma_1 \) a subsequence of \( \sigma_2 \) (denoted with \( \sigma_1 \sqsubseteq \sigma_2 \)) if \( \sigma_1 \) is formed from \( \sigma_2 \) by deleting elements from \( \sigma_2 \) without changing its order, e.g. \( \langle c, a, t \rangle \sqsubseteq \langle a, c, r, a, t, e \rangle \). Similarly, \( \sigma_1 \sqsubset \sigma_2 \) implies that \( \sigma_1 \) is a strict subsequence of \( \sigma_2 \), thus \( \sigma_1 \) contains fewer elements than \( \sigma_2 \).

A multiset (or bag) is an unordered set that may contain multiple instances of the same element. For example, \( \{a^3, b, c^2\} \) is a multiset in which \( a \) occurs 3 times (we represent multiple occurrences of an element in superscript). Two multisets are combined with a \( \cup \) operation, e.g. \( \{a^2, b, c^1\} \cup [b, c^2, d^2] = \{a^2, b^2, c^3, d^2\} \). We will use multisets to represent markings and event logs. In figures, we use a more concise notation to denote multisets, e.g. we may write \( \{a^2, b, c^1\} \) as \( a^2b^1c^1 \). Given a set of elements \( S \), we denote the set of all possible multisets as \( B(S) \), and its power-set by \( 2^S \).

Traces are sequences \( \sigma \in \Sigma^* \), for which each element is called an event and is contained in the alphabet \( \Sigma \), also called the set of events. We globally define the alphabet \( \Sigma \), which does not contain the skip event \( (\gg) \) nor the invisible action or silent event \( (\tau) \). An event log \( E \in B(\Sigma^*) \) is a multiset of traces.
2.1. Petri nets

Petri nets are a mathematical formalism that allow us to describe processes, they allow us to represent parallel behaviour in a relatively compact manner. Consider Fig. 1 which is a simple example of a Petri net. The Petri net consists of places, visualized as circles, that allow us to express the state (or marking) of the Petri net. Furthermore, it consists of transitions, visualized as boxes, that allow us to manipulate the state of the Petri net. It is not allowed to connect a place with another place nor a transition with another transition. Thus, from a graph-theoretical perspective, a Petri net is a bipartite graph.

Definition 1 (Petri Net, Marking). A Petri net is defined as a tuple \( N = (\mathcal{P}, \mathcal{T}, \Sigma, \lambda, m_0, m_f) \) such that:

- \( \mathcal{P} \) is a finite set of places,
- \( \mathcal{T} \) is a finite set of transitions such that \( \mathcal{P} \cap \mathcal{T} = \emptyset \),
- \( \mathcal{F} \subseteq (\mathcal{P} \times \mathcal{T}) \cup (\mathcal{T} \times \mathcal{P}) \) is a set of directed arcs, called the flow relation,
- \( \Sigma_\mathcal{T} \) is a set of activities, with \( \Sigma_\mathcal{T} = \Sigma \cup \{\tau\} \),
- \( \lambda : \mathcal{T} \rightarrow \Sigma_\mathcal{T} \) is a labelling function for each transition,
- \( m_0 \in \mathcal{B}(\mathcal{P}) \) is the initial marking of the Petri net,
- \( m_f \in \mathcal{B}(\mathcal{P}) \) is the final marking of the Petri net.

A marking is defined as a multisets of places, denoting where tokens reside in the Petri net. For instance, in Fig. 1, \( p_0 \) contains a token (represented by a black dot), and the marking \( [p_0] \) represents the initial marking. A transition \( t \in \mathcal{T} \) can be fired if, according to the flow relation, all places directing to \( t \) contain a token. After firing a transition, one token is removed from these places and all places with an incoming arc from \( t \) receive a token. It may be possible for a place to contain more than one token.

Definition 2 (Marking Graph). The corresponding marking graph or state–space for a Petri net \( N = (\mathcal{P}, \mathcal{T}, \Sigma, \lambda, m_0, m_f) \) is given by the deterministic automaton \( \mathcal{M} = (\mathcal{Q}, \Sigma, \delta, \lambda, q_0, q_f) \), such that:

- \( \mathcal{Q} \subseteq \mathcal{B}(\mathcal{P}) \) is the (possibly infinite) set of vertices in \( \mathcal{M} \), which corresponds to the set of reachable markings from \( m_0 \) (obtained from firing transitions),
- \( \delta \subseteq (\mathcal{Q} \times \mathcal{Q}) \) is the set of edges in \( \mathcal{M} \), i.e. \( (m, t, m') \in \delta \) iff there is a \( t \in \mathcal{T} \) such that \( m' \) is obtained from firing transition \( t \) from marking \( m \),
- \( q_0 = m_0 \) is the initial state of the graph,
- \( q_f = m_f \) is the final state of the graph.

Given an edge \( e = (m, t, m') \in \delta \) with \( \lambda(t) = a \), we write \( \lambda(e) \) to denote \( \lambda(t) \). We use the notation \( m \overset{e}{\rightarrow} m' \) to represent an edge \( e \) for which \( \lambda(e) = a \). The source and target markings of edge \( e \) are respectively denoted by \( \text{src}(e) = m \) and \( \text{tgt}(e) = m' \), thus we have \( \text{src}(e) = m \) and \( \text{tgt}(e) = m' \). We refer to the transition of \( e \) by \( \text{trans}(e) = t \).

2.2. Alignments

With alignments we map observed behaviour from an event log onto the behaviour that is described in the reference model. An alignment is represented by a sequence of log-model pairs.

Definition 4 (Trace to Petri Net). Given a trace \( \sigma = (\sigma_0, \sigma_1, \ldots, \sigma_{n-1}) \in \Sigma^* \), its corresponding Petri net is defined as \( N_\sigma = (\mathcal{P}, \mathcal{T}, \Sigma, \lambda, m_0, m_f) \) with:

- \( \mathcal{P} = \{p_0, p_1, \ldots, p_n, p_{n+1}\} \),
- \( \mathcal{T} = \{t_0, t_1, \ldots, t_0\} \),
- \( \mathcal{F} = \{(p_0, t_0), (p_1, t_1), \ldots, (p_n, t_n)\} \cup \{(t_0, p_0), (t_1, p_1), \ldots, (t_n, p_{n+1})\} \),
- \( \Sigma_\mathcal{T} = \bigcup_{0 \leq i < n} \{a_i\}, \mathcal{V}_\mathcal{O} \subseteq \Sigma : \lambda(t_i) = a_i \),
- \( m_0 = p_0 \), and \( m_f = p_{n+1} \).

Definition 5 (Alignment). Let \( \sigma = \sigma^* \) be a log trace and let \( N \) be a Petri net model such that \( N = (\mathcal{P}, \mathcal{T}, \Sigma, \lambda, m_0, m_f) \), for which we obtain the marking graph \( \mathcal{M} = (\mathcal{Q}, \Sigma, \delta, \lambda, q_0, q_f) \). We refer to \( \Sigma_{\mathcal{M}} \) as the alphabet containing skips: \( \Sigma_{\mathcal{M}} = \Sigma \cup \{\tau\} \) (and \( \tau \not\in \Sigma_{\mathcal{M}} \)). We define \( T_{\mathcal{M}} \) as the set of transitions and the skip event: \( T_{\mathcal{M}} = \mathcal{T} \cup \{\tau\} \). Now, let \( \gamma \) be a sequence of transitions, i.e. \( \gamma \) is obtained from firing transitions \( t \) from marking \( m \), with \( q_0 = m_0 \) and \( q_f = m_f \). We define an alignment of a reference trace \( \gamma \) with a log trace \( \gamma^* \) as a sequence of transitions.

Definition 6 (Alignment Cost). Let \( \gamma \in (\Sigma_{\mathcal{M}} \times T_{\mathcal{M}})^* \) be an alignment for \( \sigma = \Sigma^* \) and the Petri net \( N \). The cost function maps elements of \( \gamma \) onto alignment costs of individual moves,
c : (Σ∞ × T∞) → (R_{≥0} ∪ \{∞\}), and we overload c for assigning costs to alignments; \(c : (\Sigma^* × T^*)^* → (R_{≥0} ∪ \{∞\})\), such that \(c(γ) = \sum_{i=0}^{n-1} c(γ_i)\).

We call an alignment \(γ\) under cost function \(c\) a successful alignment if \(c(γ) < \infty\), otherwise, if \(c(γ) = \infty\), we call \(γ\) a failed alignment. We call a successful alignment \(γ\) optimal iff \(c(γ') > c(γ)\), i.e. there does not exist an alignment ‘\(γ'\) with a smaller cost.

**Definition 7 (Standard Cost Function).** The standard cost function \(c_{st}\) is defined for an alignment pair \((\ell, m) \in (\Sigma^∞ × T^∞)\) as follows (assuming small \(ε > 0\)):

\[
c_{st}(\ell, m) = \begin{cases} 
ε & \ell = \epsilon \text{ and } m \in T \text{ and } \lambda(m) = \tau \text{ (silent move)} \\
0 & \ell \in \Sigma \text{ and } m \in T \text{ and } \lambda(m) = \ell \text{ (synchronous move)} \\
1 & \ell = \epsilon \text{ and } m = \epsilon \text{ (log move)} \\
1 & \ell = \epsilon \text{ and } m \in T \text{ and } \lambda(m) \neq \tau \text{ (model move)}. 
\end{cases}
\]

In the standard cost function, we penalize log- and model moves equally. Synchronous moves are the preferred choice in alignments, since they are free. We note that silent moves also have a small cost, which is there in case there are so-called \(τ\)-cycles in the model (\(τ\) transitions in the model that compose a cycle in the marking graph). An alignment could otherwise contain an infinite sequence of silent moves, by continuously traversing these \(τ\)-cycles.

### 3. Maximizing synchronous moves and milestones

The standard cost function from **Definition 7** is the most commonly used cost function in literature [3,8,10,11], though note that any cost function could be used (e.g. see [12] for an alternative). The standard cost function may lead to undesired results, as illustrated by the example from **Fig. 1**. We consider a new cost function that maximizes the number of synchronous moves, since it explains as many log moves as possible. We propose the alternative cost function as follows.

**Definition 8 (Max-sync Cost Function).** We define the max-sync cost function \(c_{sync}\) for an alignment pair as follows (assuming small \(ε > 0\)):

\[
c_{sync}(\ell, m) = \begin{cases} 
ε & \ell = \epsilon \text{ and } m \in T \text{ and } \lambda(m) = \tau \text{ (silent move)} \\
0 & \ell \in \Sigma \text{ and } m \in T \text{ and } \lambda(m) = \ell \text{ (synchronous move)} \\
1 & \ell = \epsilon \text{ and } m = \epsilon \text{ (log move)} \\
1 & \ell = \epsilon \text{ and } m \in T \text{ and } \lambda(m) \neq \tau \text{ (model move)}. 
\end{cases}
\]

This cost function only penalizes log moves, which as a consequence causes an optimal alignment to minimize the number of log moves and thus maximize the number of synchronous moves. The \(ε\) cost for model moves further filters optimal alignments to only include shortest paths through the model that maximize synchronous moves.

An advantage of the max-sync cost function over the standard cost function is that observed behaviour is not sacrificed for shorter paths through the model (as **Fig. 1** illustrates). A disadvantage is that in order to maximize the number of synchronous moves, it may be possible that many model moves are required, especially in case the model contains cycles. Consider for example the Petri net model depicted in **Fig. 2**. We are always able to synchronize all observed behaviour by executing the loop, i.e. the reset activity. By simply taking the reset transition one can traverse the model again to find a particular event, and report the steps to reach it as model moves. Therefore, we introduce the notion of milestone activities.

### 3.1. Milestones

To mitigate the problem with undesired alignments, we define a milestone as a label that may not be chosen in model moves. Note that we do not assign an infinite cost to log moves with milestone actions.

**Definition 9 (Milestones).** Given a Petri net \(N = (P, T, Σ, τ, λ, m₀, m_f)\) and a cost function \(c\), milestones are labels \(Y \subseteq Σ\), such that a new cost function \(c'\) is formed, which sets the cost for all model moves with a milestone label to infinity, i.e.

\[
∀(\ell, m) \in (Σ^∞ × T^∞) : c'(\ell, m) = \begin{cases} 
0 & \ell = \epsilon, m \in T \text{ and } \lambda(m) \in Y \\
c(\ell, m) & \text{otherwise.}
\end{cases}
\]

Consider the example model in **Fig. 2** and assume we compute an alignment with the \(c_{sync}\) cost function. If we choose the reset action to be a milestone, then the reset is only scheduled if it synchronizes with a log move. Therefore, an optimal alignment includes exactly as many reset actions in the model as there are in the log. Note that this is not necessarily the case if we employ a different cost function.

An interesting consequence of having milestones in the model, is that not every alignment is a successful one. If we assign the start action in **Fig. 2** as a milestone, and align it with a log trace that does not contain a start event, then the alignment cost would be infinite and therefore we call the alignment failed.

### 3.2. Relating the model and event log

Given a Petri net model \(N\) and an event log \(E \in \mathcal{L}(Σ^*)\), we distinguish four cases based on the languages that they describe. By distinguishing the relative granularities of \(N\) and \(E\) we define cases of alignment problems as follows.

**C1:** \(σ₁ \in E : (\exists σ₂ \in \mathcal{L}(N) : σ₁ = σ₂)\); the majority of log traces correspond to paths in the model. Then, these traces can be mapped onto the model by only using synchronous and silent moves, which is optimal for \(c_{st}\) and \(c_{sync}\).

**C2:** \(σ₁ \in E : (\exists σ₂ \in \mathcal{L}(N) : σ₁ ⊆ σ₂)\); the majority of log traces correspond to subsequences of paths in the model. Then, these traces can be mapped onto the model without using any log moves. The example
model from Fig. 1 for $\sigma = \langle B \rangle$ is such an instance. We argue that $c_{\text{sync}}$ provides better alignments in such instances as $c_{\text{st}}$ may avoid synchronization in favour of shorter paths through the model. 

C3: $\sigma_1 \in E : (\exists \sigma_2 \in \mathcal{L}(N) : \sigma_2 \subseteq \sigma_1);$ for the majority of log traces there is a path through the model that forms a subsequence of the log trace. Then, these traces can be mapped onto the model without using any model moves. Here, $c_{\text{sync}}$ and to some extent $c_{\text{st}}$ can arguably lead to bad results as model moves may be taken to synchronize with ‘undesired’ behaviour.

C4: None of the properties hold. All move types may be necessary for alignments. We regard this as a standard scenario. Depending on the use case, either $c_{\text{st}}$ or $c_{\text{sync}}$ could be preferred (which we discuss in Section 5.1).

We note that each of these cases could also be considered on a trace level, where e.g. we could have an event log that strictly contains log traces of the form C1 and C3. Aside from C4, we consider cases C2 and C3 as common instances in practice, as logging software often causes either too many or too little events to be logged or in case the model is over/underspecified. Discrepancies then show whether the model is of the right granularity. That is, assuming that the model is correct, i.e. the model itself may also describe incorrect behaviour. We note that it is also possible to hide certain activities in the model or log before alignment. This is however not trivial, especially if there are (slight) deviations in the log such that the alignment problem does not fit C2 or C3 exactly any more.

When considering instances that exactly fit case C2 or C3, we are able to construct alignments by respectively removing all log or model moves from the product of the model and log. We define the cost functions $c_{\text{add}}$ and $c_{\text{rem}}$ to be variants of $c_{\text{st}}$ such that model and log moves respectively have a cost of $\infty$. Note that the resulting alignments for $c_{\text{add}}$ and $c_{\text{rem}}$ will still be successful for case C3 and C2 respectively. We argue that this results in a better ‘alignment quality’ and reduces the time for its construction.

4. Preprocessing reference models

When constructing an alignment under the $c_{\text{sync}}$ cost function, we disregard the cost for model moves to a certain extent. The goal is to find a path through the model that maximizes the number of synchronous moves. We achieve this by searching for a subsequence in the log trace that is also included in the language of the reference model. By computing the transitive closure of the model’s marking graph, we find all paths and subsequences of paths through the model. We extend the structure from [9] to include milestones, which we call a Milestone Transitive Closure Graph, or MTCG. Given a log trace, we can use dynamic programming to search for the maximum-length subsequence that is replayable in the MTCG. From this subsequence, we construct a path through the marking graph and obtain an optimal alignment.

4.1. Milestone Transitive Closure Graph (MTCG)

We construct an MTCG as described in Definition 10. Here, $\tau$-edges are added for every edge in the marking graph, except for milestone edges (which cannot be skipped), such that, in case there are no milestones, every marking is reachable via $\tau$-steps from the initial marking set. After determination, for every path $P$ in the original marking graph the MTCG contains a path $P'$ such that $\lambda(P') = \lambda(P)$. In case there are no milestones, the MTCG also contains every path $P'$ for which $\lambda(P') \subseteq \lambda(P)$ holds, that is, any subsequence of a path’s labels can be formed in the MTCG.

Definition 10 (Milestone Transitive Closure Graph). Given a marking graph $MG = \langle Q, \Sigma, \delta, q_0, Q_f \rangle$ and a set of milestones $Y$, we first construct an extended marking graph $MG' = \langle Q, \Sigma, \delta', q_0, Q_f \rangle$ with $\delta' = \delta \cup \{ (\text{src}(e), \tau, \text{tgt}(e)) \mid e \in \delta \land \lambda(e) \notin Y \}$.

A milestone transitive closure graph (MTCG) $MG = \langle Q, \Sigma, \delta, q_0, Q_f \rangle$ is defined as the result of determining $MG'$. This can be achieved via a standard determinization algorithm [13]. The idea of a determinization algorithm is to perform $\tau$-closures such that all unobserved behaviour is contracted to a single state. The initial state is formed by combining all reachable markings using only $\tau$ transitions (which consists of all markings in our case). Then, the successors of markings from this state are computed and combined for each label, followed by $\tau$-closures on the successor states. This process is performed iteratively until no new successor states are found, such that

- $Q \subseteq 2^Q$,
- $\Sigma = \Sigma \setminus \{ \tau \}$,
- $\Delta \subseteq (Q \times \Sigma \times Q)$,
- $Q_0 \subseteq Q$, and
- $Q_f = \{ F \mid F \in Q \land q_f \in F \}$.

For an edge $e \in \Delta$ we also use the notation src(e) and tgt(e) to respectively refer to the source and target marking sets in the MTCG. Given an MTCG $M$, paths over $M$ are defined analogously to paths over marking graphs (see Definition 3) and we use Paths($M$) and $\mathcal{L}(M)$ to respectively denote the set of all paths in $M$ and the language of $M$.

In Fig. 3, we give an example of an MTCG with milestones $B$ and $D$. Let us first consider the example without milestones. Because the marking graph consists of a single strongly connected component, every marking becomes reachable from every other marking. Therefore, if we compute its MTCG without any milestones, we obtain a single state with a self-loop for each label. Trivially, all paths and subsequences of paths are preserved in this structure, however, this is rather useless in practice.

If we add the milestones $B$ and $D$ to the model, we obtain a more interesting MTCG. An observation is that the initial state is no longer an accepting one, as we can only reach the $[p_b]$ marking by firing a $B$ and a $D$ action. Other events can still be skipped, however, we can directly take a $B$ action from the initial state to $Q_2$, but taking an $E$ action is not allowed. As a result, we ensure that paths through the MTCG may not skip milestone actions, and are forced to take these actions if there is no alternative path to reach a final state.

4.2. Searching for optimal subsequences

Given a log trace $\sigma$, we use the MTCG of a model to obtain a subsequence of the log trace $\hat{\sigma} \subseteq \sigma$, such that $\hat{\sigma}$ fully synchronizes with the model. From the construction of the MTCG we have the following property.

Lemma 1 (Paths in an MTCG Synchronize with the Model). Given a marking graph $MG$ and its corresponding MTCG $M$. If $\rho$ is a path in $M$, then there exists a path $\rho'$ in MG such that $\lambda(\rho) \subseteq \lambda(\rho')$.

Proof. This follows from the construction of an MTCG. An MTCG $M$ is formed from a marking graph $MG$ by adding $\tau$ actions to existing edges. Therefore, the only additional behaviour that $M$ has compared to MG is to replace visible actions by $\tau$ actions in its paths. Hence, any path in $M$ forms a subsequence of a path in MG, i.e. $\forall \rho \in \text{Paths}(M), \exists \rho' \in \text{Paths}(MG) : \lambda(\rho) \subseteq \lambda(\rho')$. □
We use the result of Lemma 1 to search for a subsequence of a log trace that can fully synchronize with the model. For instance in the example of Fig. 4 (without milestones), consider a log trace \( \sigma = (F, D, E, B) \). Note that this does not form a path through the model. The \( F \) event can be fired from \( Q_0 \), after which the MTCG is in state \( Q_{10} \). From this state, it is not possible to perform any other event from log trace. A better choice is to skip the \( F \) event (which results in a log move) and form the subsequence \((D, E, F)\), as highlighted. We call the maximum-length subsequence \( \sigma \) from a log trace a maximum fitting subsequence if \( \sigma \) also forms a path through the MTCG, as defined in Definition 11.

Definition 11 (Maximum Fitting Subsequence). Given a sequence (log trace) \( \sigma \in \Sigma^* \) and an MTCG \( M = (Q, \Sigma, \Delta, Q_0, Q_f) \), then \( \sigma \in \Sigma^* \) is a maximum fitting subsequence if and only if \( \sigma \in \mathcal{L}(M) \) and \( \forall \sigma' \subseteq \sigma : \mathcal{L}(M) \Rightarrow |\sigma| \geq |\sigma'| \).

Given a log trace \( \sigma \) and an MTCG \( M = (Q, \Sigma, \Delta, Q_0, Q_f) \), we construct a maximum fitting subsequence \( \sigma \) by dynamic programming to search for a subsequence of \( \sigma \) that forms a maximum-length path in \( M \). A straightforward implementation of this is by a 2D array \([|\sigma| \times |Q|]\) of sequences. We then iterate over each element \( \sigma_i \) from the log trace and track the paths in \( M \) that are formed by choosing to include \( \sigma_i \) or deciding to skip it (in case it is not a milestone). Subsequently we return the largest sequence that ends in a final state.

Once we have found the maximum fitting subsequence \( \sigma \) for a given model and log trace, we still have to determine which model moves should be applied to form a path through the original model. This is achieved by using the MTCG and MG, by traversing backwards through \( \sigma \) as we show in Algorithm 1.

We assume a maximum fitting subsequence \( \sigma \neq \emptyset \) (we have a failed alignment if \( \sigma = \emptyset \)). We first construct a path \( MFP \) from the subsequence \( \hat{\sigma} \) (line 3), in the example from Fig. 4 with \( \hat{\sigma} = (D, E) \) (see also Fig. 5 for an illustration of the path construction process) this is \( MFP = ((Q_0, D, Q_{1a}), (Q_{1a}, E, Q_{1b})) \). Then in line 4, a backward search procedure (BackwardsPath) is called to search for a path \( P \) in the marking graph from an \( E \)-edge to the final marking \((p_f)\).

Fig. 3. From left to right, a Petri net with milestone activities \( B \) and \( D \), its corresponding marking graph, its corresponding MTCG without milestones, and the MTCG with milestones. All highlighted edges and transitions represent milestone activities.

The BackwardsPath procedure takes a target marking \( m \), label \( a \) and search space \( S \) as arguments. A sequence \( W \) is maintained to process unvisited markings from \( S \) and a mapping \( F : Q \rightarrow (\delta \cup \{\perp\}) \) is used for reconstructing the path. Starting from the target marking \( m \) (which is \( W_0 \)), the procedure searches for edges \( e \) directing towards \( m \) in line 17–19 such that \( \mathcal{arc}(e) \) is in \( S \) and not already visited. For every found edge \( e \), its source is appended to \( W \) (to be considered in a future iteration) and \( \mathcal{arc}(e) \) is mapped to \( e \) for later path reconstruction.

Following iterations of the for loop in line 12–19, consider a predecessor \( W_i \) of \( m \) and search for edges directing to \( W_i \). In this way, the search space is traversed backwards in a breadth-first manner, resulting in shortest paths to \( m \).

In line 13–16, the BackwardsPath procedure checks whether there is an edge \( m' \xrightarrow{a} W_i \) for some \( m' \) (or an edge \( q_0 \xrightarrow{\perp} W_i \) for arbitrary \( a' \) in case \( a = \perp \)) and if so, constructs a path towards \( m \) in line 15 which is then returned. In the example, the path \( [(p_1, p_3), E, (p_2, p_3), G, (p_1)] \) will be returned for the first BackwardsPath call.

After the first BackwardsPath call, the main function iterates backwards over all remaining edges from \( MFP \) (line 5–6) to create paths between \( \sigma_i \) and \( \sigma_{i+1} \), which are inserted in the path in front of \( P \). Finally, in line 7 a path from the initial marking \( q_0 \) towards the first label \( a_0 \) is inserted before \( P \) to complete the path (here the label is set to \( \perp \) to search for \( q_0 \) in the BackwardsPath call).

In the example, we compute the path \( [(p_1, p_3), E, (p_2, p_3)] \) in line 4, then after line 5–6 we insert the path \( [(p_2, p_3), D, (p_3, p_4)] \), and in line 7 we insert the path from the initial state \( q_0 = (p_0) \) \((p_1, p_3), E, (p_2, p_3), G, (p_1)\)), to create the complete minimal-length path \( P \) in the marking graph such that \( \sigma \subseteq \lambda(P) \), i.e.

\[
P = [(p_0), E, (p_2, p_3), D, (p_1, p_3)]
\]

3 Note that after performing the \( D \) action in the MTCG, in the Petri net we have not yet made the choice to fire either an \( A \) or a \( B \) transition; we implicitly make the decision to fire the \( B \) transition after choosing the \( E \) event.

Alignment. The alignment can be reconstructed by marking all events in the maximum fitting subsequence as synchronous moves, by marking the remaining labels in the log trace as log moves, and inserting the model and silent moves (as computed by Algorithm 1) at the appropriate places. Regarding milestones, these cannot be taken as model moves, e.g. when constructing a path, because all milestone edges are explicitly present in the MTCG. Therefore, a milestone action is only taken if it is part of the maximum fitting trace. If the maximum fitting trace is empty, we have a failed alignment.
Algorithm 1: Path construction from a maximum fitting subsequence $\hat{\sigma}$

```
1 func Path Constr
2 (M = (Q, $\Sigma$, $\Delta$, $q_0$, $q_f$), MG = (Q, $\Sigma$, $\delta$, $q_0$, $q_f$), $\hat{\sigma}$ = ($q_0$, $\delta_1$, ..., $\delta_x$))
3 // Construct path MFP on MTCG such that $\langle \hat{\sigma} \rangle$ MFP = $\hat{\sigma}$
4 MFP := ($\langle \delta_0, \delta_1, S \rangle, (S, \delta_1, S'), ..., (S', \delta_x, S''')$) s.t. $\forall_{q_0,q_f} : \text{MFP} \in \Delta$
5 P := BackwardsPath(MG, $q_0$, $q_f$, $\langle \hat{\sigma} \rangle$ MFP) // Path $\delta_x$ to $q_f$ on MG
6 for i := n - 1; i ≥ 0; i := i - 1 do // Add paths from $\hat{\sigma}$ to $\hat{\sigma}_{i+1}$
7 P := BackwardsPath(MG, src($\hat{\sigma}$), $\delta_i$, tgf(MFP)); P // Add path from $q_0$ to $\delta_i$
8 return BackwardsPath(MG, src($\hat{\sigma}$), $\downarrow$, $q_0$); $\langle \hat{\sigma} \rangle$ MFP // Add path from $q_0$ to $\delta_0$
```

4.3 Limitations

We note that the MTCG algorithm does not exactly compute an alignment for the cost function $c_{\text{sync}}$. The backwards BFS does ensure a shortest path through the model from the initial to the final marking while synchronizing with the maximum fitting subsequence. However, there might exist a different maximum fitting subsequence that leads to an alternative path through the model with a lower total cost (i.e., fewer model moves). This can be repaired by computing the alignments for all maximum fitting subsequence. If we consider a variant cost function $c_{\text{sync}}$. Where silent- and model moves have cost 0, then the MTCG algorithm does compute an optimal alignment.

If the marking graph contains cycles, the corresponding markings get contracted to a single state in the MTCG with a self-loop for each activity in the cycle (as shown in Fig. 3), which may be prevented by adding milestones. The algorithm does prevent alignments to unnecessarily traverse cycles in the model (and thus self-loops in the MTCG).

Arguably, a limitation of our approach is that the user has to decide which activities should be marked as milestones. We remark that this process could easily be automated, by e.g., selecting activities on cycles as milestones to prevent cycles from being collapsed (as in e.g., Fig. 3).

Because each state in the MTCG consists of a subset of markings, there may be exponentially more states in the MTCG than there are markings in the marking graph. The construction of the MTCG relies on full knowledge of the marking graph, thus the MTCG cannot be constructed when the marking graph is of infinite size. As a result, this would suggest that the MTCG algorithm is mainly applicable for small-sized models (in combination with many log traces), and it may be ineffective for large models. However, since the size of the Petri net model is not a clear...
indicator for the size of its marking graph, we may have small models with a large marking graph and vice versa.

5. Experiments

The implementation for the MTCG algorithm is available in the MaxSyncAlignments package from the ProM 6.8 toolset and the results for the experiments are available at https://github.com/utwente-fm/MaxSync-BPM2018. The corresponding models and event logs used in the experiments are available at https://data.tu.nl/repository/uuid:5f168a76-cc26-42c6-a67d-48be9c978309.

For the experiments, we considered two types of alignment problems. On the one hand, a large reference model accompanied by an event log consisting of a single log trace, and on the other hand a smaller reference model accompanied by an event log containing many traces. All experiments were performed on an Intel® Core™ i7-4710MQ processor with 2.50 GHz and 7.4 GiB memory. For all experiments, we used a timeout of 60 s.

In Section 5.1 we investigate differences between the alignments resulting from using the standard- and max-sync cost functions, and the number of milestones. We also investigate the specific alignment problems for which events are only added or removed from log traces, i.e. cases C2 and C3 as discussed in Section 3.2. For all the above experiments we used generated Petri net models, each accompanied by a single log trace, for which we added various amounts of noise.

In Section 5.2 we also look at (small-scale) models that are accompanied by many log traces to compare the performance of the MTCG algorithm with related work. We compared our algorithm with the A* algorithm from [8] and the recent incremental alignment algorithm from Van Dongen [14]. However, we note that for the computation time comparison, the incremental alignment algorithm performs practically the same as the A* algorithm, as the experiments consist of many relatively small log traces. We therefore only present the results from the incremental algorithm. All algorithms have been implemented in ProM [15]. For each alignment computation we used a single thread.4

5.1. Experiments using generated models and singleton event logs

Model generation. Using the PTandLogGenerator [16] we generated Petri net models with process operators and additional features set to their defaults; where the respective probabilities for sequence, XOR, parallel, loop, OR are set to 45%, 20%, 20%, 10%, and 5%. The additional features for the occurrence of silent and duplicate activities, and long-term dependencies were all set to 20%.

To examine how alignments scale (the distribution of move types) we ranged the average number of activities from 25, 50, and 75, resulting in respectively 110, 271, and 370 transitions on average. For these settings, we generated 30 models (thus 90 in total) and generated a single log trace per model. For this log trace we added 10%, 30%, 50%, and 70% noise in three different ways (thus 12 noisy singleton logs are created); (1) adding, removing and swapping events (resembling case C4), (2), by only adding events (resembling case C3), and (3) by only removing events (resembling case C2). In total there are 1080 noisy singleton logs. We first consider noise of type (1).

4 We consider multi-threaded experiments not as useful in this scenario, as the log traces can e.g. be divided over the different threads such that the alignments are computed independently.

Alignment differences for \( c_{st} \) and \( c_{sync} \): In Table 1 we compare the resulting alignments for the different cost functions. When comparing the overall results of \( c_{st} \) and \( c_{sync} \) (rightmost column), we observe that \( c_{sync} \) uses about 43% fewer log moves, which are added as synchronous moves. However in doing so, more than six times as many model moves are required.

When looking at an increase in the amount of noise, the relative difference between the number of log moves remains the same, while this difference in model moves slightly drops. When increasing the number of activities from 25 to 75, We observe an increase in the number of model moves for \( c_{sync} \) from 3.2 times to 9.3 times as many compared to \( c_{st} \). This only results in a few more synchronized moves than an alignment for a \( c_{st} \) cost function returns. The difference between log moves from \( c_{sync} \) and \( c_{st} \) stays relatively the same for increasing activities.

We conclude that, while \( c_{sync} \) does result in more synchronized moves than \( c_{st} \), the number of additional model moves increases when the amount of noise, or the number of activities grows. As a result, the alignments resulting from \( c_{sync} \) and \( c_{st} \) become more diverse for larger models.

Alignment problems that only add or remove events. In Table 2, we compare the resulting alignments for adding or removing events. When inspecting the Add case, we find that, in contrast to \( c_{sync} \), \( c_{st} \) already avoids model moves for the most part, which is as we expected. Moreover, there are only small differences between alignments from \( c_{st} \) and \( c_{add} \). For \( c_{sync} \), many model moves may be chosen to increase the number of synchronous moves. These additional synchronous moves are arguably not part of the ‘desired’ alignment since they require a large detour through the model.

When removing events from the log trace, the \( c_{st} \) cost function is only partly able to describe the removal of events as it still chooses log moves. The \( c_{sync} \) cost function does not take any log moves as this maximizes the number of synchronous moves, making it equal to \( c_{rem} \). When comparing \( c_{st} \) and \( c_{sync} \), we argue that for the Add case, the \( c_{st} \) cost function better represents a ‘correct’ alignment and for the Rem case \( c_{sync} \) is better suited. For all cases, the effects become larger when the amount of noise is increased.

Influence of milestones on alignments. The results from Table 3 show how milestones affect alignments, and can be compared with the results from Table 1 for 0 milestones. The milestones were selected randomly (uniformly distributed over the activities). An interesting result is that even though we use the \( c_{sync} \) cost function, the number of model moves remains relatively low for both 2 and 5 milestones. For the alignments with milestones we observe that the number of activities does not significantly affect the ratio of failed alignments, even though a larger model should make it easier to ‘avoid’ a milestone. We do observe a rather clear correlation between the increasing amount of noise and the ratio of failed alignments. A possible explanation for this is that more noise in the log increases the probability that a milestone activity is removed. As expected, having more milestones results in a larger alignment failure ratio.

When comparing the alignments resulting from the 2 and 5 milestone versions, we discover that these are remarkably similar. The largest difference is in the number of model moves, which is slightly lower for 5 milestones, which makes sense as we put a more severe restriction on which model moves can be taken. In general, only a few milestones are sufficient for mitigating the downsides of \( c_{sync} \) as large detours through the model are now likely avoided.
3.2 Experiments using event logs with more traces

We now consider smaller models on which we align many log traces. For our experiments, we selected 9 instances from the 735 industrial business process Petri net models from financial services, telecommunications and other domains, obtained from the data sets presented in Fahland et al. [17].

For our selection, we picked the 9 most interesting cases: the top models with the most number of places and transitions in the Petri net models, the largest number of markings and edges in the marking graph, the largest number of states and edges in the MTCG (for which we were able to compute the MTCG within 60 s), and models for which the computation of the marking graph and MTCG took longest (within 60 s).

For each model, we generated a set of 10, 100, and 1000 log traces and added 30% noise by adding, removing, and swapping events. We also investigate the effects of having 0, 2, or 5 milestones. We compare the performance of the MTCG algorithm with the incremental algorithm from [14] using a single thread. Notice that in our experiments, we only consider the $c_{\text{sync}}$ cost function, as the MTCG algorithm is not applicable to the $c_{\text{st}}$ cost function.

Results. The results are presented in Table 4. For the incremental algorithm we clearly see a computation time that is proportional to the log size. However, for the MTCG algorithm this is not the case. The computation time for aligning 10 log traces is practically the same when 1000 log traces are aligned. This shows us that after computing the MTCG as a precomputation step (which is included in the time and takes up most of it), actually aligning log traces takes very little time.

However, for the models b, c, and e, the MTCG is not able to compute alignments within 60 s, even for 10 log traces. Here, the size of the MTCG becomes too large. For each of the models for which MTCG timed out, the algorithm reported having explored more than 200,000 different sets of markings (a set of marking forms a single state in the MTCG). This results from models that express concurrency or branching behaviour. Every allowed order for executing events in the model is tracked in the MTCG by storing all corresponding intermediate states (marking sets) that may be visited.

In particular for model g, we observe that the incremental algorithm already takes quite some time to compute alignments for 10 log traces, and times out for 1000 traces. The MTCG algorithm is for this model significantly faster in computing alignments. An interesting aspect of this model is that, while the number of places and transitions is high, there is almost no branching in the process. The model has a few branching points, followed by long sequential processes. Arguably, this is a difficult situation for an on-the-fly algorithm such as the incremental algorithm or $A^*$, as it may have to explore a large subprocess before realizing that a different choice at the start of the process would lead to a better alignment. Here, the MTCG remains reasonably small and for alignment computations we do not have to decide which path to take. We note that other approaches exist that address the limitation of exploring a large state-space, e.g. decomposition techniques [18–20], which may also be interesting to combine with our technique.

Another interesting result is that the computation time decreases for both algorithms when we increase the number of

---

5 In some cases we can even observe that MTCG performs faster for 100 traces than for 10 traces. However, this is caused by the randomness that is inherent to programme execution.
Incr

Table 4
Comparison of computation times for aligning small models with a large number of log traces using our MTCG algorithm and the incremental algorithm from [14]. All times are in milliseconds. For every log trace we applied 30% noise by adding, removing and swapping events. Here, M is the model name and |P| and |T| denote the number of places and transitions in the model, respectively. The number of log traces is given by |Log| and |Fail| is the number of failed alignments. A TO indicates that the algorithm timed out (i.e. requires more than 60 s to compute).

|     | |P| | |T| | |Log| | |Fail| |Sync| |Verify| |Syn| |Verify| |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|     | MTCG | Incr | MTCG | Incr | MTCG | Incr | MTCG | Incr | MTCG | Incr | MTCG | Incr | MTCG | Incr |
| a   |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|     | a   | 35  | 26  | 0   | 713 | 288 | 2   | 465 | 346 | 7   | 327 | 138 |     |     |
| b   | 13  | 9   | 0   | 23  | 764 | 17  | 6   | 68  | 35  |     |     |     |     |     |
| c   | 23  | 17  | 0   | 102 | 113 | 10  | 54  | 19  |     |     |     |     |     |     |
| d   | 40  | 26  | 0   | 310 | 612 | 9   | 128 | 928 | 55  |     |     |     |     |     |
| e   | 25  | 17  | 0   | 281 | 39  | 78  | 123 | 266 |     |     |     |     |     |     |
| f   | 59  | 43  | 0   | 602 | 260 | 0   | 174 | 274 | 796 |     |     |     |     |     |
| g   | 123 | 81  | 0   | 576 | 928 | 0   | 611 | 235 | 1,510 |     |     |     |     |     |
| h   | 38  | 18  | 0   | 260 | 74  | 4   | 122 | 37  | 28  |     |     |     |     |     |
| i   | 24  | 18  | 0   | 103 | 62  | 3   | 15  | 55  | 6   |     |     |     |     |     |

milestones. The model becomes more constrained (we may not allow for particular model moves), hence there are fewer paths to explore in the model's state-space.

Overall, we observe that for 10 log traces, the incremental algorithm is favourable in terms of performance, but MTCG outperforms it from 100 log traces and beyond. Of course, the MTCG algorithm may only compute alignments for the cost function (with the inclusion of milestones), while the incremental algorithm (and A*) can compute alignments for arbitrary cost functions.

6. MTCG for analysing non-conforming behaviour

Once alignments have been computed for a model and a set of log traces, we aim to obtain actionable insights from these alignments. For a single log trace, we can simply map the alignment on the Petri net or marking graph. However, this approach is not applicable for multiple alignments on a single model. Instead, two common ways of visualizing alignments are to (1) only depict the alignments, e.g. colour-coded for more convenient inspection, and (2) to map the alignments on the model such that the count or ratio of synchronized versus model moves is depicted on the model [4].

In Fig. 6 (left and middle), we show how two sets of log traces are aligned on a Petri net model. We count the number of times that a particular transition is taken as a synchronous move (e.g. the arc denoting 20 from p₀ to A) and the number of times that a transition is skipped in the log, forming a model move (e.g. the arc from p₀ to p₁). This approach provides insights in the observed behaviour with respect to the model, e.g. each transition is fired an equal number of times and skipped in one third of the cases.

In Fig. 7 we show how an event log with timing information is aligned to a Petri net model. Here, the timestamps are given for each event (e.g. B[5]), which are integrated into the model. In the MTCG we can clearly see how much time each event takes. This is also mostly true for the Petri net visualization. However, whenever an event is skipped in the model, we need to generate a model move along with a timestamp. For the first log trace, we could have constructed the following alignment:

\[

where C[2.5] is a generated model action, with a timestamp that is the average of the time for the two neighbouring events (i.e. \(\frac{5+10}{2}\)). This approach may seem logical, but produces useless information. We could have also constructed an alignment in which events B and C are swapped, which leads to a different timestamp for C.

Drawbacks of mapping alignments on the model. There are some drawbacks to this approach. As we show in the picture, the results for two distinct event logs result in the same diagnostic information. Observe that a model move is a generated event. Hence, when applicable, all accompanying data for this event (e.g. the timestamp denoting when the event occurred) is generated as well, while in practice the event did not take place at all. By displaying model moves we are effectively trying to ‘fill the gap’ between two synchronous moves, while in fact we observed that there is no gap to fill.

Depicting only synchronous moves. A useful property of the MTCG is that it allows us to represent all synchronous moves in an alignment, without having to generate artificial model moves to ‘fill in the gaps’. Consider the rightmost illustrations from Fig. 6. Here we only depict which moves in the model can be synchronized with the log traces. In the top image, we clearly see how the trace...
Fig. 6. Two event logs (left) with their conforming and non-conforming behaviour displayed on a Petri net (middle) and its corresponding MTCG (right). The Petri net based visualization fails to show differences between the two markedly different event logs. The MTCG shows the differences much better.

Fig. 7. An event log with timestamps for each event (left) displayed on a Petri net (middle) and its corresponding MTCG (right). While the MTCG visualization only shows the observed events, the Petri net version needs to create time stamps for the generated model moves.

(A, C) is depicted. And, since we do not create artificial moves, the bottom illustration only depicts the 20 \((A, B, C)\) traces (the \((\cdot)\) traces remain in the initial state). Of course, here it is still possible to contrive examples in which two distinct event logs result in the same diagnostics, but the MTCG structure does mitigate that effect to some extent. The drawback is that for larger models it may become infeasible to represent alignments on a MTCG, simply because the graph becomes too big.

7. Related work

One of the earliest works in conformance checking was from Cook and Wolf [21]. They compared log traces with paths generated from the model.

One technique to check for conformance is **token-based replay** [5]. The idea is to ‘replay’ the event logs by trying to fire the corresponding transitions, while keeping track of possible missing and remaining tokens in the model. However, this technique does not provide a path through the model. When traces in the event log deviate a lot, the Petri net may get flooded with tokens and the tokens do not provide good insights any more. However, token-based replay is faster to compute when compared to alignments, and it has been implemented in commercial tools like Celonis.

Alignments were introduced [6,8] to overcome the limitations of the token-based replay technique. Alignments formulate conformance checking as an optimization problem, i.e. minimizing the alignment cost-function. Since its introduction, alignments have quickly become the standard technique for conformance checking along with the A* algorithm for computing alignments [8,22]. In earlier work [23] we presented an algorithm for computing alignments that relies on the symbolic computation of the marking graph. We showed that it is well-suited for large models, but its set-up time makes it not useful in computing alignments for many log traces [9]. However, our algorithm is able to efficiently handle a large number of log traces (albeit for small-scaled models).

For larger models, techniques have also been developed to decompose the Petri net in smaller subprocesses [19]. For instance, fragments that have a single-entry and single-exit node (SESE) represent an isolated part of the model. This way, localizing conformance problems becomes easier in large models [20]. It would be interesting to combine the MTCG algorithm with such decomposed models. Another approach is to combine the different log traces in a trie or directed acyclic automaton [24]. While we have not studied this in-depth, we argue that this approach may combine well with the MTCG alignment procedure, as it allows us to compute multiple alignments at once. When combining the model with (a sample of) the event log, one may be able to approximate the part of the marking graph that is actually visited (as in [25]). While sacrificing optimality, such an
approach may improve the applicability of conformance checking techniques.

A sub-field of alignments is to compute a prefix-alignment for an incomplete log trace. This is useful for analysing processes in real-time instead of a-posteriori. Several techniques exist for computing prefix-alignments [8,26]. The MTCG approach that we introduced in this paper could also be suitable for computing prefix-alignments. Burattin and Carmona [27] introduced a technique similar to the MTCG approach, in which the marking graph is extended with additional edges to allow for deviations. However, it cannot guarantee optimality as a single successor marking is chosen per event, while instead we consider all possible successors and can, therefore, better adapt for future events.

When alignments are approximated, often only part of the state-space is considered, which may lead to overly optimistic results. This led to the concept of anti-alignments [28]. This is a trace that deviates as much as possible from the observed behaviour, with the goal to compensate for the optimistic view. Recent work by Bauer et al. [29] introduces a statistical approach for conformance checking with large quantities of event data. The idea is to only check for a small fraction (obtained by trace sampling) of the data and approximate the remaining results. While being an approximation, impressive results have been obtained.

An important (and arguably often neglected) aspect of conformance checking is to determine whether the detected discrepancies originate from the model or the event log. Rogge-Solti et al. [30] developed a framework that incorporates a ‘trust value’ to describe the quality of the model or event log, which can be applied to more accurately reflect the results to reality.

In a more general setting, conformance checking is related to finding a longest common subsequence, computing a diff, or computing minimal edit distances. Here, the problem is translated to searching for a string B from a regular language L such that the edit distance of B and an input word α is minimal [31].

8. Conclusion

In this paper, we considered a max-sync cost function that instead of minimizing discrepancies between a log trace and the model, maximizes the number of synchronous events. We empirically evaluated the differences with the standard cost function and compared the alignment computation times. The use of the max-sync cost function also lead to a new algorithm for computing alignments.

We observed that, in general, a considerable amount of model moves may be required to add a few additional synchronous moves, when comparing max-sync with the standard cost function. However, when alignment problems are structured such that log moves are on a lower granularity than the model, a max-sync cost function is more applicable. Moreover, we introduce the notion of milestones, i.e. unskippable actions in the model. Milestones may be used to refine the model or guide the alignment computation. For instance, we observed that combining the max-sync cost function with a few milestones prevents alignments to take long deviations through the model. We consider milestones to be valuable in general as they allow a user to filter traces and steer alignment computations however he or she pleases.

On industrial models with many log traces, we showed that our new algorithm, which uses a preprocessing step on the model to compute a so-called milestone transitive closure graph or MTCG, is quite different to the state-of-the-art techniques for computing alignments. While it does not scale well for large models, it is able to handle many log traces with ease.

We conclude that the max-sync cost function as well as our MTCG structure and algorithm, are complementary to the standard techniques, as it provides a alternative views that may be preferable in some contexts. We also showed the added value of milestones, for improving and adapting the max-sync costs. Finally, we also show that we may use the MTCG structure for analysing non-conforming behaviour, such that we do not rely on constructing artificial model moves.

An interesting direction for future work is to focus on extending the applicability of the MTCG algorithm. When combined with a decomposition strategy, we may be able to compute alignments for significantly larger models. We may also consider approaches to reduce the number of visible actions in the model, by removing ones that are not interesting, and thereby reducing the size of the model. This way, diagnostic information can be represented more clearly.
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