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We present the results of a three-dimensional kinetic Monte Carlo (3D KMC) simulation study of the current density and efficiency of a prototypical green phosphorescent organic light-emitting diode within which the TPBi [2,2′,2″-(1,3,5-benzinetriyl)-tris(1-phenyl-1-H-benzimidazole)] molecules that comprise the electron transport layer have a large (7 D) static dipole moment. By explicitly calculating the dipole-induced electrostatic field distribution the additional energetic disorder and the additional internal electrostatic field due to the small net dipole-moment orientation in TPBi are included in a mechanistic manner. The simulation results are compared with the results of an experimental study by B. Sim et al. [ACS Appl. Mater. Interf. 8, 33010 (2016)]. Using a set of simulation parameters that provides a fair agreement with the experimental voltage-dependent current density, external quantum efficiency, and emission profiles, the simulations are used to study the sensitivity to the size and net orientation of the dipole moments. We show how the dipole-induced disorder and the dipole orientation affect the current density, the electron injection efficiency, the blocking of holes by the TPBi layer, the shape of the emission profile, and the quantum efficiency. A key element of the validation of the simulations is a comparison with measured emission profiles, which Sim et al. obtained from sense layer experiments. Explicit KMC simulations of these experiments are used to investigate the expected accuracy with which the emission profiles are probed.
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I. INTRODUCTION

The use of molecules with large static dipole moments can strongly affect the functioning of organic light-emitting diodes (OLEDs). Firstly, in disordered materials the stray electric fields from randomly oriented dipole moments gives rise to a large contribution to the width of the frontier orbital density of states (DOS), and hence to a strong reduction of the mobility [1–4]. A specific consequence of dipolar-induced disorder is an enhanced electric field dependence of the mobility, resulting from spatial correlation of the energy levels due to the long-range nature of the dipolar fields [5–8]. Secondly, already a small degree of orientational ordering, obtained upon thermal evaporation deposition, can lead to a large net dipole moment of a layer [“giant surface potential” (GSP) or “spontaneous orientation polarization” (SOP) effect]. This modifies the electric

field across the device thickness, affects charge injection from an electrode and transport across internal interfaces [9–15], can lead to an enhanced exciton dissociation rate [16], and can already below the turn-on voltage lead to enhanced exciton quenching due the interaction with accumulated charges at the interface between an emissive layer and a charge transport layer with a large GSP effect [17]. Finally, phosphorescent emitter molecules with large static dipole moments that are present at small concentrations in a blend show a tendency to aggregate during thin-film deposition, leading to a red-shifted emission and to an enhanced efficiency loss due to triplet-triplet annihilation [18,19].

In the past decade, three-dimensional kinetic Monte Carlo (3D KMC) simulations have been used to model the device performance of OLEDs utilizing phosphorescence [20–24], fluorescence [25,26], thermally activated delayed fluorescence [26], and hyperfluorescence [26]. In most studies, the molecules are assumed to reside on a

*corresponding author: r.coehoorn@tue.nl
simple cubic lattice (“lattice KMC”), and their electronic (frontier orbital) and excitonic energies are chosen randomly from a material-specific distribution function. So far, in such simulations the effect of static dipole moments has only been included by taking the resulting enhancement of the width of the DOS and the resulting spatial correlation into account, and only for unipolar single-layer devices [27]. Kordt et al. have carried out off-lattice KMC simulations of the hole transport in unipolar single-layer devices based on molecules with large static dipole moments, after first calculating the thin-film morphology using force-field methods [23]. However, such an ab initio approach for obtaining the energy levels, their spatial correlation, and the pair-specific interaction energies that determine the local hopping rates, is computationally very demanding and is only feasible for systems with a relatively small number of molecules (up to approximately $10^4$). It is therefore of interest to investigate how well the effects of dipole moments and their partial orientation on the device performance of OLEDs can already be predicted accurately from relatively efficient lattice KMC simulations.

Here, we present the results of a 3D KMC study of the device performance of archetypical phosphorescent OLEDs in which the electron transport layer (ETL) is formed by the organic semiconductor TPBi [2, 2′, 2″-(1,3,5-benzinetriyl)-tris(1-phenyl-1-H-benzimidazole)], which has a relatively large dipole moment of $p \approx 7 \text{ D}$ [12]. TPBi has been used frequently in OLEDs as an electron-transporting material and as a host material for fluorescent and phosphorescent dopants [20,28–32]. The molecular structure of TPBi is shown in Fig. 1(a). The dipole moment is a result of a dihedral out-of-plane rotation of the three polar ligands, leading to a propeller-type molecular shape [12]. Figure 2 shows the layer and energy-level structure of the device that is studied. The emissive layer (EML) consists of 6.5 mol% of the yellow-green emitter Ir(ppy)$_2$(acac) bis[2-(2-pyridinyl-N)phenyl-C](acetylacetonato)iridium(III)], embedded in CBP (4, 4′-N,N′-dicarbazole-1,1′-biphenyl). CBP is also used as the hole transport material in the hole transport layer (HTL). These OLEDs show a high maximum external quantum efficiency (EQE, $\eta_{EQE}$), approximately 23%–24% [33,34]. When combined with a high-refractive index anode layer that enhances the light outcoupling efficiency, flexible OLEDs with the same functional layer structure even show a maximum EQE of approximately 40% [35]. The use of a partial homojunction device structure, with CBP as HTL and as the host in the EML, not only simplifies the device fabrication process but also the device simulations, viz. by eliminating uncertainties with respect to frontier orbital energy-level offsets at the HTL | EML interface. Notable additional motivating factors for selecting this device are (i) that a comparison of the results from various types of experiments leads to a consistent value of the degree of dipole orientation in TPBi, viz. approximately 5% (see Sec. III), (ii) that the other two materials used have no (CBP) or a relatively small [$\text{Ir}(ppy)_2$(acac), 1.6 D] static dipole moment [36] that can be neglected in this study, and (iii) that an accurate analysis of the light outcoupling efficiency is available [34], so that the measured EQE can be related to the internal quantum efficiency (IQE).

In our analysis, we compare the calculated current density versus voltage curve, $J(V)$, the roll-off curve, $\eta_{IQE}(J)$, and the $J$-dependent emission profiles with the experimental results that have been reported in Ref. [34]. In that study, the current density dependence of the emission profile was obtained from sense-layer experiments, in which very thin layers of a red-emitting fluorescent dye molecule were added at a very small concentration at different positions in the EML. We carry out 3D KMC simulations that precisely mimic these experiments, and show that the emission profile that follows from such experiments is similar but not precisely the same as the actual emission profile.

The paper is organized as follows. In Sec. II, we discuss the inclusion of dipole moments in 3D KMC simulations. Section III contains an overview of the

FIG. 1. Molecular structure of TPBi (a) and angular dependence of the normalized orientation probability distribution function for TPBi, obtained from quantum-chemical calculations in Ref. [12] (b) and obtained from a fit to these data using the approach described in Sec. II B (c). A three-dimensional representation of the structure of TPBi has been given in Fig. 2(a) of Ref. [12].
available experimental and theoretical information about the dipole-moment orientation in TPBi, including data from the literature and from ultraviolet photoelectron spectroscopy (UPS) measurements of TPBi thin films with variable layer thicknesses. The result from UPS measurements of the GSP effect is consistent with the findings from earlier literature results. In Sec. IV, an overview is given of the 3D KMC simulation approach. Section V gives the results, obtained from 3D KMC simulations that neglect and include the effect of the TPBi dipole moments. A comparison is given of the experimental $J(V)$ characteristics, the EQE roll-off curve and the emission profiles, and the sensitivity to the dipole moment size and the net dipole moment orientation is studied. In Sec. V we summarize the results and conclusions. In the Appendix we analyze using 3D KMC simulations with which accuracy the emission profile can be deduced from the sense layer experiments that were done in Ref. [34].

II. DIPOLE MOMENTS IN 3D KMC SIMULATIONS

A. Field due to a dipole in between two metallic electrodes

The simulations are carried out using the 3D KMC simulation tool Bumblebee [37], that has been described in various earlier publications [20,22,38], after extending the method to include the electrostatic field distribution due to static molecular dipole moments. In the simulations, the molecular sites are located on the grid points of a simple cubic lattice, with a distance $a = 1 \text{ nm}$ that represents to a good approximation the average intermolecular distance. The charges are treated using the point-charge approximation and the dipoles are included by making the point-dipole approximation.

The electrostatic field around each dipole is calculated in the following way. We consider a system with a distance $L$ between the interfaces with the two metallic electrode planes at $x_1 = -L/2$ and $x_2 = L/2$. The dipole is located at a position $\vec{r}_0 = (r_{0,x},r_{0,y},r_{0,z})$. Using the image-charge method, the electrostatic potential around an electric charge $Q$ at a position $\vec{r} = (r_x,r_y,r_z)$ is given by [39]

$$
\phi_{\text{ch}}(\vec{r},\vec{r}_0,Q) = \frac{Q}{4\pi \varepsilon} \sum_{n=-\infty}^{\infty} \left[ \frac{1}{[(r_x - r_{x,0} + 2nL)^2 + (r_y - r_{0,y})^2 + (r_z - r_{0,z})^2]^{1/2}} 
- \frac{1}{[(r_x + r_{0,x} + (2n + 1)L)^2 + (r_y - r_{0,y})^2 + (r_z - r_{0,z})^2]^{1/2}} \right],
$$

(1)

with $\varepsilon = \varepsilon_0 \varepsilon_r$, the product of the vacuum permittivity and the relative permittivity. The summation includes the direct Coulomb potential (the $n = 0$ term) and contributions due to image charges at virtual locations that are obtained by an alternating reflection in the left and right electrode. The sign of the image-charge contributions alternates upon each reflection.

The electrostatic potential around a point dipole $\vec{p} = (p_x,p_y,p_z)$ at the position $\vec{r}_0$ is given by

$$
\phi_{\text{dip}}(\vec{r},\vec{r}_0,\vec{p}) = \lim_{Q \to \infty} \left[ \phi_{\text{ch}}(\vec{r},\vec{r}_0 + \frac{\vec{p}}{2Q},Q) - \phi_{\text{ch}}(\vec{r},\vec{r}_0 - \frac{\vec{p}}{2Q},Q) \right].
$$

(2)
Combining Eqs. (1) and (2) leads to

\[
\phi_{\text{dip}}(\vec{r}_0, \phi) = \frac{1}{4\pi} \sum_{n=-\infty}^{\infty} \left( \frac{1}{[r_x - r_{0, x} + 2nL]^2 + (r_y - r_{0, y})^2 + (r_z - r_{0, z})^2]^{3/2} \right.
\]

\[
+ \frac{1}{[r_x + r_{0, x} + (2n + 1)L]^2 + (r_y - r_{0, y})^2 + (r_z - r_{0, z})^2]^{3/2} \right) .
\] (3)

B. Dipole-moment distribution

The dipole-moment distribution can be included at various levels of refinement. In our simulations, the dipole moments on each TPBi site have a fixed size and are taken randomly from an aspherical orientation distribution with a net preferential orientation that is consistent with results from quantum-chemical simulations [12]. We do not include a possible orientation correlation between the dipole moments of nearly molecules, such as found for some Ir-based emitter molecules in Ref. [36]. If needed, a possible distribution of dipole-moment sizes could be easily added.

The dipole-moment vectors are determined by an azimuthal angle \( \varphi \) and a polar angle \( \theta \) that is defined as the angle of the dipole moment with respect to the film growth direction (positive \( x \) direction). For evaporation deposition on a rotating substrate, no azimuthal dependence of the dipole-vector orientation is expected. We therefore obtain the \( y \) and \( z \) components of the dipole vector by assuming a random value of the azimuthal angle. For a fully random orientation distribution, the normalized orientation probability distribution function \( P(\cos \theta) \) is equal to 1/2 [dashed line in Figs. 1(b) and 1(c)]. A random value of the polar angle can then be obtained by drawing a random number \(-1 \leq w \leq 1\), so that \( \cos \theta = w \). The spontaneous orientation polarization is growth induced, so that the polarization is directed either parallel or antiparallel to the growth direction. The effect of a such a net dipole-moment orientation can be included by taking \( \cos \theta = w + \delta(1 - w^2) \). Here \( |\delta| \leq 1/2 \) is a parameter that determines the net preferential orientation, which is characterized by the order parameter

\[
S_1 \equiv \langle \cos \theta \rangle = \frac{2}{3} \delta .
\] (4)

Asphericity of the orientation distribution can be described by taking \( \cos \theta = \alpha w/[(\gamma^2 w^2 + (1 - w^2)]^{1/2} \), with \( \alpha > 0 \) a parameter that determines the asphericity of the distribution function, which is characterized by the order parameter

\[
S_2 \equiv \frac{1}{2} \langle (\cos^2 \theta - 1) \rangle \approx \frac{1}{5} \alpha^2 - 1.
\] (5)

The approximation is good when \( \alpha \) is close to 1. When both effects are present, these two approaches are combined by taking \( \cos \theta = \alpha w_1/[(\alpha^2 w_1^2 + (1 - w_1^2)]^{1/2} \) with \( w_1 = w + \delta(1 - w^2) \). If needed, this description of anisotropy can be straightforwardly generalized by using a set of three asphericity parameters \( \{\alpha, \beta, \gamma\} \) that also describes an azimuthal dependence of the distribution function.

We find that the method that is given above for obtaining random dipole-moment vectors that are distributed such that \( S_1 \) and \( S_2 \) deviate from zero can provide fair descriptions of the theoretical distribution functions for various materials [12], as shown below for the case of TPBi. However, we cannot exclude that for some materials a more general approach is needed. For an arbitrary dipole-orientation distribution function \( P(\cos \theta) \) a set of random values of \( \cos(\theta) \) that is consistent with this function can be obtained in the following way. First, the known (measured or calculated) function \( P(\cos \theta) \) is used to calculate the cumulative distribution function

\[
u(\cos \theta_0) \equiv \int_{-1}^{\cos \theta_0} P(\cos \theta) \ d(\cos \theta).
\] (6)

Subsequently, the inverse function \( v(u) \) (defined on the interval \([0, 1]\) and with function values in the interval \([-1, 1]\)) is calculated. Drawing random numbers \( 0 \leq u \leq 1 \) yields then random values of \( \cos \theta \equiv v(u) \) with the correct probability distribution.

III. DIPOLE-ORIENTATION DISTRIBUTION IN TPBI

A. Overview of theoretical and experimental literature data

TPBi is a molecule that consists of a phenyl core to which three identical subgroups are attached [Fig. 1(a)]. For gas-phase molecules significantly different theoretical static dipole moments have been reported by several groups, ranging from 2.0 D [11] and 5.5 D [40] to 6.4 and 7.6 D [41]. In the latter study two conformers, in which the three subgroups are symmetrically equivalent or not, were distinguished. The size variation of the theoretical gas-phase dipole moments indicates a strong sensitivity to the computational method. Friederich and co-workers have modeled the thin-film deposition process,
and found a relatively wide distribution of dipole-moment sizes: 7.0 ± 3.4 D [12]. The authors furthermore analyzed the dipole-orientation distribution, which is shown in Fig. 1(b). We find that the parametrization scheme that is presented in Sec. II B provides an excellent description of these simulation results, with $\alpha = 1.5$ and $\delta = 0.068$. The resulting orientation distribution is shown in Fig. 1(c). From a numerical calculation that includes the asphericity ($\alpha \neq 1$), the corresponding value of $\langle \cos \theta \rangle$ is found to be $S_1 = 0.052$. This is slightly larger than the value of $S_1 = (2/3)\delta \approx 0.045$ that would be obtained from Eq. (3) for $\alpha = 1$.

The average dipole-moment orientation can be deduced from a GSP measurement as a function of the layer thickness. When the orientation distribution is uniform across the layer thickness, $\langle \cos \theta \rangle$ follows from the measured layer-thickness-independent internal field $F_0$ (“GSP slope”) using

$$\langle \cos \theta \rangle = \frac{\varepsilon_0 \varepsilon_r F_0 V}{p},$$

with $V$ the average volume per molecule. For TPBi, Kelvin probe (KP) methods [11,15,42–45] and displacement current measurements (DCM) [11,17] have yielded values of the GSP slope in the range 36–88 V/nm. Using the theoretical average values $p = 7.0$ D and $V = 0.96$ nm$^2$ [12] and the measured value $\varepsilon_r = 2.89$ [11], Eq. (7) yields then a value of $\langle \cos \theta \rangle$ in the range 0.035–0.092. Recent interest in the application of TPBi in electrets for vibration-based power generation has stimulated carrying out more detailed studies of the GSP effect. The GSP slope is relatively stable under visible-light illumination and under exposure to atmospheric conditions [45], but depends strongly on the substrate temperature during deposition and the deposition rate. Substrate heating during the deposition to temperatures above room temperature has been argued to give rise to a reduced orientational order of the molecules [17], which vanishes for substrate temperatures of approximately 0.9 $T_G$, where $T_G$ is the glass temperature (397 K, i.e., 124°C, for TPBi). For deposition at room temperature, the GSP slope was found from a KP study to increase from 36 to 65 mV/nm for rates that increase from 0.02 to 0.4 nm/s [44].

### B. UPS experiments

The GSP slope can also be determined using ultraviolet photoelectron spectroscopy (UPS) experiments [10], viz. from a measurement of the layer thickness dependence of the work function of organic semiconductor thin films that have been deposited on a metallic substrate [10]. We perform such experiments using a He-I (21.2 eV) gas-discharge source for 0–25-nm TPBi layers on a Au thin-film substrate, evaporation deposited in situ on a substrate at room temperature with a rate of 0.01 nm/s. As shown by Fig. 3, the experiments reveal for sufficiently thick films an almost layer-thickness-independent value of the spectral onset energy of $E_{\text{onset}} = 6.13 \pm 0.05$ eV. This value is determined by extrapolating the tangent through the inflection point at the high-kinetic energy spectral edge to the background intensity level. We note that this energy can in general still differ by 0.1–0.2 eV from the bulk adiabatic ionization energy that is needed in 3D KMC simulations, because of the roles of peak broadening due to energetic disorder, the enhanced ionization energy at the vacuum surface, and hole-vibrational coupling [46].

The figure also shows that already when covering Au with a monolayer of TPBi, the work function decreases from about 5.4 eV by more than 1 eV. We attribute that to the inward shift of the Au electron density due to an exchange repulsion interaction with the orbitals of the TPBi overlayer molecules (“pillow effect” or “cushion effect” [47,48]). The hole injection barrier is therefore about 2 eV or more, so that hole transfer to the organic layer and resulting “band bending” is expected to be minimal. The experiments still show a weak indication of hole transfer within the first 2 nm. That might be attributed to enhanced energetic disorder near the interface, possibly in part due to the molecular dipole moments of TPBi and their image-charge interaction with the substrate [49], and to the dipole orientation of TPBi, which gives rise to a net negative surface charge in the first molecular layer that will attract holes from the metal electrode.

For thicknesses above 5 nm, the decrease with increasing thickness is linear, resulting in a work-function slope of $-35$ meV/nm (GSP slope of 35 mV/nm). This is close to the value of 36 mV/nm that has been obtained from KP experiments (see the discussion in Sec. III A) for a similarly small deposition rate (0.02 nm/s). Using Eq. (7), with the values of $p$, $V$, and $\varepsilon_r$ that were used in Sec. III A, this slope corresponds to $\langle \cos \theta \rangle \approx 0.036$. Although we...
did not observe any evidence of charging, caused by the photoemission experiment or as a result of visible-light illumination, it cannot be excluded that the measurements underestimate the intrinsic GSP slope due to accumulation of electrons at the vacuum interface. In view of such uncertainties in experiments that probe the GSP slope, the dependence of the GSP slope on the deposition conditions, and the dependence of the order parameter on the average dipole moment that is assumed when using Eq. (7), we analyze in Sec. V D the performance of the device shown in Fig. 1 for various values of $\langle \cos \theta \rangle$.

IV. 3D KMC DEVICE SIMULATIONS—METHOD

Within the 3D KMC simulations, the molecules are located on a simple cubic lattice with a lattice parameter $a = 1 \text{ nm}$, corresponding to a total molecular density $N_t = 10^{27} \text{ m}^{-3}$. As in earlier studies [22,26], electron and hole hopping is described as a Miller-Abrahams-type process with a rate that depends on the hopping distance $R$ and the energy difference $\Delta E$ between the final and initial state as $v = v_1 \exp[-(R - a)/\lambda] \exp[-(\Delta E + |\Delta E|)/(2k_B T)]$, with $v_1$ the hopping rate to a first nearest-neighbor molecule when $\Delta E = 0$, $\lambda$ the wave-function decay length, $k_B$ the Boltzmann constant, and $T$ the temperature. Following these earlier studies, we use $\lambda = 0.3$ nm and, for hole transport, $v_{1h} = 3.3 \times 10^{10} \text{ s}^{-1}$. All simulations are carried out for $T = 300 \text{ K}$.

Figure 2 shows the frontier-orbital energies that are used. For simulations without dipole moments (Sec. V A), we use the values that are indicated as “set A.” The disorder-averaged HOMO energies, $E_{\text{HOMO}}$, are then as given in Ref. [34], apart from a small (0.1 eV) downward shift of the HOMO energy of Ir(ppy)$_2$(acac). These values are representative of UPS results that have been obtained for CBP, Ir(ppy)$_2$(acac) and TPBi by various groups. For the materials used, accurate experimental values for the disorder-averaged LUMO energy, $E_{\text{LUMO}}$, are not available. For CBP and TPBi, we estimate $E_{\text{LUMO}}$ by adding the measured experimental singlet energy (approximately 3.3 and 3.5 eV, respectively) and an estimated singlet exciton binding energy of 1.0 eV to $E_{\text{HOMO}}$. For Ir(ppy)$_2$(acac) we add the experimental triplet energy (2.3 eV) and an estimated triplet binding energy of 1.1 eV to $E_{\text{HOMO}}$. Such relatively large values of the exciton binding energy are consistent with theoretical [50] and experimental [51] studies, which show that the exciton binding energy for small-molecule organic semiconductors is typically in the range 0.5–1.5 eV. A second set of simulations, for systems with TPBi dipole moments, is carried out using slightly adapted HOMO energies (“set B” in Fig. 2; see the motivation for this adaptation in Sec. V B).

In the absence of a dipolar contribution, the frontier orbital energies are assumed to be taken from a spatially uncorrelated Gaussian distribution function with a width (standard deviation) of 0.1 eV. From previous simulation and experimental studies, that width is found to be a fair typical value for many systems [20,22,52]. For this parameter value combination, the mobility at a very small carrier concentration ($10^{-5}$ charges per molecule) is from 3D KMC simulations close to $2 \times 10^{-9} \text{ m}^2/(\text{Vs})$ in the zero-electric field limit, and a factor of approximately 10 larger for a field of $10^5 \text{ V/m}$. The mobility increases also with increasing carrier concentration, approximately in a manner as described within the extended Gaussian disorder model (EGDM [53]). The electron mobility is often found to be smaller than the hole mobility, most likely as a result of unavoidable extrinsic trap states [20,54]. For electrons, we consider $v_{1e}$ therefore as a free parameter, which is adapted to obtain an optimized agreement between the simulation results and the experimental emission profiles.

The dipole-moment contribution to the electrostatic potential at a certain molecule is calculated by summing the contributions from all other dipoles, given by Eq. (3). Screening by the metallic electrodes leads for lateral distances much larger than the device thickness to an exponential decrease of the electrostatic potential around a charge, with an $(1/e)$ decay length of the order $L/\pi$ [39]. One may expect a similar or even faster decay when the field due to a dipole is considered. We include all contributions up to a lateral distance of $\pm 575 \text{ nm}$ (i.e., five times the device thickness). The total number of terms in the summation of Eq. (3) is limited to 100.

The excitonic processes in the emissive layer are included in the following manner. The Ir(ppy)$_2$(acac) exciton energies are assumed to be Gaussian distributed with a width of 0.05 eV. The triplet exciton radiative and non-radiative decay rates on Ir(ppy)$_2$(acac) are $\Gamma_{r} = 1.14 \times 10^{9} \text{ s}^{-1}$ and $\Gamma_{nr} = 5.6 \times 10^{7} \text{ s}^{-1}$, respectively [34]. All excitons that are formed on the emitter molecules are assumed to be a triplet. Triplet exciton transfer between the Ir(ppy)$_2$(acac) molecules is described as a sum of a Förster-type and a Dexter-type contribution, as detailed in Ref. [22], with a Förster radius $R_{\text{F,diff}}$ of 1.5 nm, a Dexter prefactor (rate in the limit of zero distance) of $k_{D,0} = 2.5 \times 10^{10} \text{ s}^{-1}$, and an exciton wave-function decay length of $\lambda_{\text{exc}} = 0.3$ nm. For the 6.5 mol% CBP:Ir(ppy)$_2$(acac) systems studied, Förster transfer is the most important process [55]. The Förster radius is close to the value of 1.6 nm that follows from a recent quantum-chemical calculation study [40]. Triplet quenching with electron or hole polarons (TPQ) on other emitter molecules and triplet-triplet annihilation (TTA) involving two triplets on an emitter molecule are also described as a Förster-type process, with for both interactions a Förster radius of 3.5 nm. In earlier 3D KMC studies, this has been argued to be a realistic value [21,24].

The high triplet energies of the CBP and TPBi layers (2.5–2.6 and 2.7–2.8 eV, respectively), prevent triplet deconfinement from the EML to the these layers.
Furthermore, the simulations and experimental results in Ref. [34] show that essentially no leakage of electrons to the CBP hole transport layer occurs. However, there is some leakage of holes from the EML to the TPBi layer, in particular at large current densities. Experimentally, this is evident from weak emission at wavelengths below 450 nm, with a relative intensity of about 0.1%–1% with respect to the Ir(ppy)2(acac) peak intensity at about 515 nm. The efficiency loss in the TPBi layer depends on the singlet radiative decay efficiency in the TPBi layer, the fraction of singlets formed, field-induced dissociation, the singlet radiative decay efficiency in the CBP layer. The precise values of these parameters are not expected to have a significant effect on the current density, the EQE roll-off, and the emission profile.

Table I. Overview of the simulation parameters used. The frontier orbital energy levels are given in Fig. 2. The approach that is used to include exciton formation and quenching in the CBP and TPBi layers is described in Sec. IV. The range of possible charge-carrier hops and of excitonic interaction processes is limited to 2 and 4 nm, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_f )</td>
<td>Site density</td>
<td>( 10^{27} \text{ m}^{-3} )</td>
</tr>
<tr>
<td>( v_{1,h} )</td>
<td>Hole-hopping attempt rate</td>
<td>( 3.3 \times 10^{10} \text{ s}^{-1} )</td>
</tr>
<tr>
<td>( v_{1,e} )</td>
<td>Electron-hopping attempt rate</td>
<td>( 3.3 \times 10^{8} \text{ s}^{-1} )</td>
</tr>
<tr>
<td>( v_{1,e} )</td>
<td>Electron-hopping attempt rate</td>
<td>( 1.0 \times 10^{10} \text{ s}^{-1} )</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Electronic wave-function decay length (holes, electrons)</td>
<td>0.3 nm</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Electronic disorder energy</td>
<td>0.10 eV</td>
</tr>
<tr>
<td>( \lambda_{S,T} )</td>
<td>Excitonic wave-function decay length (singlets, triplets)</td>
<td>0.3 nm</td>
</tr>
<tr>
<td>( \sigma_{S,T} )</td>
<td>Excitonic disorder energy</td>
<td>0.05 eV</td>
</tr>
<tr>
<td>( \epsilon_r )</td>
<td>Relative permittivity</td>
<td>3.0</td>
</tr>
<tr>
<td>( k_D )</td>
<td>Dexter prefactor</td>
<td>( 2.5 \times 10^{10} \text{ s}^{-1} )</td>
</tr>
<tr>
<td>( T )</td>
<td>Temperature</td>
<td>300 K</td>
</tr>
</tbody>
</table>

- For simulations using energy-level set \( A \).
- For simulations using energy-level set \( B \).
- TPQ with a hole or electron on another emitter molecule.
- TTA with a triplet on another emitter molecule.
- The effect of a variation is shown in Eq. (4) and the anisotropy of the angular distribution [order parameter \( S_{12} \), see Eq. (5)] are discussed. It is shown that after including dipoles a good description of the experimentally available device characteristics can be obtained when using frontier orbital set \( B \) (see Fig. 2), combined with an electron hopping attempt rate \( v_{1,e} \) to the first nearest-neighbor sites that is similar to the value for holes \( (v_{1,e}/v_{1,h} = 0.3) \), but that when neglecting the effect of dipoles the agreement with experiment is still fair when using a strongly reduced value of \( v_{1,e} \) (viz. \( v_{1,e}/v_{1,h} = 0.01 \) in combination with a slightly adapted set of frontier orbital energies (set \( A \), see Fig. 2). The LUMO orbital intermolecular transfer integrals that would be obtained by analyzing experimental data while neglecting the dipole-induced effect on the charge transport would thus be significantly misjudged. An overview of the main findings is given in Table II. Comments on the extent to
TABLE II. Overview of the main 3D KMC simulation results and conclusions. Note that the findings are specific to the devices studied. Comments on the extent to which the findings can be generalized are given in Sec. VI. The energy-level sets $A$ and $B$ are shown in Fig. 2. The third column gives the ratio $v_{1,e}/v_{1,h}$ of the assumed electron- and hole-hopping attempt rates to the first nearest-neighbor sites.

<table>
<thead>
<tr>
<th>Energy levels</th>
<th>$v_{1,e}/v_{1,h}$</th>
<th>Figures</th>
<th>Main findings</th>
</tr>
</thead>
</table>
| Simulations without dipole moments | set $A$ | 0.01 | 4(a),(b),(d) | Simulations for the nominal (literature-based) set of energy levels ($A$) and using a very small electron-hopping attempt rate provide the following: - fair agreement with the experimental $J(V)$ characteristics, but with a slightly too large slope on a double-log scale. - good agreement (within approximately 1%) with the experimental EQE roll-off. - qualitatively good agreement with the experimental shape of the emission profile.
| Simulations with 7D dipole moments | set $B$ | 0.3 | 4(a),(b),(e) | Simulations using a more realistic electron-hopping attempt rate and using a slightly adapted set of energy levels ($B$) provide the following: - excellent agreement with the experimental $J(V)$ characteristics. - qualitatively good agreement with the experimental shape of the emission profile - fair agreement (1–2% deviation) with the experimental EQE roll-off. |
| Sensitivity to the dipole moment size | set $B$ | 0.3 | 5 | - Strong increase of the current density when reducing the dipole moment. - Strong increase of the EQE when reducing the dipole moment. - The EQE increase is in part due to an improved confinement of holes in the EML. - Good agreement with the experimental EQE roll-off for approximately 6.5 D dipole moments. |
| Sensitivity to the dipole moment orientation distribution | set $B$ | 0.3 | 6, 7 | - Strong effect of the net dipole-moment orientation on the EQE $[S_1, \text{Eq. } (4)]$, due to an effect on the recombination efficiency and the emission profile. - For the devices studied, with a small (0.2 eV) electron injection barrier: no effect on the ease of electron injection. - An effect on the electron injection is found for injection barriers exceeding 0.6 eV. - Weak sensitivity to the asphericity of the distribution function $[S_2, \text{Eq. } (5)]$. |

Taking a very small value of $v_{1,e}$ compensates in part for neglecting the effect of the electrostatic stray fields around the dipoles on the energetic disorder in the TPBi layer, which effectively leads to a reduced electron mobility in that layer.

bThe experimental emission profiles were determined in Ref. [34] using the sense-layer method, employing a 0.5-nm layer of Ir-cored red phosphorescent emitters. In the Appendix, these experiments are from 3D KMC simulations shown to provide a fair view on the shape of the profiles, even though the trapping of charges by the sensing molecules and the long-distance exciton transfer to these molecules are found to give rise to differences with the detailed emission profiles from the Ir(ppy)$_2$(acac) molecules.

cSimulations using set $B$ and $v_{1,e}/v_{1,h} = 0.3$, but without dipole moments, show a current density that is a factor of 10–30 too large [Fig. 4(a)] and an EQE that is approximately 4% too large [Fig. 4(b)].

which the results that are obtained for the specific device that is studied in this work can be generalized are given in Sec. VI.

A. Simulations without static dipole moments

We first investigate to what extent 3D KMC simulations can provide a fair description of the device performance, consistent with experimental findings that have been reported in Ref. [34], when the effect of dipole moments on the TPBi molecules is not included. From simulations with varying values of the HOMO and LUMO energies and with a varying value of the hopping attempt rate $v_{1,e}$ for electrons, we find that an overall fair agreement with the measured $J(V)$ curve, roll-off curve, and voltage dependence of the emission profile is obtained when using the dashed energy levels given in Fig. 2 (energy-level set $A$) and for $v_{1,e} = 10^{-2} \times v_{1,h}$. Apart from the 1.0-eV LUMO orbital shift that is motivated in Sec. IV, the frontier orbital energies differ only weakly (by at most 0.1 eV) from the values that have been given in Ref. [34]. Such a correction is of the order of the accuracy of the analysis of UPS experiments [46]. All other simulation parameters are as given and motivated in Sec. IV, and remain unchanged when performing simulations including dipole moments (see Sec. V B).

Figure 4(a) shows a comparison of the calculated and measured $J(V)$ curves. On the double-log scale used, the calculated and experimental $J(V)$ curves are almost linear, albeit with slightly different slopes (approximately 5.9 and approximately 6.9, respectively). The current density that is obtained when neglecting the TPBi dipoles...
agrees at high voltages well with experiment, but is at 5 V approximately a factor of 2 too large. A large slope reflects strong energetic disorder. We attribute the finding of a slightly too small slope to the neglect of dipolar-induced disorder in the TPBi layer, and show in Sec. VC that including the dipoles indeed leads to a $J(V)$ curve with a steeper slope and an essentially perfect agreement with experiment.

Figure 4(b) shows a comparison of the experimental EQE roll-off curve [Fig. 1(d) in Ref. [34], thick dashed black curve] with the calculated curve that is obtained when neglecting any possible emission in the transport layers (full blue curve), i.e.,

$$\eta_{\text{EQE},\text{EML}} = \eta_{\text{IQE},\text{EML}} \eta_{\text{out}} = \frac{\kappa_r}{J/e} \eta_{\text{out}}.$$  

Here, $\eta_{\text{IQE}}$ is the internal quantum efficiency, $\eta_{\text{out}}$ is the light outcoupling efficiency, and $\kappa_r$ is the rate of radiative decay processes in the EML per unit area. From an analysis that is shown in Fig. 4(a) of Ref. [34], which includes the effect of the partial orientation of the transition dipole moments of the emitter molecules, it follows that the maximum possible EQE after taking the 95% PL efficiency of the Ir(ppy)$_2$(acac) into account is 23.5%. That implies that $\eta_{\text{out}} = 24.7%$. Figure 4(b) shows that the calculated EQE roll-off curve is similar to the experimental curve, although it is shifted 1 to 1.5% upward and is less curved than the experimental curve.

In Fig. 4(b) the dashed blue curve gives the EQE that would follow from the radiative decay efficiency in the EML, $\eta_{r,\text{EML}}$:

$$\eta_{\text{EQE},\text{EML}} = \eta_{r,\text{EML}} \eta_{\text{out}} = \frac{\kappa_r}{\kappa_r + \kappa_{nr} + \kappa_{TPQ} + \kappa_{TTA}} \eta_{\text{out}},$$  

where $\kappa_{nr}$, $\kappa_{TPQ}$, and $\kappa_{TTA}$ are the rates of nonradiative decay, TPQ and TTA processes per unit of area in the EML, respectively. The difference with the full blue curve, which is the curve that should be compared with experiment, shows that the blocking of holes at the interface with
the TPBi layer is imperfect, in particular, at high voltages. We note that the \( \eta_{\text{EQE,EML}}(J) \) roll-off curve is not necessarily equal to the roll-off curve that would be obtained in the case of perfect blocking, because of the effects of imperfect blocking on the shapes of the charge and triplet density profiles in the EML.

The normalized emission profiles that are obtained for various voltages are shown in Fig. 4(d). Consistent with the experimental findings [Fig. 4(e)], the simulated emission profiles are at low voltages strongly peaked near the cathode side of the EML. At higher voltages the profiles become somewhat more uniform. The detailed shapes of the experimental and simulated profiles are seen to be somewhat different. For example, the simulated intensity in the 0–5 nm range seems to be somewhat smaller than as would follow from the sense-layer experiment. However, we find from explicit 3D KMC simulations of the sense layer experiments (see the Appendix) that a somewhat increased relative intensity is expected in this zone, due to hole trapping at the sense molecules. These simulations also show that the sensed intensity near the cathode side of the EML is expected to be somewhat reduced. These effects are expected to happen even when using such a small concentration of sense molecules that their effect on the current density is smaller than typical experimental sample-to-sample variations, as in Ref. [34]. As is shown in the Appendix, quantifying the difference is hampered by a lack of detailed knowledge of the frontier orbital energies of the sense-layer molecules. Irrespective of such details, the sense-layer experiments are still expected to show the strongly unbalanced shape of the emission profile. However, the nonuniformity of the actual emission profile is for this system expected to be underestimated by the sense-layer experiments.

The finding that a very small value of \( v_{1,e} \) is needed to obtain an emission profile that is peaked near the cathode interface is qualitatively consistent with the known relatively small electron mobility of TPBi. The time-of-flight (TOF) electron mobility of TPBi [57], extrapolated to zero field, is 1 to 2 orders of magnitude smaller than the hole and electron TOF mobilities of CBP [58]. The small electron mobility is, at least in part, due to the dipole-moment-induced disorder of TPBi, which is neglected here. Using a small value of \( v_{1,e} \) can only partially compensate for neglecting the effects of the TPBi dipole moments. Firstly, the approach neglects the resulting energetic disorder. Secondly, the effective electron mobility in the EML, which does not contain TPBi, might be underestimated. In the simulations that possible error is most likely compensated by the use of a somewhat too small difference between the CBP (host) and Ir(ppy)$_2$(acac) (guest) LUMO energies. Easier electron transport via the CBP host then enhances the effective electron mobility in the EML. We find indeed that the emission profile is weakly sensitive to ±0.1 eV variations of the Ir(ppy)$_2$(acac) LUMO energy. We can also not exclude that the fair agreement of the emission profile is due to a somewhat too large difference between the host and guest HOMO energies, leading to a reduced effective hole mobility in the EML that restores the electron-hole mobility balance.

### B. Simulations including static dipole moments

In the previous subsection, simulations without static dipole moments are shown to provide a fair agreement with the measured current-voltage and efficiency roll-off curves. However, the simulations are carried out using an unrealistically small value of the hopping attempt rate for electrons, viz. a factor of 100 smaller than for hole hopping. We find that an even better agreement with experiment can be obtained when including static dipole moments and when using a hopping attempt rate for electrons that is only a factor of about 3 smaller than for holes \((v_{1,e} = 0.3 \times v_{1,h})\). The low experimental electron mobility of TPBi is now “automatically” well described by including the dipole-induced disorder. As in earlier 3D KMC simulation studies, \( v_{1,e} \) is still somewhat smaller than \( v_{1,h} \). The effect may be due to unintentional electron trap states (see also Sec. III A). In this subsection, we study the results of simulations with 7 D TPBi dipole moments, the average theoretical value obtained in Ref. [12], and with a net orientation and anisotropy (\( \alpha = 1.5 \) and \( \delta = 0.068 \)) that follow from the same study. The corresponding orientation order parameter is \( S_1 = \langle \cos \theta \rangle = 0.052 \) (see Sec. II A). With these dipole moments, the width of the TPBi HOMO and LUMO density of states is increased from 0.10 to 0.187 eV. We find that in simulations that are based on frontier orbital set \( A \) the increased width of the HOMO density of states leads to a too large efficiency loss, due to very weak hole blocking. Imperfect hole blocking is also evident from the experimental results in Ref. [34], but not to the extent that is predicted using frontier orbital set \( A \). We therefore carry out the simulations using the slightly adapted frontier orbital set \( B \), with HOMO energies that are still within the experimental uncertainty consistent with the results of UPS studies. This leads to better hole confinement in the EML due to a 0.2 eV larger difference between the HOMO energies of the CBP host and the TPBi electron transport layer. Figure 4 contains the simulation results. In the next subsection, we study the sensitivity to the value of the dipole moment and show that using a value that is approximately 10% smaller provides an even better agreement with experiment.

The calculated \( J(V) \) curve that is obtained with 7 D dipole moments [red curve in Fig. 4(a)] agrees excellently with the experimental result that was reported in Ref. [34]. As anticipated in Sec. V A, including the dipole-induced additional energetic disorder in the TPBi layer leads to a larger slope. We note that the excellent agreement of the theoretical and experimental curves, obtained from an
approach that is not based on detailed material-specific charge-transport studies, might be somewhat fortuitous and could be a result of compensating errors. We nevertheless regard the set of material parameters that is assumed as representative and as a good starting point for studying the effect of including dipole-moment-induced effects. The figure also shows that for this set of simulation parameters the current density becomes a factor 10–40 larger when switching off the TPBi dipole moments (purple curve).

Figure 4(b) shows that the EQE $(\eta_{EQE}, \text{full red curve})$ is significantly (2–4%) smaller than the value that would follow from the radiative deacy efficiency in the EML $(\eta_{EQE,EML}, \text{red dashed curve})$. The difference is caused by an efficiency loss due to imperfect hole blocking at the EML/TPBi interface. At $J = 300 \text{ A/m}^2$, the efficiency loss in the EML $(1 - \eta_{EML})$ and the additional IQE loss due to imperfect hole blocking $(\eta_{EML,\text{IQE}})$ are from our simulations approximately 22% and 19%, respectively. From an analysis of the experiments in Ref. [34], these percentages are 21% and 12%, respectively.

Figure 4(e) shows the normalized emission profiles that are obtained for various voltages. The emission profiles are peaked near the cathode side of the EML, but become somewhat more uniform across the emissive layer thickness with increasing voltage. The precise shape of the roll-off curve is for these devices thus the result of a complex interplay between the increasing role of bimolecular processes with increasing voltage, the changing shape of the emission profile in the EML, and the increasing loss of holes to the TPBi layer. Qualitatively, the emission profiles are consistent with the results from sense-layer experiments, shown in Fig. 4(c). As discussed in the previous subsection, making a more detailed comparison with the experimental emission profiles is hampered by the lack of detailed knowledge of the frontier orbital energies of the sense molecules used, and due to the somewhat distorted shape of the profiles that such experiments are expected to yield.

C. TPBi dipole-moment variation

Figure 5 shows the effect of a variation of the TPBi dipole moment $p$ in the range 0–8 D, obtained for 3D KMC simulations using energy-level set $B$ at 7, 9, and 11 V. The results that are obtained for $p = 0$ D are also included in Figs. 4(a) and 4(b) (purple curves). Figure 5(a) shows that for small $p$ the decrease of the 10-log of the current density with $p$ is to a good approximation a second-order effect, as expected for the case of almost randomly oriented dipoles. For $p < 2$ D, the decrease is less than about 20%. In the 4 D $< p < 8$ D range, the decrease of $\log_{10}(J)$ with increasing $p$ is more close to linear.

Figure 5(b) shows that when completely switching off the dipoles, the EQE increases by approximately 5%. This large increase is caused by an almost perfect hole confinement in the EML, as may be seen from a comparison of the $\eta_{EQE}$ and $\eta_{EQE,EML}$ curves in Fig. 4(b), and by a more uniform emission profile in the EML, as may be seen from Fig. 5(c). As long as $p$ is smaller than approximately 4 D, the main effect of the dipole moments is a reduction of the current density and a slight increase of the nonuniformity of the emission profile. For larger values of $p$, the confinement of holes to the EML is no longer perfect, leading to a downward shift of the roll-off curve. The decrease of the EQE is still modest in the range of 4–6 D, but is already quite large (about 5%) in the 6–8 D range. A comparison with the experimental roll-off curve suggests that simulations with $p \approx 6.5$ D would be expected to yield an

| FIG. 5. Results of a 3D KMC simulation study of the sensitivity of the performance of the devices in Fig. 2 (with energy-level set $B$) to a variation of the TPBi dipole moment $p$. (a) Dependence of the current density at various values of the voltage on $p$. (b) Roll-off curves $\eta_{EQE}(J)$ for various values of $p$, obtained from simulations at 7, 9, and 11 V, and (for $p = 0$ and 7 D) also at 5 and 6 V. The labels of each curve are located at the 7-V point. The dashed curve gives the experimental data [34]. (c) Normalized emission profiles in the EML at 9 V, for various values of $p$. Panels (a) and (b) show that the effect on the $J(V)$ characteristics and the EQE roll-off of “switching on” the static dipole moments of the TPBi sites in the ETL, while keeping all other simulation parameters fixed, becomes already significant beyond a value of the molecular dipole moments of approximately 3 D. Panel (c) shows that the resulting reduced effective electron mobility in the ETL strongly affects the shape of the emission profile. |
excellent agreement with the experimental roll-off curve. Furthermore, also the current density and the shape of the emission profile are then still in good agreement with experiment. We note that the value of 6.5 D is within well within the width of the theoretical distribution of TPBi dipole moments that has been obtained in Ref. [12].

D. Sensitivity to the dipole-orientation distribution

We find a strong effect of the TPBi dipole-orientation distribution on the device performance and the IQE, as may be seen from Figs. 6 and 7. The simulation results that are shown in these figures are obtained for \( p = 7 \) D and \( \alpha = 1.5 \), using energy-level set B. Figures 6(a)–6(e) show for various values of the orientation parameter \( \delta \), which determines \( S_1 \), the calculated electron and hole density profiles at 11 V, and Figs. 6(f)–6(j) show the corresponding emission profiles. For strongly positive values of \( \delta \), the simulations show that the hole blocking at the EML\( | \text{TPBi} \) interface is imperfect. The IQE is then found to be reduced due to a reduced recombination efficiency and strong TPQ near EML\|TPBi interface due to the large positive space charge at that interface. For strongly negative values of \( \delta \), electron accumulation near the EML\|TPBi interface is expected to enhance the TPQ loss. Figure 5 gives the IQE at 7 and 11 V as a function of \( \delta \), and shows that these various effects lead to an optimum IQE for slightly negative values of \( \delta \). For comparison, the figure also shows the recombination efficiency in the EML [\( \eta_{\text{r,EML}} \), defined in Eq. (9)]. For positive and small negative values of \( \delta \), \( \eta_{\text{r,EML}} \) is significantly larger than \( \eta_{\text{IQE}} \), as the blocking of holes at the EML\|TPBi interface is then imperfect. For the four cases with \( \delta \leq 0.068 \), the \( J(V) \) curves are quite independent of \( \delta \) (<10% variation). However, the simulations for \( \delta = 0.204 \) show a 30%–40% enhanced current density.

The strong sensitivity of the charge-carrier density and emission profiles to \( \delta \), and hence \( S_1 \), that is shown in Fig. 6
may be understood more quantitatively from a consider-
ation of the dependence of the dipole-orientation-induced areal charge density at the EML/TPBi interface on $S_1$:

$$\sigma_A = -\frac{pS_1}{a^3}. \quad (10)$$

This leads to an electron energy shift at the interface that is equal to

$$\Delta E = \frac{x_{int}(L - x_{int})}{L} \frac{\varepsilon_0 \varepsilon_r}{\varepsilon_0 L} \sigma_A,$$  

where $x_{int}$ is the distance of the interface from the anode interface and $L$ is the active layer thickness. For the device studied ($S_1 = 0.052$), $\sigma_A = -1.2 \times 10^{-3}$ C/m$^2$, i.e., $7.6 \times 10^{-3}$ electron charges per nm$^2$, and $\Delta E = 1.29$ eV. Figure 6 shows that the holes in the EML tend to compensate (screen) $\sigma_A$. Even at the voltage considered (11 V), $\sigma_A$ is comparable to the areal charge density due to the injected electrons and holes in the EML. The effect on the charge density profiles and the IQE is therefore significant.

The dipole-moment orientation can also affect the injection of electrons from the cathode into the TPBi electron transport layer. For the energy-level structure used in this Paper, with an electron injection barrier of $\Phi_1$, such an effect does not yet occur: we find that the effect on the current density of a reversal of $S_1$ is very small (10% or less in the 7–11 V range). Even for $\Phi_1 = 0.6$ eV, a reversal of $S_1$ leads only to a reduction of the current density by approximately 25%. The large dipole-induced disorder facilitates injection into the deep tail states of the LUMO [59], so that the injection process then still does not limit the current density. However, for $\Phi_1 = 1.0$ eV we find that the current density in the 7–11 V range is a factor approximately 60 smaller than for $\Phi_1 = 0.2$ eV, and that a reversal of $S_1$ further reduces the current density by a factor 8–10. The system is then in the injection-limited current regime, for which the dipole-orientation-induced field gradient near the cathode interface facilitates electron injection when $S_1$ is positive.

We find that the simulation results are only weakly sensitive to a change of the anisotropy parameter $\alpha$ from 3/2 (the value used throughout this work) to 2/3. The dipole moments are then more preferentially oriented in directions parallel to the film plane. The probability density $P(\cos \theta)$ is then approximately a factor 3 larger for $\cos \theta = 0$ than for $\cos \theta = \pm 1$, and $S_1 = 0.038$. In the 5–11 V range, the current density is 30%–50% enhanced. The width of the LUMO DOS is not affected by this change. We therefore regard the observed increase of the current density as a consequence of a more subtle change of the dipole-induced energy-level landscape.

VI. SUMMARY AND CONCLUSIONS

We have studied how the presence of large dipole moments of the molecules in the ETL of a prototypical green phosphorescent OLED affects the $J(V)$ characteristics and the EQE roll-off, and to what extent these effects depend on the detailed dipole-moment-orientation distribution. For that purpose, the presence of the dipole moments has been included in the 3D KMC simulations, allowing us to investigate their effect in a fully mechanistic manner. Within the simulations, implications such as the development of a spatially correlated disorder and the additional field due to image dipoles near the metallic electrodes are “automatically” included.

Our study has focussed on an experimentally well-characterized device within which TPBi is the electron-transporting material [34]. Advantageously, theoretical and experimental studies of the dipole-moment distribution in TPBi thin films, including the results of a UPS study in this work, provide a consistent picture of the orientation distribution. We find that 3D KMC simulations within which the TPBi dipole moments have been included lead to a $J(V)$ curve, a EQE roll-off and an emission profile that are in good agreement with the experimental data. A key element of the experimental validation was the comparison with the measured emission profile [34], which was obtained using sense-layer experiments. From 3D KMC simulations for devices including a $\delta$-function doping such as used experimentally, we find that the effect of a very thin layer of sense molecules on the current density can be minor, as reported in Ref. [34]. Nevertheless, charge trapping on the sense molecules is expected to slightly distort the shape of the sensed emission profile. Furthermore, the sense-layer experiments are expected to underestimate the emission near the EML $|$ TPBi interface, where strong charge accumulation occurs and where the emission shows a maximum. The effect is, at least in part, due to the relatively large Förster radius for exciton transfer to the sensing molecules, about 2.5 nm for the system that is studied, combined with the proximity of the ETL, from which no excitons are transferred.

The simulations have allowed various sensitivity studies to be performed. Firstly, we find that switching off the dipole moments leads to a current density that is more than 1 order of magnitude too large, due to the reduced energetic disorder, and an EQE that is significantly larger than as found experimentally. The latter effect is specific to the device that has been studied, and is due to the elimination of deconfinement of holes from the EML to the TPBi layer and to the development of a more uniform emission profile in the EML. Secondly, a variation of the net dipole-moment orientation has shown that its value has a significant effect on the device efficiency, and that for the specific devices studied a reversal of orientation direction would be expected to lead to a relative increase of the
of the charge density on the molecules and the spatially nonuniform polarizability of the local environment can give rise to a modification of the dipole-induced disorder and its spatial correlation, affecting the charge transport [8,61]. It will be of interest to study the possible consequences of including such higher-order effects on the device performance in 3D KMC simulations.

Future applications of this work are expected to include simulations of the performance of phosphorescent and thermally activated delayed fluorescent (TADF) OLEDs that are based on emitters with large static dipole moments. Some Ir-cored phosphorescent emitters have dipole moments that are well above 10 D (see, e.g., Ref. [62]). Even when used at a concentration of only 10–20 mol%, as a guest in an emissive layer, the effect of the resulting energetic disorder on the device performance is expected to be significant.
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APPENDIX. 3D KMC SIMULATIONS OF SENSE-LAYER EXPERIMENTS PROBING THE EMISSION PROFILE

In this Appendix, we use 3D KMC simulations to investigate to what extent sense-layer experiments such as those that have been carried out in Ref. [34] on the device that is studied in this paper may be expected to provide accurate information about the shape of the emission profile. The experiments in Ref. [34] use the red sensitizer bis[2-(3,5-dimethylphenyl)-4-methylquinoline](tetramethylheptanedionate)iridium(III), abbreviated as Ir(mphmq)$_2$(tmd), with an emission wavelength of 604 nm (photon energy 2.05 eV) and a photoluminescence efficiency in PMMA of 87% [63]). In the experiments, a 0.5-nm layer of 5 wt% of Ir(mphmq)$_2$(tmd) was co-deposited in the EML, at distances of 0, 5, 10, and 15 nm from the interface with the pure CBP hole transport layer. In a CBP matrix, this corresponds to a concentration of 2.9 mol%. Exciton transfer from Ir(ppy)$_2$(acac) to this red emitter leads to a distinct red component of the emission spectrum with an intensity that is expected to depend on the local green emission from the OLED. In order to minimize a possible effect of the sense layer on the charge transport, the concentration of red emitters should be taken very small. It was verified in Ref. [34] that the effect of the sense layers on the current density was indeed very small (of the order of the experimental sample-to-sample variation of at most a factor 1.5–2). The Förster radius for the transfer of triplet excitons from Ir(ppy)$_2$(acac) to
Ir(mphmq)$_2$(tmd) was from a spectral overlap study found to be 2.5 nm. One may expect that the maximum attainable spatial resolution is determined in part by this Förster radius.

We mimic such a sense-layer experiment by carrying out 3D KMC simulations for a device without TPBi dipoles, using the set of material parameters that is given in Sec. III B. In the simulations, we replace 1-nm layers of the two-component host-guest system, at various distances from the interface with the CBP hole transport layer, by a three-component host-guest-guest system [6.5 mol\% Ir(ppy)$_2$(acac) and 1.5 mol\% Ir(mphmq)$_2$(tmd) in CBP]. This results in a layer structure that is as essentially equivalent to that in Ref. [34]. The radiative decay rate of the sense molecules is assumed to be $6.67 \times 10^5$ s$^{-1}$, close to the experimental value of $6.59 \times 10^5$ s$^{-1}$ [63]. Nonradiative decay is neglected. The Förster radius for triplet transfer from Ir(ppy)$_2$(acac) to Ir(mphmq)$_2$(tmd) is taken equal to the experimental value of 2.5 nm. All other excitonic interaction parameters involving Ir(mphmq)$_2$(tmd) are taken equal to those involving Ir(ppy)$_2$(acac).

The energy-level scheme for the device without a sense layer is given in Fig. 2 (dashed curves). The HOMO and LUMO energy of Ir(mphmq)$_2$(tmd) are not well known. A HOMO energy of $-4.7$ eV is obtained in Ref. [64] from cyclic voltammetry (CV) experiments (oxidation potential measurement). The LUMO energy is in that work taken equal to $-2.9$ eV. However, it is known that the ionization potential of molecules in a solution, as obtained from CV experiments, can differ from the thin-film value [65]. In order to study the sensitivity of the sensed emission profile to the frontier orbital energy of the sense molecules, we carry out simulations for four sets of HOMO and LUMO energies (A)–(D). In set A, the HOMO energy is taken equal to the value of $-4.7$ eV that was obtained in Ref. [64]. The LUMO energy is taken equal to $-1.9$ eV, which is obtained by adding an estimated triplet exciton binding energy of 1.0 eV to the LUMO energy value of $-2.9$ eV that was given in Ref. [64]. For this set of HOMO and LUMO energies, strong hole trapping can happen on the sense molecules, whereas no electron trapping is expected. In sets B–D, the HOMO energy is downshifted in equal steps of 0.3 eV to $-5.6$ eV (D). The LUMO energy is obtained from the HOMO energy by adding the triplet energy (2.05 eV) and a triplet binding energy of 1.05 eV, similar to the value of 1.0 eV that we assume for Ir(ppy)$_2$(acac). Table III gives an overview of all parameters.

Figures 8(c) and 8(d) show the calculated normalized emission from the sense layers, as a function of their position in the EML, at 7 and 11 V. The dashed curve gives the normalized emission profile. The figures show that for set D, for which the presence of the sense molecules least affects the current density, the emission profile that is deduced from sense-layer experiments agrees most accurately with the actual emission profile. Only near the cathode interface of the EML the emission is underestimated. We attribute that, at least in part, to the nearby presence of the TPBi layer, from which no exciton transfer to the sense molecules occurs. The thickness of this interface zone, about 2 nm, is similar to the Förster radius of 2.5 nm for exciton transfer to the sense molecules. For sets A to C, for which hole trapping by the sense layers is found to give rise to a reduced current density, the emission profile that is deduced from sense-layer experiments would be expected to be more strongly distorted. The profile is less strongly peaked towards the cathode side of the EML.

The simulations thus show that already weak trapping of holes by the sense molecules, leading to a decrease of the current density of 10%–20% that is difficult to detect experimentally due to realistic sample-to-sample variations, can lead to a significant distortion of the shape of the sensed emission profile. Even though the experiments are still very valuable as a means to detect a nonuniformity of the emission profile, the sensed profile can in such a case only be used qualitatively. 3D KMC simulations such as demonstrated here can be used to obtain a more accurate interpretation of the sense-layer results.

### Table III. Overview of material parameters characterizing Ir(mphmq)$_2$(tmd), used in the sense-layer simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T$</td>
<td>Triplet exciton energy</td>
<td>2.05 eV</td>
</tr>
<tr>
<td>$\Gamma_r$</td>
<td>Radiative decay rate</td>
<td>$6.67 \times 10^5$ s$^{-1}$</td>
</tr>
<tr>
<td>$R_F$</td>
<td>Förster radius</td>
<td>2.5 nm</td>
</tr>
<tr>
<td>$E_{\text{HOMO}}, E_{\text{LUMO}}$</td>
<td>Frontier orbital energies</td>
<td>$-4.7, -1.9$ eV</td>
</tr>
<tr>
<td>- Set A</td>
<td>-4.7, -1.9 eV</td>
<td></td>
</tr>
<tr>
<td>- Set B</td>
<td>-5.0, -1.9 eV</td>
<td></td>
</tr>
<tr>
<td>- Set C</td>
<td>-5.3, -2.2 eV</td>
<td></td>
</tr>
<tr>
<td>- Set D</td>
<td>-5.6, -2.5 eV</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Förster radius for triplet transfer from Ir(ppy)$_2$(acac) to Ir(mphmq)$_2$(tmd). All other excitonic interaction parameters involving Ir(mphmq)$_2$(tmd) are taken equal to those involving Ir(ppy)$_2$(acac) (see Table I).
FIG. 8. Results of 3D KMC simulations of sense-layer studies of the emission profile of the device that is shown in Fig. 2, for four sets of frontier orbital energies (A–D, see Table II) of the sense molecules. Dipole moments are not included; the simulations are carried out using the set of parameters that is discussed in Sec. VA. (a),(b) Effect on the current density at 7 V (a) and 11 V (b) of adding a small concentration of sense molecules at various positions in the EML. The dashed line gives the result without the sense molecules, with an uncertainty that is given by the width of the gray zones. (c),(d) The (red) emission from the sense molecules at 7 V (c) and 11 V (d) as a function of their position in the EML. The dashed curves give the (green) Ir(ppy)2(acac) emission in the absence of the sense molecules, obtained from 3D KMC simulations. The emission intensities are normalized such that their average value is equal to unity.

For the system that is studied in this work, the results that are shown in Fig. 8 indicate that the actual nonuniformity of the emission profile is stronger than as would be concluded from the sense-layer experiments when the HOMO energy level of Ir(mphmq)2(tmd) is equal to the value that has been given in Ref. [34] (set A of our simulations). That can explain, qualitatively, the difference in shape between the profiles that have been deduced from sense-layer experiments [Fig. 4(c)] and from our 3D KMC simulations [Fig. 4(c)]. Giving a more quantitative analysis would require obtaining more certainty about the frontier orbital energies of Ir(mphmq)2(tmd) and carrying out simulations that include the TPBi dipole moments.


[37] The 3D KMC tool Bumblebee is provided by Simbeyond B.V. (simbeyond.com).
