LumNet

Citation for published version (APA):

DOI:
10.1145/3463500

Document status and date:
Published: 01/06/2021

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher’s website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 02. Dec. 2021
LumNet: Learning to Estimate Vertical Visual Field Luminance for Adaptive Lighting Control
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High-quality lighting positively influences visual performance in humans. The experienced visual performance can be measured using desktop luminance and hence several lighting control systems have been developed for its quantification. However, the measurement devices that are used to monitor the desktop luminance in existing lighting control systems are obtrusive to the users. As an alternative, ceiling-based luminance projection sensors are being used recently as these are unobtrusive and can capture the direct task area of a user. The positioning of these devices on the ceiling requires to estimate the desktop luminance in the user’s vertical visual field, solely using ceiling-based measurements, to better predict the experienced visual performance of the user. For this purpose, we present LumNet, an approach for estimating desktop luminance with deep models through utilizing supervised and self-supervised learning. Our model learns visual representations from ceiling-based images, which are collected in indoor spaces within the physical vicinity of the user to predict average desktop luminance as experienced in a real-life setting. We also propose a self-supervised contrastive method for pre-training LumNet with unlabeled data and we demonstrate that the learned features are transferable onto a small labeled dataset which minimizes the requirement of costly data annotations. Likewise, we perform experiments on domain-specific datasets and show that our approach significantly improves over the baseline results from prior methods in estimating luminance, particularly in the low-data regime. LumNet is an important step towards learning-based technique for luminance estimation and can be used for adaptive lighting control directly on-device thanks to its minimal computational footprint with an added benefit of preserving user’s privacy.
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1 INTRODUCTION

The effects of light on human health and well-being have been the subject of substantial research for several years. It has been shown that light influences the human circadian and circannual rhythms [55], alertness [29], mood and vitality [41] and can be used in the treatment of sleep disorders, such as jet lag [2]. In a work environment, light has been shown to improve the productivity of workers and reduce failures, accidents and absenteeism [55]. Moreover, lighting also positively influences human visual performance. High quality lighting improves a person’s visual performance and enables them to better accomplish their tasks [58]. Therefore, it is essential to be able to measure and improve visual performance. It has been measured in previous research using illuminance distributions [3, 4, 35, 45]. Illuminance refers to the measure of the amount of light that falls on a surface, as shown in Figure 2. It is measured in lux (lx). Along these lines, it has been used to measure visual performance because it is inexpensive and easy to measure. However, it has been shown to demonstrate high individual variability, with no consensus being found among users, about the experienced illuminance levels [57]. Recent research has shown that visual performance can be better predicted using luminance distributions [56]. The luminance refers to the measure of the amount of light that is reflected or emitted from the projected surface. It is measured in candelas/square meter (cd/m²). The desktop luminance is the amount of light reflected or emitted from the desktop area in an indoor space, relative to the measuring point. The luminance-based metrics can better predict the visual performance and human subjective lighting preferences than measures that rely on illuminance because luminance is more closely related to brightness as perceived by the humans [9]. Traditionally, luminance was difficult to measure but this has been made easier with HDR imaging [25].

The luminance distribution can be estimated from the Red-Green-Blue (RGB) pixel values of the High Dynamic Range (HDR) images [18]. Generally, it is measured at the eye level using luminance cameras and is, therefore, a suitable input for adaptive lighting control systems [26]. However, various practical issues ensue when such systems are deployed in real-world environments. These systems use classical strategies for directly measuring the field of view of the user, such as mounting the luminance camera on a PC monitor in an office or placing it in the vicinity of the user with minor angular and translational variations with respect to the vertical visual field of the user [36]. The visual field refers to the portion of space that one can see at the same time without moving one’s eyes or head. The vertical visual field (VVF) refers to the visual field in the vertical direction. This corresponds to 135°, specifically 60° upwards and 70° downwards [52]. Systems which use these classical strategies have the main drawback that the cameras can be in the way, interfering with daily user activities and might also omit the user’s direct task area [28]. The most suitable camera position has been shown to be on the ceiling, where the cameras are not obtrusive and can capture the direct task areas of all users. The convenience of positioning the luminance cameras on the ceiling has the disadvantage that it creates the need to translate the ceiling-based luminance measurements to the VVF of the users in order to estimate the luminance as perceived by these users. This is because the ceiling-based cameras are not in the VVF of the users. The feasibility of estimating the vertical visual field desktop luminance (VVFDL) from ceiling-based measurements was examined in [27]. The prior work showed that ceiling-based measurements can reasonably estimate vertical visual field luminance measurements based on linear models which approximate the relation between the measurements from these positions, with normalized root mean square errors ranging from 10.3% to 14.3% with an average bias of 14.2%. The approach presented here uses a learning-based strategy to estimate the VVFDL from ceiling-based measurements (i.e., raw images) with deep neural networks.

Over the last decade, deep learning has revolutionized several domains to match human-level performance from image recognition to competitive game-playing. Particularly, convolutional neural networks (CNNs) [30] have been widely adopted for visual recognition tasks, such as object detection [46], semantic segmentation [31], and captioning [59] for learning high-level representation from data in an end-to-end manner. However, majority of the success is attributed to supervised learning that requires well-annotated data and it is costly and tedious.
to obtain in real-world scenarios. Therefore, deep unsupervised learning (or learning from unlabeled input) is recently becoming the subject of interest, especially self-supervised learning (SSL). In this realm, the network is trained to solve a pretext task in order to learn high-level representations without supervision that can be used to solve end-tasks of interest with minimal labeled data. In the last few years, SSL has been extensively studied for learning from a wide-variety of modalities, such as for images \[1, 6, 39, 65\] and videos \[49, 60\], text \[11, 39\], and others \[47\]. Motivated by the success of SSL, we pose the question, whether VVFDL can be estimated efficiently with a deep model learned directly from data, potentially in a self-supervised manner to reduce dependence on human provided labels.

In this paper, we propose LumNet, a deep convolutional neural network based luminance estimation technique that uses ceiling-based measurements and it can be incorporated in adaptive lighting control systems. We examine the performance of LumNet in predicting the VVFDL when trained on ceiling-based images, which are collected in the physical vicinity of the user. We also examine LumNet’s ability to generalize when fine-tuned on
out-of-domain (unseen) data using transfer learning. Finally, we propose a self-supervised approach based on contrastive learning to pre-train the model with unlabelled data. In our SSL approach, we use a contrastive loss similar to [6, 17, 39] but without relying on input transformations for solving instance discrimination pretext task to learn high-level representations from unlabeled data for the end-task of luminance estimation. The learned self-supervised model is fine-tuned on a small labeled dataset to minimize the requirement of costly semantic annotations. We demonstrate that LumNet achieves a better performance than prior methods based on domain-knowledge [27, 28] when trained on labeled data consisting of ceiling-based images. This also holds when LumNet representations learned from a labeled data are transferred for fine-tuning on a smaller dataset consisting of different VVF positions. Furthermore, LumNet trained with our self-supervised technique also achieves a better overall performance than the baseline results achieved in [27, 28]. At the moment of conducting our research, no prior work on luminance estimation was based on neural networks. LumNet is therefore a novelty when it comes to luminance estimation.

In summary, the key contributions of our work are as follows:

• We propose LumNet, a novel luminance estimation technique based on deep convolutional neural networks that uses ceiling-based visuals to measure luminance as a user experience at the eye-level.
• We introduce a self-supervised approach based on contrastive learning, which is able to achieve a better performance with low-labeled data, than the baseline results.
• We examine LumNet’s performance in predicting the VVFDL when trained on ceiling-based images, which are collected in the physical vicinity of the user in real-life setting.
• We evaluate LumNet’s ability to generalize on out-of-domain (unseen or collected in a different environment) data using transfer learning.
• Furthermore, the LumNet can be incorporated in adaptive lighting control systems for on-device inference.

The rest of the paper is structured as follows. The related work in the fields of luminance distribution measurements and visual representation learning are discussed in Section 2. Section 3 presents an overview of the proposed approach, including a description of LumNet’s architecture, transfer learning and instance discrimination based self-supervised contrastive objective. The data pre-processing, experiments, and the results are presented in Section 4. We provide a discussion of the findings in Section 5 before concluding in Section 6.
2 RELATED WORK

In this section, we discuss relevant work in the field of luminance measurements and learning visual representations with deep neural networks. We also discuss studies on transfer learning and unsupervised (self-supervised) learning as our key contributions involve these concepts as well.

2.1 Quantifying Luminance

Luminance metrics can predict human subjective lighting preferences and most importantly, visual performance. Therefore, it is important to estimate it in the VVF of users. Doulos et al. [12] and Motamed et al. [37] showed that luminance measurements can be performed from a ceiling position using charge-coupled device (CCD) and luminance cameras. However, the ceiling-based measurements are not in the vertical visual field (VVF) of the user and therefore they do not reflect luminance as experienced by the user. Kruisselbrink et al. [27] conducted a study to examine the feasibility of estimating the VVFDL from ceiling-based measurements. They measured the average desktop luminance under several conditions using luminance cameras, which were positioned both on the ceiling and in the VVF of the user. An approximate relation between the measurements from these two positions was extracted using a linear model. However, their results showed that the VVFDL cannot be exactly replicated through using ceiling-based measurements but a reasonable estimate can be provided. Kruisselbrink et al. [28] also conducted a study to determine the most suitable ceiling-based position for measuring luminance distributions for luminance-based metrics including desktop luminance. Their study showed that the most suitable ceiling-based position was above the aisle at an angle of 20° relative to the ceiling. They also evaluated the estimation of the vertical visual field luminance from measurements with the same procedure and showed that good estimations could be achieved. Similarly, a linear model based on domain-knowledge was used to establish the relation between the estimated VVFDL and the actual VVFDL. The resulting linear model together with the mathematical model in [27] (also a linear model) were used to calculate VVFDL values. These results serve as a baseline for the proposed learning based luminance estimation i.e., LumNet, a deep convolutional network.

2.2 Visual Representation Learning

Convolutional neural networks have been used to learn visual representations from images using both supervised and unsupervised learning settings. In supervised representation learning realm, the success of CNNs dates back to Krizhevsky et al. [24], as their model was used for image classification on the ImageNet ILSVRC-2010 dataset [10]. Since then, CNNs have been widely adopted for solving challenging problems in computer vision ranging from object detection [46], action recognition in videos [14], learning to play Atari from raw pixel values [34], and medical imaging. Rajpurkar et al. [44] developed CheXNet, a convolutional model which is used to detect pneumonia from chest X-rays. CheXNet was trained with images from the ChestX-ray14 dataset [61], with labels of thoracic diseases, including pneumonia. Likewise, Gulshan et al. [16] developed a CNN to detect diabetic retinopathy and diabetic macular edema in retinal fundus images from retinal images. Moreover, supervised learning has also been used for object recognition using variants of their CNN architecture with various depths, trained on the ImageNet dataset [46, 51]. Sermanet et al. [48] developed a CNN-based framework, called Overfeat, for computer vision tasks such as classification, localization and detection. It has also been used in Razavian et al. [50] to extract generic features and to apply them to diverse tasks such as scene recognition, attribute detection, fine grained recognition and image retrieval on multiple datasets. In all of these approaches, the models were trained with annotated data, which is scarce in real-world scenario. Transfer learning has been used as a solution to tackle the scarcity of annotated data. It seeks to achieve the utilization of learned knowledge with deep neural networks from one domain (a source) to another domain (a target) for improving the generalization, when annotated data is limited [54]. It has been widely adopted for learning visual representations from pre-trained deep models both in supervised [32, 50] and unsupervised learning regimes [5, 21, 22, 43]. Over the recent years,
unsupervised learning gains increasing attention to exploit the availability of large-scale unlabeled data to learn generalizable features. Particularly, self-supervised learning is a promising subarea of unsupervised learning that is achieving state-of-the-art performance on vision benchmarks. It formulates a pretext task for the network to solve where labels can be acquired from the data itself [6, 15, 17, 23, 39, 49, 64]. Here, the transfer learning approach of pre-training a model on a large-scale unlabeled dataset with an auxiliary objective and transferring on another has also been investigated in [1, 6, 17]. We follow a similar evaluation protocol for assessing the quality of learned features through either using a linear regression or fine-tuning the entire network. Importantly, we utilize domain-specific datasets for learning luminance estimation models as opposed to general image recognition corpus.

3 METHODOLOGY

We develop a framework for luminance estimation for adaptive lighting control with a deep neural network, LumNet, which can be trained with both labeled and unlabeled instances consisting of ceiling-based images. In this section, we start with describing our approach for estimating the VVFDL, as well as the data augmentation operations suitable for LumNet. Next, we provide details of network’s architecture and how it is used to learn and transfer high-level visual representations between domain-specific datasets. Lastly, we describe our self-supervised contrastive learning approach that can be used to learn useful representations entirely in an unsupervised manner without requiring human supervision.

3.1 Learning to Estimate Luminance

In order to measure the visual performance of users in an indoor environment (e.g., an office space), the luminance distributions in their respective vertical visual fields can be generally measured using Bee-Eye cameras [26], which are positioned at the users’ eye level. This position, however, causes interference of the cameras with the users’ daily activities. In order to avoid this issue, the cameras are placed on the ceiling, where they are not obtrusive. An overview of such a setup for measuring luminance distributions is illustrated in Figure 1. The luminance distributions can be computed directly from the HDR images of the ceiling-based cameras. However, the computed values directly do not provide a good estimate of the luminance distribution as experienced by the user, since, these measurements are not directly taken in the VVF of the user. In addition, they are situated in a rather complex environment with changing daylight conditions. Therefore, a translation of the ceiling-based measurements to the VVF of the users is required, in order to accurately estimate the luminance distribution to match a user’s experience. Towards this objective, Kruisselbrink et al [27, 28] examined the feasibility of estimating the VVFDL using linear modeling. Our goal is to determine whether deep learning, in particular deep convolutional networks can be used to estimate the VVFDL from ceiling-based measurements to improve over the domain-knowledge driven (or hand-crafted technique) baselines [27, 28] through harnessing data-driven (or learned models) strategies. Our approach consists of three key aspects.

(i) Firstly, learning a luminance estimation model, LumNet with labeled instances from datasets comprising ceiling-based images which are collected in the physical vicinity of the user. These are the Kruisselbrink Luminance Estimation Datasets (KLED), which are further referred to as KLED-2020 [28] and KLED-2019 [27] datasets. Further details about these datasets can be found in Section 4.1.

(ii) Secondly, evaluating LumNet’s ability to generalize well on an unseen (out-of-domain or different environment) data through fine-tuning its pre-trained weights using transfer learning.

(iii) Lastly, effectively using unlabeled data for self-supervised contrastive learning of LumNet and fine-tuning it on above mentioned datasets for the downstream task of luminance estimation. It is to evaluate the model generalization when trained with unannotated data.
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Fig. 3. An HDR image along with the corresponding luminance mask. An original HDR image captured at the user’s eye-level is pre-processed (cropped) to remove the borders. The luminance mask is extracted from it with a focus on desktop area for which the mask has a value of one, while all other pixels are set to zero. The mask is used to compute luminance for the proposed deep learning based estimation system.

For LumNet input we compute the desktop luminance for the HDR images at each VVF position as $L = \alpha \times R + \beta \times G + \gamma \times B$, where $\alpha = 0.2125$, $\beta = 0.7125$, and $\gamma = 0.0721$ and take the average of all pixels. $\alpha$, $\beta$ and $\gamma$ represent coefficients for transforming pixel values from the RGB color space to the $Y$ primary of the CIE XYZ color space, since the $Y$ primary is used to indicate luminance [18, 19]. The pixels which are used for this computation are those in the desktop area of the HDR image. We use luminance masks to set the pixel values of all others to zero, such that only the pixels in the desktop area are used to determine the luminance as depicted in Figure 3. It is done by multiplying the each pixel’s value in the luminance mask with the value of the corresponding pixel in the VVF HDR image.

We convert the ceiling-based HDR images into the portable network graphics (PNG) format before feeding them to LumNet as it is widely supported by existing tools. These images contain dark borders (see Figure 3) and therefore cropping is performed to ensure that the focus of the model is solely on the image itself. An additional benefit is that, it greatly lowers the use of memory and computation resources as the number of pixels needed for the convolution operations is reduced. Furthermore, we apply min-max normalisation to the training and test samples of the computed average desktop luminance values to scale the output within the range $[0, 1]$. This normalisation is suitable for the sigmoid activation function, which has a range of $(0, 1)$ and is used in the output layer of the model (section 3.3 for architecture details). LumNet is trained end-to-end with either labeled inputs (or unannotated for self-supervised pre-training) consisting of the cropped ceiling-based HDR images, which has been converted to PNG, and average desktop luminance values of their corresponding VVF positions. LumNet learns representations from the input images and predicts the luminance for each VVF position. These predictions are used to compute the root mean squared error (RMSE) between the predicted and the actual average desktop luminance values. The RMSE is used as an evaluation metric to assess the performance of proposed method.

3.2 Data Augmentation

Given that the KLED-2020 considered datasets are limited in size, four data augmentation operations are used to generate synthetic data on-the-fly during learning phase to improve robustness of LumNet. The augmentations include the brightness, Gaussian blur, vertical and horizontal shifts operations. Data augmentation generates additional data-points to cover a wide-variety of input transformations when the dataset is of limited size to reduce the risk of overfitting. These operations are applied randomly on the dataset during training, to produce a mix of augmented and original image batches. The brightness augmentation operation consists of adding brightness noise to some images randomly. It is suitable for luminance measurements because the brightness
conditions of the environment changes throughout the day based on natural (and artificial) lighting. We also randomly apply the Gaussian blur with a specific blur radius. This operation is also suitable as some images might be blurred in practice, due to aberrations of the Bee-Eye camera lenses which can result in out-of-focus images. The presence of dust or other particles on the camera lenses could also affect the quality of the resulting image. Similarly, we apply the vertical and horizontal shifts, where the image is shifted by a percentage of its original height and width, respectively. This is suitable because in practical scenarios the luminance cameras might not always be fixed in the exact same position.

3.3 LumNet Architecture Design

Our model takes a pre-processed ceiling-based image of size $128 \times 128$ pixels as input and outputs luminance value predictions for the three user positions as described in Section 4.1. LumNet consists of 2 blocks each with 2 convolutional layers of a kernel size $3 \times 3$ followed by maxpooling layer with pooling size of $2 \times 2$ and a stride of 1 for downsampling. We flatten the output of the last convolutional layer before feeding into a fully-connected layer with 512 hidden units. We use rectified linear unit as activation in all layers except the last, which has a sigmoid activation to produce a normalized output. The output layer has 3 hidden units to produce luminance values corresponding to the VVF$_1$, VVF$_2$ and VVF$_3$ positions, respectively. Importantly, as KLED-2019 dataset has data collected from positions VVF$_1$ and VVF$_3$ only, we adapt the last layer of the model to have 2 hidden units to produce estimate for the corresponding locations. Note that in our case, the network has 3 outputs to closely estimate the luminance from various viewpoints. In a real-life setting the average of these could be used to adapt lighting. Likewise, it can be extended in a straightforward manner through increasing hidden units in the last layer to quantify the luminance from other angles if required. The high-level overview of the LumNet architecture is illustrated in Figure 4 and we highlight that due to relatively small size of our model, it can be directly deployed on resource-constrained devices (such as Raspberry-Pi) for efficient inference while preserving user’s privacy.

3.4 Transferring Learned Representations

It is been shown that the initial layers of a CNN learn generic features common to images, whereas, the final layers extract task-specific features [50]. To achieve knowledge transfer, we adopt two strategies. In the first scheme, we train the pre-trained model on the target dataset without freezing any layers and use a smaller learning rate for fine-tuning. Specifically, we pre-train LumNet on the KLED-2019 dataset, then train and evaluate it on the KLED-2020 dataset using the specifications mentioned in Section 4.2 and with a small learning rate of $5e^{-4}$. In the second scheme, we freeze all the layers of a pre-trained model except the last layer, then we train the model on the target dataset. Specifically, we pre-train LumNet on unlabeled data from the KLED-2019 dataset, freeze all the layers except the last, then train and evaluate it on labeled data from the KLED-2020 dataset, using the settings mentioned in Section 4.2 and a learning rate of $5e^{-3}$.

3.5 Self-Supervised Contrastive Learning

Self-supervised learning aims to learn general-purpose representation from unlabeled data through solving a auxiliary task for which the labels can be acquired from the data itself. The goal of solving the auxiliary task is to learn image representations, which can be useful in solving the downstream tasks of interest. The auxiliary task is also referred to as a pretext or surrogate task. Here, we use contrastive learning objective similar to MoCo [17] and SimCLR [6] to learn high-level representation from unannotated data as acquiring large amount of labeled (with luminance) instances is expensive and time-consuming in real-world setting. For contrastive learning, we use an instance discrimination [53, 63] approach, which seeks to learn image representations that capture similarities between related instances. Specifically, a given example, referred to as the query, is associated to
related samples, referred to as *positives* and separated from dissimilar samples referred to as *negatives* in the feature space. We use the InfoNCE loss \([39]\) to learn embeddings that capture such high-level similarities. This loss function maximizes the mutual information between examples (see \([39]\) for theoretical proof). The similarity between these samples is measured using the cosine similarity as recent work \([38]\), which is the dot product of their normalised vector representations. These vectors are K-dimensional and are defined for the query, positive and negative samples as \(v, v^+, \text{and } v^- \in \mathbb{R}^K\), respectively. Similar to Park et al. \([40]\), these vectors are normalized to prevent the latent space from expanding or collapsing. The computed dot products are scaled by a temperature parameter \(\tau\) which is set to 0.2 and the resulting scaled distances are used as logits which are fed to standard cross-entropy loss for optimizing network parameters, which is defined as follows for a batch of \(I\) samples:

\[
L(v, v^+, v^-) = -\log \left[ \frac{\exp(v \cdot v^+/\tau)}{\exp(v \cdot v^+/\tau) + \sum_i \exp(v \cdot v_i^-/\tau)} \right]
\]

Fig. 4. LumNet Architecture.(a) The ceiling-based HDR images are converted to PNG and cropped to remove the dark borders, before being fed into the model. The model output consists of estimated luminance values for each of the VVF positions depending on the dataset/task. (b) The deep convolutional neural network for learning to estimate luminance directly from ceiling-based images. Our model has low computational requirement for inference and it can be used on a resource constrained devices (e.g., Raspberry Pi) directly along with the HDR camera for estimating luminance.
Our pretext task can also be considered as a multi-class classification problem, where, the unlabeled data is annotated with pseudo-labels representing 3 classes. The similarity between the instances of the specified classes is measured using LUMNet in the embedding space. The classes are defined as clear, intermediate and overcast. They represent the sky conditions of the hour of the day on which the images were taken (in a mock-up office location), as determined by the Royal Netherlands Meteorological Institute (KNMI). The KNMI provides a cloud cover indicator (N), which is an integer between 1 and 9. This indicator is used to define the classes as: $N < 3 \Rightarrow$ clear, $3 \leq N < 8 \Rightarrow$ intermediate, $N = 8 \Rightarrow$ overcast, and $N = 9 \Rightarrow$ invisible sky condition. The invisible sky condition is not applicable in our setting because no image was taken under this cloud condition. The metadata of our utilized datasets (see section 4.1) contains timestamps for each of the image. These timestamps were attributed automatically by the Bee-Eye cameras when generating the images, therefore, it is possible to determine the day and time of the image capture. We use this information to map each image to one of the three pseudo-classes defined earlier, based on the hour of the day on which the image was taken. We opt for this strategy to generate examples (i.e., query and positive pairs) as opposed to utilizing data augmentation as in some recent self-supervised work [6, 17] since heavy input transformation could distort the lighting or other general-purpose features. Figure 5 provides a random sample of pre-processed images from the KLED-2019 dataset, each mapped to its respective class. Furthermore, for contrastive learning, we slightly alter the architecture of LUMNet by adding a global average pooling layer after the convolution blocks, to aggregate the features and reduce the number of parameters to learn. We train LUMNet model with the InfoNCE [39] loss with a batch size of 1000 with a learning rate of $5 e^{-4}$ for a maximum of 20 epochs. We sample mini-batches of (anchor, positive) pairs but do not perform explicit negative sampling as other examples in the batch act as negatives for a particular instance. Each pair (anchor and positive) is randomly chosen from one of the three classes mentioned above (clear, intermediate, overcast) and constitute the input to the network for optimizing the InfoNCE loss [39]. For initial assessment of the learned representations with a contrastive loss, we use an image retrieval task. Figure 6 shows the 10 nearest neighbor examples for each query image in decreasing order of similarity. It shows that the network learns high-level features relevant to distinguish instances based on different lighting conditions.

4 EXPERIMENTS

We demonstrate the performance of LUMNet when trained with labeled data on KLED-2020 and KLED-2019 datasets. We demonstrate that our learning based approach significantly improves upon the existing baselines in
Fig. 6. Assessment of contrastive learning with an image retrieval task. We evaluate the network’s capability in learning high-level features with self-supervised objective in a qualitative manner through a task of retrieving similar images from the dataset. For each randomly selected query image (on the left) we provide 10 nearest neighbor examples in decreasing order of similarity (in the embedding space) as provided by the LumNet model.

VVFDL estimations. We also show that LumNet generalizes well on unseen data, when fine-tuned end-to-end with transfer learning. Finally, we examine the performance of LumNet when pre-trained with unlabelled data with contrastive learning and using learned representations on downstream task through fine-tuning on labeled data.

4.1 Dataset and Pre-Processing
For learning to estimate user-experienced luminance from ceiling-based cameras. We use 2 datasets, namely, KLED-2020 and KLED-2019. These datasets contain coupled HDR images, in a resolution of 901 x 676 pixels, measured from a ceiling-based position and from multiple VVFs of the users. The important characteristics of the datasets are illustrated in Table 1. All measurements are conducted with identical luminance cameras referred to as the Bee-Eye [26]. The Bee-Eyes utilize a Raspberry Pi 3 Model B and a Raspberry Pi Camera Board version 2 and a miniature fish eye lens. Each HDR image is built, using hdrgen [62], on seven individual exposures ranging from 9µs to 2s. The ceiling-based cameras are placed at position C1 on the ceiling, as shown in Figure 7. Both datasets are collected in the same office environment as illustrated in Figure 7. The KLED-2020 contains three VVFs at a height of 1.2m in front of the desktop area. Additionally, these desktop areas are monitored by a ceiling-based Bee-Eye above the aisle with an orientation of 20° relative to the ceiling. The window opening with a height of 1.35m covers the entire west facade. The second dataset, KLED-2019, has 2 VVFs with a ceiling-based Bee-Eye directly above the desktops. The west facade was covered completely by a window with a height of 1.9m. The images in each dataset were captured at 10 minutes interval from 5:30 to 22:00 for the KLED-2020 dataset, and from 8:30 to 12:00, and 13:00 to 16:30 for the KLED-2019 dataset. Based on the R, G and B values of the HDR images the luminance (L) is calculated for each individual pixel as \( L = \alpha \times R + \beta \times G + \gamma \times B \), where \( \alpha = 0.2125 \), \( \beta = 0.7125 \), and \( \gamma = 0.0721 \). Subsequently, the desktop luminance was extracted for each individual Bee-Eye relative to the VVFs by gathering and averaging the luminance value of the respective pixels. We mask out parts of the image such that only the desktop area for the desired position is visible, following [28].
Table 1. Key characteristics of the datasets.

<table>
<thead>
<tr>
<th></th>
<th>KLED-2020 [28]</th>
<th>KLED-2019 [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collection Time</td>
<td>5:30 to 22:00</td>
<td>8:30 to 12:00, 13:00 to 16:30</td>
</tr>
<tr>
<td>Interval</td>
<td>10 minutes</td>
<td>10 minutes</td>
</tr>
<tr>
<td>Resolution</td>
<td>901 × 676</td>
<td>901 × 676</td>
</tr>
<tr>
<td>Ceiling-based positions</td>
<td>C1</td>
<td>C1</td>
</tr>
<tr>
<td>Orientation ceiling-based</td>
<td>20°</td>
<td>90°</td>
</tr>
<tr>
<td>Vertical visual field positions</td>
<td>VVF1, VVF2, VVF3</td>
<td>VVF2, VVF3</td>
</tr>
<tr>
<td>Total HDR images</td>
<td>1604</td>
<td>4416</td>
</tr>
</tbody>
</table>

4.2 Network Training and Optimization Details

We train LumNet for 100 epochs using the Adam optimizer[20] with a learning rate of $5e^{-4}$, and the binary cross-entropy loss function. This loss function has been shown in [7] to be suitable for training autoencoders on image data, where the pixel values are normalised within the range $[0, 1]$. It is therefore a suitable option for training LumNet, given that the sigmoid activation function in the output layer of LumNet restricts the output within a range of $[0, 1]$. The Min-Max normalisation [42] is also applied, to scale the luminance values within the range $[0, 1]$ to be compatible with network output. The use of the binary cross-entropy loss also resulted in a better performance than other loss functions, namely, mean squared error (MSE), mean absolute error (MAE), and Huber loss [33] that we explored earlier. In order to estimate the model performance, we use 10-folds cross-validation. The dataset is randomly split into a training set (80%) and a validation set (20%), for each fold. It reduces the risk of overfitting and selection bias, given that LumNet is trained and tested using different subsets of each dataset. For the KLED-2020 dataset, 361 training samples and 40 testing samples are used. For the KLED-2019 dataset, 1325 training samples and 147 testing samples are used. We report the RMSE score averaged over 10-folds.

4.3 Baseline Computation

The baseline for the KLED-2020 dataset is determined by computing the average desktop luminance for each of the 3 user positions (VVF1, VVF2 and VVF3) from their corresponding ceiling image. The ceiling-based average luminance ($L_{cei}$) is then used to estimate the eye-level average luminance through $L_{eye} = a \cdot L_{cei} + b$ where $a$ and $b$ are obtained from Model B as described by Kruisselbrink et al.[28]. The Model B is a linear model which is based on multiple luminance measurements for user positions in a mock-up office space. It uses the earlier mentioned formulation together with values for constants $a$ and $b$ which could be used to estimate luminance at a level of desktop, monitor, 40°luminance band (B40 luminance) and retinal [28]. The estimated average desktop luminance values are used as baselines to LumNet predictions. Similarly, the baseline for the KLED-2019 dataset is determined by computing the ceiling-based average desktop luminance for both the VVF2 and VVF3 user positions from their corresponding ceiling image. The eye level luminance is then estimated with a calibration factor $k$ as $L_{eye} = k \cdot L_{cei}$.

4.4 Results

We evaluate our approach for estimating the VVFDL using both supervised and self-supervised learning. In each experiment, LumNet is trained with 10-fold cross-validation and the mean RMSE score over the 10-folds is reported along with the standard deviation. Cross-validation was only relevant for obtaining the results of LumNet’s performance, and not the baseline results, because the baseline results are fixed, as explained in Section 4.3. There
we are not reporting standard deviation values for the baseline results. In our supervised learning approach, \texttt{LumNet} is trained on labeled instances from the KLED-2019 and KLED-2020 datasets, respectively. As shown in Table 2, the results indicate a superior performance of \texttt{LumNet} over the baseline, with an overall improvement.
Table 2. Comparison of LumNet with domain-knowledge driven baseline for luminance estimation. RMSE scores of the proposed model are averaged over 10-folds along with their corresponding standard deviation values.

<table>
<thead>
<tr>
<th>VVF Position</th>
<th>KLED-2019</th>
<th>KLED-2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>VVF₂</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>26.48</td>
<td>51.23</td>
</tr>
<tr>
<td>LumNet</td>
<td>7.74 ± 3.11</td>
<td>14.47 ± 3.37</td>
</tr>
<tr>
<td>VVF₃</td>
<td>318.71</td>
<td>135.62 ± 111.74</td>
</tr>
<tr>
<td>Baseline</td>
<td>21.15</td>
<td>10.27 ± 6.60</td>
</tr>
<tr>
<td>LumNet</td>
<td>16.34 ± 8.14</td>
<td></td>
</tr>
</tbody>
</table>

of 38.5% for the KLED-2020 and 71.3% for the KLED-2019. It indicates that our approach is able to estimate the VVFDL with a greater precision through directly learning from raw labeled data as compared to the existing domain-knowledge based approach. The results in Table 2 also show a high standard deviation from the mean for some VVF positions, such as the VVF₁ position of the KLED-2020, it could be due to the presence of outliers in the dataset, as also observed by Kruisselbrink et al. [28].

Table 3. Evaluating Knowledge Transferability. We pre-train LumNet on the KLED-2019 and fine-tune it on subsets of various sizes of KLED-2020 to determine how well the learned representations transfer across different environmental settings and percentage of labeled data.

<table>
<thead>
<tr>
<th>Training sample size (%)</th>
<th>RMSE (cd/m²) per VVF position</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VVF₁</td>
</tr>
<tr>
<td>Baseline</td>
<td>318.71</td>
</tr>
<tr>
<td>LumNet</td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>447.38 ± 334.30</td>
</tr>
<tr>
<td>10%</td>
<td>251.49 ± 202.31</td>
</tr>
<tr>
<td>20%</td>
<td>209.15 ± 160.80</td>
</tr>
<tr>
<td>40%</td>
<td>164.67 ± 157.46</td>
</tr>
<tr>
<td>80%</td>
<td>188.27 ± 188.37</td>
</tr>
<tr>
<td>100%</td>
<td>157.43 ± 147.01</td>
</tr>
</tbody>
</table>

We also examine LumNet’s ability to generalize when fine-tuned on out-of-domain (unseen) data, through leveraging transfer learning. LumNet is pre-trained on the KLED-2019 dataset and it is fine-tuned on subsets of the KLED-2020, with a small learning rate of 5e⁻⁴. These subsets represent percentages of the training samples available for learning the model after splitting the dataset during cross-validation. It is important to note that these percentages are not applied to the test samples. In order to utilize earlier learned representation, we re-purpose the pre-trained model by replacing an existing output layer with a randomly initialized layer that contains 3 hidden units to produce luminance values corresponding to the VVF₁, VVF₂ and VVF₃ positions, respectively. We fine-tune the repurposed model with a small learning rate for 100 epochs, to ensure that the pre-trained features from the KLED-2019 are gradually adapted to the KLED-2020 and the weights are slowly updated. As shown in Table 3, the results demonstrate an improvement over the baseline, for subsets as small as 10% of the training samples, which represents just 36 ceiling-based images. It clearly highlights the effectiveness of LumNet representations that they generalize well across dataset.

We verify the effectiveness of our self-supervised approach by evaluating the performance on an downstream task of lumiance estimation when LumNet is pre-trained with unlabeled data using a contrastive objective.
LumNet is pre-trained with ceiling-based images of the KLED-2019, without annotations, and the learned features are transferred unto labeled subsets of the KLED-2020. Similarly, in order to achieve this, we repurpose the pre-trained model through replacing the output layer of contrastive model with a randomly initialized layer that contains 3 hidden units to produce luminance values corresponding to the VVF₁, VVF₂ and VVF₃ positions, respectively. We freeze the convolution base (or encoder), that is, all the layers before a fully connected layer (see Figure 4) and train a linear regression layer on top of the frozen network with a learning rate of $10^{-3}$, for 100 epochs. In this way, we use the pre-trained model as a fixed feature extraction mechanism, given that the utilized dataset is limited in size. As shown in Table 4, the results show an improvement over the baseline for larger subset sizes, such as 100% of the samples (361 samples), for the VVF₁ and VVF₂ positions. It indicates that LumNet is able to estimate the VVFDL on the KLED-2020 with a reasonable performance through effectively leveraging self-supervised learning.

The results in Table 4 also highlight a better performance of LumNet when trained with self-supervised learning, as compared to supervised learning. It is expected, given that our model learns meaningful representations from the KLED-2019 dataset, when solving the contrastive pretext task. Likewise, the learned features from the KLED-2019 are found to be highly generalizable when a linear layer is added on-top of LumNet’s encoder for learning to estimate the luminance on the KLED-2020, as the encoder or convolutional base layers are frozen. In this case, the self-supervised model improves the estimation as compared to their supervised counterparts for subsets as small as 5% of the training samples, which represents just 18 ceiling-based images. Concretely, if the ceiling-based images are collected with 10 minutes interval such as in [27, 28], a maximum of 3 hours would be needed for an adaptive lighting control system to capture 18 ceiling-based images and make use of the pre-trained LumNet with our self-supervised approach which is several folds efficient than collecting and labeling large dataset. Furthermore, the performance of LumNet is also evaluated when it is pre-trained on unlabeled examples from the KLED-2019 with contrastive learning, and trained on a downstream task of luminance estimation with labeled subsets of the same dataset. It is achieved through freezing the initial 2 convolution layers of the pre-trained model and fine-tuning the rest with a learning rate of $5\times10^{-4}$, for 100 epochs. As shown in Table 5, we see an improvement over the baseline for larger subset sizes, such as 100% of the samples (361 samples), and an improvement over the results of training LumNet directly with labeled data. It is also expected, as contrastive models effectively learns general-purpose representations from unlabeled data.

Finally, given that the KLED-2020 dataset is limited in size, we examined the performance of LumNet when trained with data augmentation. It is a crucial approach for effectively learning deep models and improving their generalization capability while reducing overfitting. Here, we set brightness values in the range $[0.2, 1.0]$, where
Table 5. Generalization of the self-supervised learned features under low-data regime. The LumNet is pre-trained on unlabeled instances of KLED-2019 with a contrastive loss and initial layers are frozen for learning downstream task of luminance estimation with varying percentages of labeled instances from the KLED-2019.

<table>
<thead>
<tr>
<th>Training sample size (%)</th>
<th>RMSE (cd/m²) per VVF position</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-supervised learning</td>
</tr>
<tr>
<td></td>
<td>Supervised learning</td>
</tr>
<tr>
<td>VVF₂</td>
<td>VVF₃</td>
</tr>
<tr>
<td>VVF₃</td>
<td>VVF₂</td>
</tr>
<tr>
<td>VVF₃</td>
<td>VVF₂</td>
</tr>
</tbody>
</table>

LumNet

<table>
<thead>
<tr>
<th>%</th>
<th>RMSE (cd/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>28.31 ± 9.76</td>
</tr>
<tr>
<td>10%</td>
<td>18.85 ± 6.62</td>
</tr>
<tr>
<td>20%</td>
<td>17.61 ± 7.45</td>
</tr>
<tr>
<td>40%</td>
<td>9.65 ± 3.27</td>
</tr>
<tr>
<td>80%</td>
<td>6.91 ± 1.49</td>
</tr>
<tr>
<td>100%</td>
<td>6.24 ± 1.81</td>
</tr>
</tbody>
</table>

Table 6. Effectiveness of data augmentation for luminance estimation models on KLED-2020. We utilize four input transformations which includes brightness in a range of [0.2, 1.0], vertical and horizontal (V. & H.) shifts of 10% and 20%, as well as Gaussian blur with radius (r) 5 and 10.

<table>
<thead>
<tr>
<th>Operation</th>
<th>RMSE (cd/m²) per VVF position</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VVF₁</td>
</tr>
<tr>
<td></td>
<td>VVF₂</td>
</tr>
<tr>
<td></td>
<td>VVF₃</td>
</tr>
<tr>
<td>Baseline —</td>
<td>318.71</td>
</tr>
<tr>
<td>Brightness</td>
<td>227.65 ± 201.17</td>
</tr>
<tr>
<td>Shift (10%)</td>
<td>194.73 ± 142.08</td>
</tr>
<tr>
<td>Shift (20%)</td>
<td>251.84 ± 184.64</td>
</tr>
<tr>
<td>Blur (r = 05)</td>
<td>208.72 ± 215.52</td>
</tr>
<tr>
<td>Blur (r = 10)</td>
<td>292.95 ± 280.94</td>
</tr>
</tbody>
</table>

these values represent percentages of the actual image brightness. Similarly, the Gaussian blur augmentation is also applied, with radius values of 5 and 10. We also utilize vertical and horizontal shift transformation, where the images are randomly shifted vertically and horizontally by 10% and 20% of their original height and width, respectively. The results are presented in Table 6. We observe an improvement over the baseline in each of these experiments, for the VVF₁ and VVF₂ positions, but no significant improvement over the results without augmentation of Table 2. It could be an indication that the augmented images do not exactly reflect the original images and severely drifts from the actual data distribution and other techniques like AutoAugment [8] could be utilized to learn data-specific augmentations that improves estimation.

5 DISCUSSION

It can be seen from the experimental results that LumNet achieves a better performance than a domain-knowledge driven baseline, when it is trained directly on labeled samples of the KLED-2019 and KLED-2020 datasets, as indicated by the lower RMSE score. This also holds when LumNet is pre-trained on either of the datasets and fine-tuned on large subsets of the training examples of the other dataset, using transfer learning. Here, we either freeze the entire convolution base of the pre-trained model and extract features from the penultimate layer as the
source and target domain datasets are similar and it reduces the risk of overfitting or we fine-tune the entire network end-to-end with a smaller learning rate which improves the performance even further because the weights are slowly updated. Moreover, we notice that utilizing transfer learning results in a faster convergence and better generalization while greatly reducing the time required for learning. We believe this is beneficial when deploying and using LumNet in indoor spaces directly on-device. Similarly, our self-supervised contrastive learning approach provides a systematic way to incorporate unlabeled data in the learning process which is generally abundant in real-world. Our method achieves significant performance improvement with low-labeled data, which indicates that the contrastive network learns widely useful features. We note that it would be handy in practical situations where data annotation is expensive and time-consuming.

As with other deep learning tasks, a major challenge with the luminance estimation task is the low availability of labeled data, given that labeled data is tedious and costly to obtain in real-life scenarios. LumNet tackles this using our SSL approach. Our SSL approach is able to achieve a better performance than the baseline because LumNet learns valuable image representations when pre-trained with unlabeled data, using the approach described in Section 3.5. Another challenge with the luminance estimation task is to improve the performance by minimizing the RMSE score. We observe that training LumNet with normalized luminance values, using the min-max normalization together with the binary cross-entropy loss, results in a better performance than the standard normalization or no normalization. Such performance is expected, given that the output is scaled within the range \([0, 1]\), and can become relatively easier for the network to quantify as compared to unscaled values of arbitrary range. It is also suitable for the sigmoid activation function, which is used in the output layer of the network. Furthermore, we notice that training LumNet on the KLED-2020 dataset with data augmentation does not improve the performance. This is unexpected, given that data augmentation generally enables the model to generalize better and prevents overfitting. However, the low performance indicates that the augmented examples do not reflect the original samples and hence, negatively affect the learning process. It could also be due to the choice of the factors or ranges used in the augmentation methods. We believe that leveraging techniques that automatically discover optimal augmentation strategies during learning could be beneficial to discover useful augmentations and corresponding factors to improve generalization. Such a technique is proposed in AutoAugment [8], to automatically search and apply the best data augmentation operations, such as rotation and translation, on the images.

Low dynamic range (LDR) images such as PNG images, typically have a 24-bits encoding, 8-bits for each of the R, G, and B color channels [13]. This results in a range of \([0, 255]\) intensity levels for each channel of a pixel. However, this encoding is not suitable to contain the dynamic range of natural scenes in the real world, as this dynamic range would require far more than 256 intensity levels [13]. An HDR image of a scene is generated by fusing multiple LDR exposure photographs of the scene to capture its wide luminance range [18]. Our conversion of HDR images to PNG therefore results in some loss of data, given that the RGB channels of each pixel of the resulting PNG image are limited to integers in the range \([0, 255]\), unlike the floating point representation of HDR pixel values. While LumNet is trained with labeled data including luminance values computed from the floating-point pixel values of the ceiling-based HDR images, the actual images which are passed as input to the model, are converted to PNG. We believe the neural network can achieve a better performance if trained with the original HDR images.

6 CONCLUSION

In this paper, we present LumNet, a deep neural network for estimating desktop luminance based on deep convolutional neural network that can be incorporated in adaptive lighting control systems. LumNet learns visual representations from ceiling-based images and predicts the average desktop luminance as experienced by the user in a real-world setting. Our approach achieves a better performance than prior methods based on
domain-knowledge in estimating luminance, when trained on labeled datasets, namely the KLED-2019 and KLED-2020. In particular, our experiments show an overall improvement of 38.5% for the KLED-2020 and 71.3% for the KLED-2019, on average, across all VVF positions, as compared to baseline results. We also propose a self-supervised contrastive learning approach to learn image features from unlabeled data and use it in a downstream task with a transfer learning. We demonstrate that self-supervised pre-training significantly reduces the labeled data requirement and even with 20% annotated data our model achieves a RMSE of 44.97 cd/m² for the VVF3 position of the KLED-2019 dataset, which is lower than the baseline using entire labeled data. Likewise, LumNet’s performance improves when augmented and non-augmented data are utilized together during the learning phase, and it helps the model to generalize well on out-of-domain data in transfer learning. Given that luminance metrics are closely related to human subjective preferences, the soundness of the results with LumNet could be further verified with a user study. Therefore, for future work, we recommend a study in living or working spaces with users to compare the model performance in estimating their visual performance and adapting lighting to match human subjective experience. Furthermore, the LumNet model can be deployed locally on a resource constrained device used to capture the ceiling-based images to ensure that users’ privacy is preserved.
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