A self-organizing policy for vehicle dispatching in public transit systems with multiple lines
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\textbf{A B S T R A C T}

In this paper, we propose and analyze an online, decentralized policy for dispatching vehicles in a multi-line public transit system. In the policy, vehicles arriving at a terminal station are assigned to the lines starting at the station in a round-robin fashion. Departure times are selected to minimize deviations from a certain target headway. We prove that this policy is self-organizing: given that there is a sufficient number of available vehicles, a timetable spontaneously emerges that meets the target headway of every line. Moreover, in case one of the vehicles breaks down, the remaining vehicles automatically redistribute over the network to re-establish such a timetable. We present both theoretical and numerical results on the time until a stable state is reached and on how quickly the system recovers after the breakdown of a vehicle. Experiments on three real-world transit systems show that our policy performs well, even if not all assumptions required for the theoretical analysis are met: if there are enough vehicles, the realized headways are typically close to the target headways. These promising results suggest that our self-organizing policy could be useful in situations where centralized dispatching is impractical or simply impossible due to an abundance of disruptions or the absence of information systems.

1. Introduction

\textit{Self-organizing} strategies are a promising concept to increase the resilience of urban public transit systems. In such a strategy, the concept of a schedule or timetable is abandoned and instead, departure times and/or destinations of vehicles are determined locally at stations according to an easy-to-implement policy. In the absence of perturbations, an adequate self-organizing policy causes the system to converge to some preferable state, typically a periodic repetition of services with constant headways (the time between consecutive services). As a result, the impact of disruptions always dies out spontaneously, without intervention by a central control authority. In this paper, we propose and analyze an easy-to-implement decentralized policy for dispatching vehicles in a multi-line public transit system and prove the resulting system exhibits self-organizing behavior.

There are multiple advantages of self-organizing strategies over centralized approaches to dispatch vehicles. First of all, a self-organizing strategy completely eliminates any need for the public transit operator to constantly track the vehicles, monitor schedule adherence and adjust schedules in case of disruptions. Given the cost and effort that comes with applying centralized control through a decision support system, avoiding the need for such a system altogether can be an attractive alternative, especially for smaller operators, operators in developing countries or for services that are only operated on an incidental basis, for example to replace
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disrupted train lines. Secondly, centralized control requires communication between the vehicles or local dispatchers and a central control center, where dispatching decisions are made. This process, involving communication, determining a new schedule and coordination, can be time consuming and prone to errors. Especially if rescheduling needs to be performed frequently, for example because congestion causes travel times to be highly volatile, this can be cumbersome. Moreover, public transit systems and railway systems in particular may suffer from out-of-control situations, where extreme events such as power outages or blizzards result in largely disrupted operations (Dekker et al., 2021; Van Lieshout et al., 2020). In such situations, centralized rescheduling approaches are ineffective due to the sheer size of the disruptions and a lack of complete information available at the central control center. In contrast, a self-organizing strategy is typically easy and very fast to apply in all situations, without requiring communication or even the use of a computer. A self-organizing strategy could also serve as a back-up plan: operators may want to apply centralized control as a default and switch to the self-organizing approach when disruptions make it too complex to manage the system centrally. Of course a disadvantage of the self-organizing approach is that passengers cannot rely on a schedule to plan their trips. Therefore, this approach is most suited for urban high-frequency networks, as passengers tend to arrive approximately uniformly if the headway is smaller than 10 min, despite a schedule being available (Fan and Machemehl, 2009).

The self-organizing approach has already been introduced in the context of public transit by Bartholdi and Eisenstein (2012), who developed a simple rule for holding buses at a control point to reduce headway variation (variation in the time between consecutive services) and prevent bus bunching. The authors show analytically that for the case with a single circular line, as long as there are no perturbations, under their policy any starting position will converge to some fixed point where the headways between all vehicles are equal. Note that this directly implies that whenever there is a perturbation, the headways will automatically self-equalize after some time. Even when one of the vehicles breaks down, a new system headway will naturally emerge. This approach was later extended by Liang et al. (2016) and Zhang and Lo (2018), who consider both the backward headway and the forward headway when deciding how long a vehicle should wait at a control point.

In this paper, we extend the literature on self-organizing dispatching strategies by considering more complex public transit networks. Specifically, we consider networks consisting of multiple lines, with the condition that all lines have the same target headway. In such a system, when a vehicle reaches a terminal station of a line one not only needs to decide when to depart again, but also which line to perform. For this problem, we propose and theoretically analyze an easy-to-implement decentralized dispatching policy. In our policy, every terminal station maintains a fixed cyclic ordering of its outgoing lines and keeps track of the most recent departure times of these lines. Vehicles arriving at the station are assigned to the outgoing lines in round-robin fashion, that is, a vehicle is assigned to each line in turn according to the fixed ordering. The departure times of vehicles are chosen such that deviations from the target headway are minimized.

Our policy can be viewed as a generalization of the rotor-router model, originally introduced by Priezzhev et al. (1996). In the rotor-router model, one or more agents move over a graph at discrete and synchronous steps. Nodes propagate agents over the network in round-robin fashion, similar to our policy. The main difference between our policy and the rotor-router model is that our policy uses the concept of a target headway, sometimes instructing vehicles to wait in order to meet the target headway. Furthermore, we also allow lines to have different travel times, while in the rotor-router model it always takes one time unit until to traverse an edge. These two differences completely change the dynamics of the system, such that the properties of our policy cannot be derived from known results in the rotor-router literature.

Our main theoretical contribution is that we prove that our policy is self-organizing, leading to emergent behavior. Once converged, the decentralized policy matches the performance that can be achieved under centralized control. As long as the number of vehicles is large enough to perform a schedule meeting the target headways, our policy guarantees convergence to such a schedule. This result holds regardless of the initial locations of the vehicles. As a consequence, even when one of the vehicles breaks down or a bus returns to the depot at the end of the driver’s shift, the remaining vehicles spontaneously redistribute over the network to again meet the target headway of all lines. In case the number of vehicles is not sufficient to meet the target headways using a centralized approach, we prove that our policy keeps the headways, on average, as small as possible given the number of available vehicles. We also derive upper bounds on the largest headway that can occur and the stabilization time. Finally, we also show that the assumption of the common target headway is crucial to our analysis. If target headways are different, matching the performance of centralized control is equivalent to solving an NP-complete problem. Therefore, there does not exist a policy that requires no more than the optimal number of vehicles and is guaranteed to stabilize within polynomial time (unless P=NP).

Besides a theoretical analysis, we also assess the practical performance of our policy in numerical experiments. We show that after a vehicle breakdown, the target headway is restored quickly, especially when there is more than one spare vehicle available. In other experiments, we analyze the impact of relaxing the assumptions that are required for the theoretical results. We find that the performance of the policy degrades if the target headways are different or time varying or the travel times are stochastic, but this can be compensated by having some buffer in the system in terms of the number of available vehicles. Experiments on the transit systems of the cities of Göttingen, Amersfoort and The Hague support the conclusion that a relatively small buffer is sufficient for attaining good performance.

The remainder of this paper is structured as follows. In Section 2, we describe the problem setting and explain the policy. In Section 3, we discuss related literature. In Section 4, we theoretically analyze the performance of the policy. In Section 5, we discuss the results of a series of experiments that illustrate the practical performance of the policy. Finally, we conclude the paper in Section 6.
Fig. 1. Illustration of the problem setting. Travel times are symmetric and given in minutes.

2. The policy

2.1. Problem setting and notation

We represent the public transit system by a directed network $G = (S, L)$, where $S$ is the set of terminal stations and $L$ the set of lines. The intermediate stations are not relevant for our policy and therefore not included in the network. We assume that the network is symmetric, such that for every line $(s \rightarrow s') \in L$, the reverse line $(s' \rightarrow s)$ is also an element of $L$. Furthermore, we assume that $G$ is connected (otherwise the connected components can be considered separately). For line $l = (s, s') \in L$, the time between a departure of a vehicle at $s$ and its arrival at the other terminal station $s'$ is referred to as the travel time of line $l$ and denoted by $t_l$. We allow for asymmetric travel times, so the travel time of a line and its reverse line are not required to be equal.

Every line has the same target headway, which we denote as $H$. In other words, the goal is to operate each line every $H$ time units. We assume that all travel times and $H$ are integer. Fractional inputs can be converted into integers by scaling. We let $\delta^+(s)$ and $\delta^-(s)$ and denote the set of lines originating and terminating at $s \in S$, respectively.

We assume there is a fixed number of vehicles available in the system, which we denote as $n$. At the moment of initialization, all vehicles are at stations. Vehicles are allowed to switch between lines at the terminal stations, but are not allowed to deadhead (drive without passengers). Therefore, after a vehicle performs line $(s \rightarrow s')$, the next line the vehicle is assigned to must be an element of $\delta^+(s')$. To meet all the target headways, one needs at least $n^*$ vehicles, with

$$n^* = \frac{\sum_{l \in L} t_l}{H}.$$ 

In general, $n^*$ may be fractional, so it can be rounded up to the next integer to obtain a stronger bound. Furthermore, this bound on the number of required vehicles does not depend on whether the system is operated using a centralized or a decentralized approach. Although operators will naturally choose a target headway that is feasible given their fleet size, we consider both the case where $n \geq n^*$ and where $n < n^*$, as the latter may be relevant when there is a breakdown of a vehicle or travel times are longer than anticipated.

A visual illustration of the problem setting is provided in Fig. 1, depicting a network of four stations, four lines and four vehicles. In this example, $n^* = 3.8$, so at least four vehicles are necessary to meet the target headways.

2.2. Policy definition

We now propose a policy for dispatching vehicles at a terminal station. The policy determines the next line and the next departure time of a vehicle arriving at a terminal station. In the policy, the lines starting at a terminal station are selected in round-robin fashion, according to a fixed (but arbitrary) cyclic order. Departure times are based on the previous departure times of the lines, which are assumed to be known at the station. The departure time is taken to be the maximum of the target departure time, which is equal to the sum of the previous departure time and the target headway, and the current time (as it is not possible to depart in the past). Note that any minimum required time between services can be incorporated in the definition of the travel times, so we assume without loss of generality that an arriving vehicle can depart immediately.

As an example, suppose a vehicle arrives at station $s_2$ from Fig. 1 at 9:10. The upper part of Table 1 displays the relevant information at $s_2$ at this time, indicating which line should be performed next, the previous departure times of the lines starting at $s_2$ and the target departure times. Our policy assigns the arriving vehicle to line $(s_2 \rightarrow s_4)$, as it is indicated that this line should be performed next. Naturally, the previous departure time of this line is also the longest ago. As the target departure time has already passed, the departure time is set at 9:10. The lower part of Table 1 shows the updated information after the departure. Note that the target departure time of line $(s_2 \rightarrow s_4)$ is now equal to 9:40, as it is only based on the most recent departure time. Suppose that the next arrival occurs at time 9:15. The policy assigns the arriving vehicle to line $(s_2 \rightarrow s_3)$. As the target departure time of line $(s_2 \rightarrow s_3)$ is 9:20, the policy instructs the vehicle to wait for 5 min and depart exactly at 9:20.

For a formal definition of the policy, let us (arbitrarily) order the lines starting at station $s \in S$ as $l_1', l_2', \ldots, l_{\delta^+(s)}'$ representing the cyclic order in which the lines from this station are performed. Let $l_{\text{next}}' \in \delta^+(s)$ denote the next line to be performed from
Table 1
The state at station $s_2$ at two different time instants.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_2 \rightarrow s_1$</td>
<td>8:50</td>
<td>9:20</td>
<td></td>
</tr>
<tr>
<td>$s_2 \rightarrow s_3$</td>
<td>9:00</td>
<td>9:30</td>
<td></td>
</tr>
<tr>
<td>$s_2 \rightarrow s_4$</td>
<td>8:35</td>
<td>9:05</td>
<td></td>
</tr>
</tbody>
</table>

Current time: $t = 9:15$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_2 \rightarrow s_1$</td>
<td>8:50</td>
<td>9:20</td>
<td></td>
</tr>
<tr>
<td>$s_2 \rightarrow s_3$</td>
<td>9:00</td>
<td>9:30</td>
<td></td>
</tr>
<tr>
<td>$s_2 \rightarrow s_4$</td>
<td>9:10</td>
<td>9:40</td>
<td></td>
</tr>
</tbody>
</table>

station $s$ and let $\tau_l$ denote the current target departure time of line $l$ (at initialization, all target departure times are 0 and $l^t_{\text{next}} = l^t_l$).

Suppose at time $t_{\text{now}}$, a vehicle arrives at station $s$ and $l^t_{\text{next}} = l^t_l$. Our policy assigns the arriving vehicle to line $l^t_l$ and schedules it at time $t' = \max\{\tau_l^t, t_{\text{now}}\}$. Next, the policy updates the target departure time of the selected line:

$$\tau_l^t \leftarrow t' + H.$$

Finally, the policy updates $l^t_{\text{next}}$ according to the order of the lines:

$$l^t_{\text{next}} \leftarrow l^t_m \mod |\delta| + l^t_l.$$

3. Related literature

3.1. Self-organizing approaches in public transit

Bartholdi and Eisenstein (2012) were the first to introduce the concept of self-organization or self-coordination in the field of public transit scheduling. In their approach a vehicle is delayed at a control point by a time proportional to the headway to the trailing vehicle. The authors prove that for the case with a single circular line, this policy ensures that all headways self-equalize over time, regardless of the initial locations of the vehicles. This approach has been extended by Liang et al. (2016) and Zhang and Lo (2018), who consider both the backward headway and the forward headway when computing how long a vehicle should be delayed, resulting in a faster convergence rate. Zhang and Lo (2018) also provide theoretical evidence that the headway variation remains limited under stochastic travel times. However, only single-line systems are considered in these papers.

3.2. Multi-line control

For multi-line systems, the approach of Argote-Cabanero et al. (2015) is closest to our work. In this study, the authors propose an adaptive control rule for holding, accelerating and decelerating vehicles with the aim to adhere to the schedule as well as possible. However, the possibility to dynamically switch lines after a vehicle reaches a terminal station is not considered. Furthermore, this approach requires the specification of a target schedule and a number of functions and parameters. In contrast, our approach does explicitly allow vehicles to change lines in order to better spread vehicles over the network and only requires the specification of a target headway, making the policy easier to implement. Other papers focusing on multi-line systems, such as Hernández et al. (2015) and Petit et al. (2019), consider centralized optimization based approaches to reduce bus bunching, as opposed to applying a local decision rule.

3.3. Rotor-router systems

Our policy can be viewed as a generalization of the rotor-router model, which was originally introduced in Priezzhev et al. (1996) as the deterministic counterpart of a random walk on a graph. In the random walk on a graph, one or more agents move over a graph at discrete and synchronous steps. The next edge to be traversed by an agent is selected randomly from the set of incident edges of the current node where the agent is located (Lovász, 1993). In the rotor-router model, a node does not send agents visiting it to a random neighbor, but instead selects the incident edges in round-robin fashion. That is, every node in the graph maintains a cyclic ordering of its incident edges and has a pointer indicating the next edge to be traversed by an entering agent. Whenever an agent enters a node, the pointer is advanced to the next edge in the cyclic ordering.

As our policy assigns arriving vehicles at a station to lines in a round-robin fashion, it is similar to the rotor-router system. On the other hand, in the rotor-router model it takes one time step to traverse an edge, whereas in our case a line can have any positive integer valued travel time. Moreover, our policy sometimes instructs to hold a vehicle at a station to meet the target headway, where agents in the rotor-router model move in every time step. However, we will see that some of the results for the rotor-router model also hold for our policy.
For the rotor-router system, a number of relevant results have been established. When there is only one agent, Priezzhev et al. (1996) proves for the rotor-router mechanism that after a sufficiently long time, the agent gets locked-in in a cycle where every edge is traversed exactly once in both directions. Yanovski et al. (2003) and Bampas et al. (2009) show that the lock-in time is bounded by $2mD$, where $m$ is the number of edges in the graph and $D$ the diameter of the graph. The ability of the system to recover from, for example, edge deletions (corresponding to the removal of lines in a transit network) is investigated in Bampas et al. (2017). For the case with multiple agents, Wagner et al. (1999) prove that the difference in the number of traversals of two edges cannot grow unbounded. Yanovski et al. (2003) present a stronger bound for the maximum difference between the number of traversals of two edges and also prove that a rotor-router system with multiple agents converges to a periodic motion. Chalopin et al. (2015) provide a further analysis of the limit behavior of the multi-agent rotor router system, and show that unlike the case with one agent the duration of the periodic motion (so the time until the system returns to the same state) can be superpolynomial in the number of edges. Finally, Dereniowski et al. (2016) prove that the time it takes until all edges are traversed with $k$ agents is at least $\log(k)$ times shorter than with one agent.

4. Theoretical analysis

In this section, we analyze the emerging behavior of the system in case all vehicles are scheduled according to the proposed policy. First, we investigate whether the policy serves all lines in a fair or balanced manner, as preferably each line should have approximately the same number of departures. Secondly, we analyze the long run behavior of the system and investigate whether the target headway of every line is met. Thirdly, we provide worst case results on the maximum headway that can occur under the policy and the time it can take before the system reaches a stable state. We conclude this section with a discussion regarding the performance of the policy in case there is no common target headway of all lines.

4.1. Balanced services

We first analyze the extent to which our policy leads to a balanced service of all lines. Ideally, at any point in time, every line should have approximately the same number of departures. Formally, let $f(s \to s')$ denote the number of departures of line $(s \to s') \in \mathcal{L}$ up to time $t$. The lemmas and theorems that we prove hold for any $t$. Hence, for readability, we omit the index $t$. In this section, the goal is to show that the difference between $f(s_1 \to s'_1)$ and $f(s_2 \to s'_2)$ is bounded for two arbitrary lines $(s_1 \to s'_1), (s_2 \to s'_2) \in \mathcal{L}$.

As the policy serves lines in a round-robin fashion, for two lines $(s \to s')$ and $(s \to s'')$ originating at the same station, it holds that $|f(s \to s') - f(s \to s'')| \leq 1$. The first part of our analysis only depends on this property of our policy. Because this property is shared with the rotor-router system, we apply a similar analysis as presented by Yanovski et al. (2003).

Let $S_1, S_2$ be a partition of the set of all stations. Then, we define $f(S_1 \to S_2)$ as the number of times lines starting in $S_1$ and ending in $S_2$ have been performed up to some time $t$ (again we omit the index $t$). We also refer to $f(S_1 \to S_2)$ as the flow from $S_1$ to $S_2$. As it holds for every of the $n$ vehicles that it is impossible to cross from $S_1$ to $S_2$ twice, without crossing back from $S_2$ to $S_1$, we can make the following observation (first made by Wagner et al. (1999)).

**Observation 1.** For a partition $S_1, S_2$ of the set of stations, it holds that $f(S_1 \to S_2) - f(S_2 \to S_1) \leq n$.

Using **Observation 1**, it is possible to prove **Lemma 2**, which gives an upper bound on the difference between the number of times a line and its reverse line are performed.

**Lemma 2.** For every line $(s \to s') \in \mathcal{L}$, it holds that $|f(s \to s') - f(s' \to s)| \leq n$.

**Proof.** We define $f(s) := \min_{s \to s' \in \mathcal{L}} f(s \to s')$ for a station $s \in S$, denoting the minimum number of departures for any line leaving $s$. As the lines are always served in a round-robin fashion, we have that $0 \leq f(s \to s') - f(s) \leq 1$.

Now, suppose that the lemma is not true, such that there exists a pair of opposite lines $(s \to s')$ and $(s' \to s)$ with $f(s \to s') = j$ and $f(s' \to s) \leq j - n - 1$. By definition, it holds that $f(s) \geq j - 1$ and $f(s') \leq j - n - 1$. Consider the partition $S_1, S_2$ where $S_1 = \{s \in S : f(s) \geq j - n\}$ and $S_2 = \{s \in S : f(s) \leq j - n - 1\}$. We have that $s \in S_1$ and $s' \in S_2$. Let the number of lines crossing from $S_1$ to $S_2$ be $m$. As the flow from $s$ to $s'$ is $j$ and the flow over all other lines from $S_1$ to $S_2$ is at least $j - n$, we find that $f(S_1 \to S_2) \geq (m - 1)(j - n) + j$.

Similarly, the flow from $S_2$ to $S_1$ is at most $f(S_2 \to S_1) \leq (m - 1)(j - n) + j - n - 1$.

Therefore, it follows that $f(S_1 \to S_2) - f(S_2 \to S_1) \geq n + 1$.

As this contradicts **Observation 1**, the assumption that the lemma is not true must be wrong. □
We now present a theorem that bounds the difference between \( f(s_1 \to s_1') \) and \( f(s_2 \to s_2') \) for two arbitrary lines, which implies that the number of times two lines are performed cannot differ too much, at any point in time. To do so, let \( \text{lines}(s_1, s_2) \) denote the minimum number of lines that has to be traversed on a path from \( s_1 \) to \( s_2 \). For example, if \( s_1 \) and \( s_2 \) are connected by a line it holds that \( \text{lines}(s_1, s_2) = 1 \) and if \( s_1 \) and \( s_2 \) are not directly connected, but both are connected to some other station \( s_3 \), it holds that \( \text{lines}(s_1, s_2) = 2 \).

**Theorem 3.** For two lines \((s_1 \to s_1'), (s_2 \to s_2') \in \mathcal{L} \), it holds at any time that \(|f(s_1 \to s_1') - f(s_2 \to s_2')| \leq \text{lines}(s_1', s_2) + 1(n + 1)\).

**Proof.** First, we prove a bound on the difference between the number of times two consecutive lines are performed. Thereafter, we consider a shortest path between \( s_1' \) and \( s_2 \) and iteratively apply this bound to prove the theorem.

By **Lemma 2** it holds that \( f(s \to s') \leq f(s' \to s) + n \) and by definition of the policy it holds that \( f(s' \to s) \leq f(s' \to s''') + 1 \). Hence, for two consecutive lines we find that \( f(s \to s') \leq f(s' \to s'') + n + 1 \).

Next, let \( s_1' = s_n, s_{n-1}, \ldots, s_1 = s_2 \) denote a shortest path from \( s_1' \) to \( s_2 \). It holds that

\[
\begin{align*}
f(s_1 \to s_1') & \leq f(s_n \to s_p) + n + 1 \\
& \leq f(s_0 \to s_e) + 2(n + 1) \\
& \vdots \\
& \leq f(s_0 \to s_p) + \text{lines}(s_1', s_2)(n + 1) \\
& \leq f(s_2 \to s_2') + \text{lines}(s_1', s_2) + 1(n + 1).
\end{align*}
\]

Hence, \( f(s_1 \to s_1') - f(s_2 \to s_2') \leq (\text{lines}(s_1', s_2) + 1)(n + 1) \). The theorem follows by symmetry. \( \square \)

The desirable property of the bound proven in **Theorem 3** is that it does not depend on \( t \). Therefore, it holds that the difference between the number of times two lines are performed cannot grow unbounded. In what follows, we use this observation to characterize the long run behavior of the system.

### 4.2. Limit behavior

In this section, we analyze the emerging properties of the system in the long run. The first result states that after some time it is guaranteed that the system enters a periodic motion (i.e., starts to cycle) and that every line is performed the same number of times in one cycle. The proof is an adaption of the proof by Yanovski et al. (2003) of the same property for the rotor-router system.

**Lemma 4.** After a certain finite time, the system enters a periodic motion. In every cycle, every line is performed the same number of times.

**Proof.** To prove the first part of the lemma, it suffices that the system can only be in a finite number of states. Since the policy is deterministic, it then directly follows that the system must eventually return to the same state, at which point the system enters a periodic motion. To see why the system can only be in a finite number of states, note that by the integrality of the travel times and the target headway \( H \), vehicles always depart at integer time points. Hence, it suffices to consider the system only at integer time points. The state of the system at an integer time point can be represented by all locations of the vehicles and the time since the latest departure of a line cannot be unbounded. It then follows that the number of possible states is finite.

To prove the second part of the lemma, note that if the number of times two lines are performed during a cycle would be different, over time the difference would grow without bound, contradicting **Theorem 3**. \( \square \)

It follows from the proof of **Lemma 4** that we can represent the state of the system at time \( t \) using some state vector \( \mathcal{V}_t \). Following Chalopin et al. (2015), we call a state \( \mathcal{V}_t \) stable if there exists \( t' > t \) such that \( \mathcal{V}_{t'} = \mathcal{V}_t \). Equivalently, we say that the system has stabilized once it has entered the periodic motion. By **Lemma 4**, \( \mathcal{V}_t \) will always be stable for large enough \( t \). The stabilization time, denoted as \( T_{\text{stable}} \), is the smallest value such that \( \mathcal{V}_{T_{\text{stable}}} \) is stable. Furthermore, the periodicity, denoted as \( T_{\text{period}} \), is the smallest value such that \( \mathcal{V}_{T_{\text{period}}} = \mathcal{V}_{T_{\text{stable}}} \).

At this point, the role of the target headway in the policy also comes into play, which is not present in the rotor-router model. Hence, all theoretical results that follow require novel analysis. In the remainder of this subsection, we analyze the properties of the system once it reaches a stable state in more detail. In Section 4.3, we analyze how large the stabilization time can be in the worst case.

To provide more insight into the emerging behavior of the system, we first consider the number of idle vehicles at stations. Let \( \text{arr}_s(a, b) \) and \( \text{dep}_s(a, b) \) denote the number of arrivals and departures at \( s \) in the half-open interval \( (a, b] \) respectively. Then, the number of idle vehicles at station \( s \) at time \( t \), denoted by \( i_s(t) \), satisfies

\[
i_s(t) = i_s(0) + \text{arr}_s(0, t) - \text{dep}_s(0, t).
\]

This brings us to the following lemma:
Lemma 5. For the number of idle vehicles at a station, it holds that $i_j(t) \geq i_j(t + H)$.

Proof. Assume $i_j(t) < i_j(t + H)$. Then, it must hold that $\text{dep}_j(t, t + H) < \text{arr}_j(t, t + H)$. As every line has at most one departure per $H$ time units, the number of arrivals at $s$ during $H$ time units, is at most $|\delta^-(s)|$ (the number of lines that terminates at $s$). By the symmetry of the network $|\delta^-(s)| = |\delta^+(s)|$, so we find that $\text{dep}_j(t, t + H) < |\delta^+(s)|$. As such, there exists a line $l$ without a departure in the interval $[t, t + H]$. This implies that $i_j(t + H) = 0$, as otherwise line $l$ would have had a departure in this interval. As $0 = i_j(t + H) > i_j(t) \geq 0$, we reach a contradiction. The conclusion is that $i_j(t) \geq i_j(t + H)$. \qed

Next, we analyze a global performance indicator, the utilization. Let $\gamma_j(a, b)$ denote the total idle time of vehicles at station $s$ in the interval $[a, b]$. The utilization, denoted by $\text{util}(a, b)$, represents the average proportion of time that the vehicles are driving in the interval $[a, b]$: $\text{util}(a, b) := 1 - \frac{\sum_{s \in S} \gamma_j(a, b)}{(b - a)n}$.

By Lemma 5, the number of idle vehicles cannot increase over time. Therefore, it holds that the utilization cannot decrease over time. The next lemma formalizes this statement.

Lemma 6. For the utilization, it holds that $\text{util}(t, t + H) \leq \text{util}(t + H, t + 2H)$. Moreover, for $t' \geq T_{\text{stable}}$ it holds that $\text{util}(t', t' + H) = \text{util}(t' + iH, t' + (i + 1)H)$ for any $i \in \mathbb{Z}^+$. 

Proof. Observe that $\gamma_j(a, b) = \int_a^b i_j(t)\, dt$. By applying Lemma 5 we find

$$
\gamma_j(t, t + H) = \int_t^{t+H} i_j(x)\, dx \\
\geq \int_t^{t+H} i_j(x + H)\, dx \\
= \int_{t+H}^{t+2H} i_j(x)\, dx \\
= \gamma_j(t + H, t + 2H).
$$

Therefore, it holds that

$$
\text{util}(t, t + H) = 1 - \frac{\sum_{s \in S} \gamma_j(t, t + H)}{Hn} \\
\leq 1 - \frac{\sum_{s \in S} \gamma_j(t + H, t + 2H)}{Hn} = \text{util}(t + H, t + 2H).
$$

For the second part of the lemma, note that by the periodicity of the system, we have that for $t' > T_{\text{stable}}$, $\text{util}(t', t' + H) = \text{util}(t' + iT_{\text{period}}, t' + (i + 1)T_{\text{period}}) + H$ for any $i \in \mathbb{Z}^+$. Since $\text{util}(t, t + H) \leq \text{util}(t + H, t + 2H)$, it follows for $t' > T_{\text{stable}}$ that $\text{util}(t', t' + H) = \text{util}(t' + iH, t' + (i + 1)H)$ for any $i \in \mathbb{Z}^+$. \qed

From the above lemma, it follows that once the system reaches a stable state, the utilization is constant over consecutive intervals of duration $H$, even though $T_{\text{period}}$, the duration of the periodic motion, can in general be strictly larger than $H$. We formally define this limit value of the utilization as $u := \text{util}(T_{\text{stable}}, T_{\text{stable}} + H)$, to which we refer as the stable utilization. Note that the policy ensures that at all lines are performed at least once in one cycle of the periodic motion, such that $u > 0$.

Before we state the main theorem, recall that $n^*$ is a lower bound on the number of vehicles required to meet the target headways. Theorem 7 shows that the behavior of the system depends on whether $n < n^*$ or $n \geq n^*$.

Theorem 7. If $n < n^*$, then the stable utilization $u$ equals 1 and the average headway of all lines during the periodic motion equals $\frac{n^*}{n} H$. Otherwise, the headways of all lines during the periodic motion equal $H$ for all lines and the stable utilization equals $\frac{n^*}{n}$. 

Proof. As we have shown that the utilization converges to a certain stable utilization $0 < u \leq 1$, we can distinguish the following two cases: Case 1: $0 < u < 1$. This implies that there exists at least one station where there is strictly positive idle time during the periodic motion. It must be that the lines originating from this station are performed once per $H$ time units, as a vehicle only waits if it is in time to meet the target headway of its next line. As all lines are performed the same number of times in the periodic motion by Lemma 4, it follows that $T_{\text{period}} = H$ and every line is performed exactly once per $H$ time units in both directions. By definition, this implies that $n \geq n^*$. As every line is operated once per $H$ time units, the utilization converges to

$$
u = \frac{\sum_{s \in S} \gamma_j(t)}{nH} = \frac{n^*}{n}.$$
Case II: $n = 1$. As every line can be operated at most once every $H$ time units, this implies that $n \leq n^*$. Moreover, it follows from Lemma 4 that the system enters a periodic motion in which all vehicles have no idle time and all lines are performed the same number of times. Let $g$ denote the number of times each line is performed during a cycle. As all vehicles are running all the time, it holds that

$$nT_{\text{period}} = g \sum_{l \in \mathcal{L}} t_l = gn^*H.$$ 

Consequently, the average headway of all lines, which we denote as $\bar{H}$, equals

$$\bar{H} = \frac{T_{\text{period}}}{g} = \frac{n*n}{n}H. \quad \square$$

The above theorem provides a concise characterization of the behavior of the system under the proposed policy. The result can be seen to be optimal in some sense. If the number of vehicles is large enough to meet the target headways using centralized control, our decentralized policy is also able to meet the target headways. In case there are not sufficient vehicles to meet the target headways, every vehicle is used all the time and every line has the same average headway, equal to the smallest headway possible under centralized scheduling. Moreover, if $n \geq n^* + 1$, there is some slack in the system, such that if a vehicle breaks down, the headways of all lines again converge to $H$. In the other case, there is no slack in the system and every breakdown of a vehicle leads to an increase in headways, and therefore to a reduction in passenger service.

4.3. Worst case analysis

In this part, we provide worst case results of the headway deviation in case $n < n^*$ and on the time it takes to reach a stable state.

4.3.1. Worst case headway deviation

In contrast with the results Bartholdi and Eisenstein (2012) and Zhang and Lo (2018) obtained for the single-line case, in case $n < n^*$ (so there are not enough vehicles available), our policy leads to convergence of the average headways of all lines, but not necessarily to convergence of the headways themselves. A natural question to ask is how large the maximum headway can become in the worst case. Theorem 8 shows that the headway cannot be larger than $H + (n^* - n)H$, such that the excess headway is never larger than $(n^* - n)H$.

**Theorem 8.** If $n < n^*$, once the system is in a stable state, all headways are at most $H + (n^* - n)H$.

**Proof.** For this proof it is convenient to think of every line $l$ as having length $t_l$ and think of every vehicle as a snake having length $H$ and moving 1 unit distance per unit time (such that it takes $t_l$ time units to traverse a line). As $n < n^*$, it holds according to Theorem 7 that the system converges to a periodic motion where the snakes are constantly moving. Furthermore, the policy ensures that consecutive departures of the same line are always separated by at least $H$ time units, such that two snakes, despite having length $H$, cannot occupy the same part of a line. Therefore, once the system has stabilized, the snakes cover a part of the network of length $nH$. The part of the network that is not covered by any of the snakes then has length, $\sum_{l \in \mathcal{L}} t_l - nH = n^*H - nH = (n^* - n)H$. Thus, whenever a snake starts traversing a line, the distance between the front of the snake and the tail of the preceding snake on the line is at most $(n^* - n)H$. As the length of every snake is $H$, it follows that the distance between the fronts of two vehicles is, at any time, at most $H + (n^* - n)H$. Hence, the time between two consecutive departures of the same line is at most $H + (n^* - n)H$.

This theorem has a nice interpretation, as it shows that if there is only a small shortage of vehicles, the headways cannot become very large. As long as the discrepancy between $n$ and $n^*$ is not too big, the target headways are met reasonably well. For example, if $n = n^* - 1$, the maximum headway that can occur is $2H$.

4.3.2. Stabilization time

In this part, we derive worst case bounds on the stabilization time $T_{\text{stable}}$. We investigate the time until stabilization for two special cases. In both cases, the stabilization time depends on the unweighted diameter of the network, a graph parameter which only depends on the topology of the network. The diameter is denoted as $D$ and is defined as follows (recall that lines$(s_1, s_2)$ equals the minimum number of lines that has to be traversed on a path from $s_1$ to $s_2$)

$$D = \max_{s_1, s_2 \in \mathcal{L}} \text{lines}(s_1, s_2),$$

so $D$ can be seen as the longest shortest path in the network. First, we analyze the case where $n = n^* = 1$, so a single vehicle suffices for meeting the target headway.

**Theorem 9.** If $n = n^* = 1$, it holds that $T_{\text{stable}} \leq DH$. 
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Proof. As there is only one vehicle, the system is stabilized if the vehicle continuously performs an Euler tour every $H$ time units. Bampas et al. (2009) shows that for the rotor-router model with a single agent, an Euler tour is established in “phases” and that in the worst case, $D$ phases are required. This result directly extends to our setting. In every phase, the vehicle performs a tour starting and ending at $s_0$, the initial location of the vehicle. A phase ends when the vehicle returns to $s_0$ and all the lines originating at $s_0$ have been traversed during that phase. Furthermore, in the worst case, the cyclic order of the outgoing lines at every $s$ is such that in phase $i$, station $s$ is visited if and only if lines $(s_0, s) \leq i$. Therefore, after round $D$ the vehicle will have entered the periodic motion and continuously perform an Euler tour. Furthermore, since $n^* = 1$ every closed tour over the network takes at most $H$ time units, which implies that the duration of every round is $H$. It follows that the system stabilizes in the worst case at time $DH$. □

Next, we analyze the case where $t_j = H$ for all $l \in \mathcal{L}$ and $n = n^* = |\mathcal{L}|$. Since all travel times are equal to the target headway, we can analyze the system in iterations of duration $H$ and define $i_j(m)$ as the number of vehicles located at station $s$ at the end of iteration $m$. The system has stabilized if and only if $i_j(m) = \deg(s)$ for every $s \in S$, where $\deg(s)$ denotes the degree of station $s$ in the network (the number of lines in the set $\delta^+(s)$). This motivates the following definition:

Definition. We define $C_s(m) = i_j(m) - \deg(s)$ as the charge of station $s$ after iteration $m$. The station $s$ is called positively charged if $C_s(m) > 0$ and negatively charged if $C_s(m) < 0$. Otherwise, the station is called neutral.

We can observe that the total charge over the network equals zero:

$$\sum_{s \in S} C_s(m) = \sum_{s \in S} (i_j(m) - \deg(s)) = n - \sum_{s \in S} \deg(s) = n - n^* = 0.$$ 

According to the policy, the number of vehicles leaving station $s$ in iteration $m+1$ equals $\min\{i_j(m), \deg(s)\}$. As the number of vehicles entering station $s$ in an iteration is at most $\deg(s)$, it follows that the charge of a neutral or positively charged station can never increase. Hence, a station can change from being positively charged to neutral, but not vice versa. On the other hand, until the system stabilizes, it is possible that negatively charged stations become neutral and vice versa.

We define the potential function $\Phi(m) = \sum_{s \in S: C_s(m) > 0} C_s(m)$, equal to the sum of the positive charges. As the charge of positively charged stations can only decrease and neutral stations cannot become positively charged, it follows directly $\Phi(m) \geq \Phi(m+1)$. If $m \geq T_{stable}/H$, it holds that $\Phi(m) = 0$. In order to bound $T_{stable}$, we use the following result from the rotor-router system

Lemma 10. For a rotor-router system with $k > 1$ agents, the cover time (the time until all edges have been visited at least once) on a graph with diameter $D$ and $m$ edges is at most $O\left(\frac{mD}{\log k}\right)$. If there is only 1 agent, the cover time is $O(mD)$.

Proof. See Dereniowski et al. (2016). □

Theorem 11. If $t_j = H$ for all $l \in \mathcal{L}$ and $n = n^* = |\mathcal{L}|$, it holds that $T_{stable} = O\left(|\mathcal{L}|^2 DH\right)$.

Proof. Clearly, $\Phi(m)$ is integer and $0 \leq \Phi(m) \leq n - 1$. To bound the number of iterations the potential function can stay constant, we use the concept of anti-vehicles: whenever a line is not traversed by a vehicle in some iteration, it is traversed by an anti-vehicle. Thus, in case station $s$ is negatively charged after iteration $m$, there are $i_j(m)$ regular vehicles and $-C_s(m)$ anti-vehicles leaving $s$ in iteration $m+1$. Moreover, if $\Phi(m) = \Phi(m+1)$, it holds that in case $s$ is negatively charged after iteration $m+1$, the absolute value of the charge equals the number of anti-vehicles entering $s$ in iteration $m$. Hence, the anti-vehicles can be seen as carriers of the negative charge over the network.

Suppose that $\Phi(m) = f > 0$. Then, there are $f$ anti-vehicles in the network after iteration $m$. We are interested in how long it takes until one of the anti-vehicles arrives at a positively charged station, such as an event reduces the potential function. As in any iteration the anti-vehicles traverse the lines that are not traversed by regular vehicles, it can be seen that the anti-vehicles move according to the same policy as the regular vehicles, but with the cyclic order of the lines reversed. Moreover, since anti-vehicles move in every iteration (otherwise the number of anti-vehicles at a station would be larger than the degree), this system is equivalent to a rotor-router system. Therefore, the number of iterations until one of the anti-vehicles hits a positively charged station is at most the cover time of a rotor-router system with $f$ agents. Applying Lemma 10 and using that the potential can decrease at most $n - 1 = |\mathcal{L}| - 1$ times and that every iteration takes $H$ time units, it follows that

$$T_{stable} = O(|\mathcal{L}| DH) + \sum_{f=2}^{\lceil|\mathcal{L}|\rceil} O\left(\frac{|\mathcal{L}|D}{\log f H}\right) = O\left(|\mathcal{L}|^2 DH\right).$$ □

The results in Theorems 9 and 11 illustrate that the stabilization time depends on the diameter and number of lines of the network and the target headway. For high-frequency networks that are highly connected, for example urban transit systems, stabilization occurs rapidly. For large elongated networks operated at lower frequencies, for example inter-regional transit systems, stabilization is established more slowly.
4.4. Different target headways among lines

In order to apply our policy to instances with different target headways, it needs to be slightly altered. Instead of maintaining a fixed cyclical order of the lines, an incoming vehicle should be assigned to the line whose target departure time is minimal. Intuitively, this line needs a departure most urgently. Moreover, whenever there is a departure of line $l'$ at time $t'$, the target departure time should now be updated according to the formula $\tau_{l'} \leftarrow t' + h_{l'}$, where $h_{l'}$ denotes the target headway of line $l$.

The presented theoretical results cannot be extended to settings where there is no common target headway. There are instances with different headways where the system fails to stabilize under our policy, despite enough vehicles being available. For such instances, stabilization can only be attained if the lines are performed in a specific order. However, if our policy initially performs the lines in the wrong order, it is unable to modify the order, such that the system remains in an unstable state indefinitely.

Furthermore, it holds in general that, unless P=NP, there does not exist a policy that requires no more than the optimal number of vehicles and is guaranteed to stabilize within polynomial time. Van Lieshout (2021) proves that the problem of deciding whether a line plan with arbitrary frequencies can be operated with a certain number of vehicles (i.e. whether there exists a timetable that meets all target headways) is NP-complete in the strong sense. Hence, if a policy would have the property that the headways of all lines converge to the target headways if the number of available vehicles is at least the minimum required number under centralized scheduling, an NP-complete problem would be solved by simulating this policy.

Despite these insights, it is still possible to apply our policy to systems with different target headways. A first possibility is to decompose the network into sub-networks where there is a common target headway. Secondly, one could still choose to apply the policy and accept that there are no theoretical performance guarantees. We assess the performance of the latter approach numerically in the next section.

5. Numerical experiments

In this section, we describe the results of a series of experiments that illustrate the practical performance of the proposed policy. First, we analyze how the time it takes to reach a stable state grows if the size of the network increases. Next, we investigate how long it takes to re-stabilize after one of the vehicles breaks down. Then, we test the performance of the policy in situations where the assumptions of the theoretical analysis of the previous section are not met. Specifically, we analyze the behavior of the system in case the lines do not have a common target headway and in case the travel times are not fixed but stochastic. Finally, we assess the performance of the policy on three real-world transit systems.

5.1. Stabilization time

We assess the time to reach a stable state for four types of network topologies: path, ring, star and fully connected. The differences between these types of networks are illustrated in Fig. 2. In the first two experiments, we set the travel time of each edge equal to one time unit and set $H = 1$ and $n = n^*$. In Figs. 3a–3b, it is shown how the stabilization time grows with the size of the network, if all vehicles start from an unbalanced starting position. That is, we start with all vehicles at a single station. For the path network and the star network, we start with all vehicles at one of the outer stations. To minimize the rate at which the vehicles are spread out over the networks, for each station $s$, $t_{\text{next}}$ is initialized such that the first time a vehicle enters $s$, the vehicle is sent back over the reverse line it came from. When comparing the stabilization time for a fixed number of stations, we find that the network topologies with the largest diameter also have the largest stabilization time, which we also expected based on the worst case results in Section 4.3.2. Moreover, the stabilization time grows at a faster rate for the path and ring network compared to the star and fully connected network, which is
likely caused by the fact that the diameters of the latter two networks is constant in the number of stations, whereas the diameter of the former two networks increases linearly in the number of stations.

In Figs. 4a–4b, it is shown how the time until stabilization grows with the size of the network, if the stating configuration is randomly generated. Here, we take the average over 2500 runs. The required time is much shorter compared to the unbalanced starting situation. Interestingly, the fully connected network takes more time on average to stabilize than the star network, whereas in the previous experiment the star network required more time. Most likely, this is caused by the fact that if all vehicles often attend the same station, their departure times are more quickly coordinated. However, in the previous experiment all vehicles started at the same outer station of the star network, such that it took a long time before all vehicles had departed from the starting station.

5.2. Re-stabilizing after a vehicle breakdown

To get a better sense of the performance in practice, we perform a third experiment, where we start in a stable state (i.e. a feasible timetable). Then, we let one of the vehicles break down and analyze how long it takes to re-stabilize. We refer to the number of vehicles in the system above the minimum number of required vehicles to reach a stable state as the buffer. Provided that there is a buffer of at least one vehicle, we know that the system will always bounce back to a stable state after the breakdown. Note that having a buffer in the number of vehicles can be seen as the “self-organizing” analog of the commonly used method in schedule-based approaches to include time supplements in a timetable: it increases the robustness, at the cost of a decrease in efficiency.

We perform this experiment on a star network with five lines with a target headway of 15 min and travel times uniformly drawn between 10 and 30 min. We start this experiment from a random stable state, which is achieved by having the system converge to a stable state from a random starting configuration.
Fig. 5. Impact of vehicle breakdown at $t = 0$ given vehicle availability. Each figure shows how the maximum headway in the network evolves over time for ten scenarios, with each line representing a scenario. The target headway equals 15 min.

(a) Buffer = 1 vehicle

(b) Buffer = 2 vehicles

(c) Buffer = 3 vehicles

(d) Buffer = 5 vehicles

Fig. 6. Example with a long stabilization time. Travel times are symmetric.

In Fig. 5a–d, the results of this experiment are visualized, for different sizes of the buffer and with ten randomly generated networks for each buffer size. The horizontal axis depicts the time since the breakdown and the vertical axis the current maximum headway in the network. As expected, the maximum headway in the system can be quite large right after the vehicle breakdown. However, the impact of the breakdown dies out rather quickly. Even with only a single vehicle as a buffer, the maximum headway in the system reduces to less than 20 min within the first hour. On the other hand, there can be a tailing off effect, as for some of the scenarios we observe it takes a long time before all headways really have converged to 15 min. However, in practice the difference between a headway of 15 min and a headway that is up to 45 s longer is not very noticeable to passengers. Moreover, regardless of whether one uses a self-organizing approach or a schedule-based approach, the breakdown of a vehicle causes a decrease in capacity that needs to be absorbed in one way or another. Spreading out the “pain” caused by the disruption over a long time can be a preferable solution in some scenarios. We also observe that the maximum headway converges to 15 min much faster when there is a larger buffer in the number of vehicles.

Target headway $H$: 30 min.
The cause of the tailing off effect visible in the previous experiment can be understood using the simple example depicted in Fig. 6. There are two lines and two buses available at the station connection the lines. It holds that \( n^* = \frac{2 \cdot 14 + 2 \cdot 16}{30} = \frac{60}{30} = 2 \), so it is guaranteed that with two buses the system will eventually stabilize.

Let us suppose that at the initialization \( t = 0 \), the first bus at \( s_2 \) is sent towards \( s_1 \) and the second bus towards \( s_3 \). After 28 min \( t = 28 \), the first bus will have returned to \( s_2 \), where it is instructed depart towards \( s_1 \) again at \( t = 30 \). The second bus arrives at \( s_2 \) at \( t = 32 \) and is instructed to depart immediately towards \( s_1 \) since the current headway of line \( (s_2 \rightarrow s_1) \) is already 32 min. Continuing to apply the policy, the first departures for line \( (s_2 \rightarrow s_1) \) occur at 0, 30, 60, 90 et cetera, while the first departure times for line \( (s_2 \rightarrow s_3) \) occur at 0, 32, 64 and 96. The headway of the line \( (s_2 \rightarrow s_3) \) remains 32 until \( t = 448 \). From that point on, the headways of both lines are always 30 min, so the system has stabilized after 448 min.

Before the system has stabilized, one bus only performs the line between \( s_1 \) and \( s_2 \), with a waiting time of 2 min before every departure at \( s_2 \), while the other bus only performs the line between \( s_2 \) and \( s_3 \). At \( t = 448 \), the bus arriving at \( s_2 \) from \( s_1 \) is assigned to line \( (s_2 \rightarrow s_3) \), because that line has been performed 13 times while line \( (s_2 \rightarrow s_1) \) 14 times. After this time, the buses alternate between the two lines, which is more efficient as there is no waiting, causing the system to stabilize.

This example illustrates that if the system is not yet in a stable state, there must be at least one vehicle running an inefficient circulation, so a circulation with strictly positive waiting time. Furthermore, we can observe that there is a direct relation between the two lines, which is more efficient as there is no waiting, causing the system to stabilize.

The performance under different target headways is the subject of the next experiment. We conduct this experiment on a star network with three lines and travel times uniformly drawn between 10 and 30 min. As in the previous experiment, we start from a random stable state.

The results of the experiment are presented in Figs. 7 for different sizes of the buffer and with ten randomly generated travel time instances for each buffer size. The horizontal axis depicts the time since the start of the experiment and the vertical axis the maximum headway across the lines in the network at that particular time. The maximum headway is 10 min during the first 2 h of the experiment as we initialize the system from a stable state. We observe that decreasing the target headway after 2 h and increasing the target headway again after 6 h acts as a shock that is eventually absorbed by the system. For all buffer sizes, it is apparent that the increase in the target headway after 6 h causes larger deviations from the target headway than the decrease in target headway after 2 h. If there is no buffer in the system, in some of the scenarios the headway can become 15 up to 20 min. This indicates that for small buffer sizes, reducing the number of vehicles in an uncoordinated manner may lead to large gaps between vehicles. On the other hand, if a larger number of vehicles is available, both increasing and decreasing the headway is far less problematic, as the shocks can be seen to quickly die out.

In Fig. 8, the results of the same experiment are shown, but with a peak target headway of 8 min instead of 5 min. Comparing with Fig. 7, we observe that the smaller difference between the peak and off-peak target headway lessens the impact of the change in target headway. However, there are still deviations from the target headway present when the target headway changes.

5.4. Different target headways among lines

The performance under different target headways is the subject of the next experiment. We conduct this experiment on a star network with three lines, with target headways of 10, 15 and 20 min, respectively. The travel time for each line is uniformly drawn between 10 and 30 min.

In Figs. 9a-9b, the headways of the three lines are plotted over time for a randomly generated instance. Only the headways of the lines from the central station of the star network to the outer stations are included here. If the number of vehicles is equal to the minimum number required to meet the target headways, we observe that the system does not converge to a stable state where the target headways are always met. Instead, the system converges to a periodic motion where there are deviations from the target headways. In this periodic motion, the headways of the line with a target headway of 10 min vary between 10 and 13 min and for the line with a target headway of 20 min they vary between 20 and 23 min. This is in line with our expectations, since, as discussed in Section 4.4, there are no guarantees that the system stabilizes if there is no common headway. Assuming uniform passenger arrivals, the expected waiting times without a buffer are 5.2 min for the line with a target headway of 10 min, 8.0 min for the line
with a target headway of 15 min and 10.4 min for the line with a target headway of 20 min. These values are marginally larger than the theoretical minimum values of 5 min, 7.5 min and 10 min, respectively.

The persistent headway deviations without any buffer indicate that there is a constant shortage of vehicles. If the number of vehicles in the system is increased by one, we can observe that the headways do all converge to the target headways. Hence, this indicates that despite the absence of theoretical guarantees, the policy still performs well, but that a larger number of vehicles may be required to ensure that the target headways are met at all times.

5.5. Stochastic travel times

In this experiment, we test the performance of the policy in case the travel times are not fixed, as we assumed in the theoretical analysis, but stochastic. We perform this experiment on a star network with five lines with a target headway of 15 min. The nominal travel time for each line is uniformly drawn between 10 and 30 min. The realized travel time is equal to the sum of the nominal travel time and a disturbance term. As it is likely that there is correlation in the duration of subsequent trips, we generate the disturbances $\epsilon_i$ for each line according to an autoregressive model:

$$
\epsilon_i^l = \rho \epsilon_{i-1}^l + \eta_i, \quad \eta_i \sim N(0, \sigma_i).
$$

We set $\rho = 0.8$ and $\sigma_i = \frac{1}{2} t_i$. To get a complete image of the variation of the headway in this scenario, we simulate 100 h with ten different seeds, during which we collect all headways.

The results are presented in Fig. 10a and b. Fig. 10a visualizes the empirical cumulative distribution function (ECDF) of the headway. Fig. 10 shows the expected waiting time assuming uniform passenger arrivals. The ECDF and waiting times presented for different number of buffers, which are computed based on the nominal travel times. The ECDF shows for every size $h$ of the headway,

1 These values are computed using the formula $E(W) = \frac{\alpha}{1 + \text{CV}^2}$, with $W$ the waiting time, $h$ the headway and CV the coefficient of variation of the headway.
Fig. 8. Impact of time-varying headways given vehicle availability. The target headway equals 10 min in the first 2 and last 4 h and equals 8 min in hours 2–6.

Fig. 9. Headways of lines with different target headways, plotted over time, with and without a buffer.

what proportion of the observed headways is smaller than $h$. For example, we can observe that with a buffer of 0, about 75% of the headways are smaller than 18 min. As expected, the headways are not always equal to the target headway of 15 min as there are constant disturbances keeping the system away from a stable state. However, it can be observed that the headways are reasonably close to the target headway. Even without any buffer, over 50 percent of the headways are equal to the target headway and 80
percent of the headways are shorter than 20 min. The expected waiting time without a buffer is more than 10 min, substantially larger than 7.5 min. When the buffer is larger, the headway distribution gradually shifts towards the left. With a buffer of 1, the expected waiting time already decreased to about 8.7 min. Therefore, this suggests that the policy performs reasonably well if the travel times are stochastic, but that a larger number of vehicles is required to obtain a (very) high service level.

5.6. Real-world transit systems

In a final experiment, we evaluate the performance of the policy on the transit systems of The Hague, Amersfoort and Göttingen. For the bus networks of The Hague and Amersfoort, we retrieve the lines, their headways and travel times from the published line plans and timetables. For the Göttingen bus network, we use a data set from the open source software library LinTim (Schiewe et al., 2020). As this line plan contains lines that are unidirectional, we only use a smaller part of the network, containing seven connected lines that are operated in both directions. The data for the three networks can be found at http://www.ecopt.nl.

The three real-world transit systems are visualized in Fig. 11. As can be observed, the networks have different sizes and topologies. The Amersfoort network is star-shaped with all lines having the central station as a terminal. The network in The Hague has a different structure, with most lines terminating in neighborhoods outside the city center. The Göttingen network is a bit smaller and has a topology somewhat in between the networks of Amersfoort and The Hague. Table 2 presents for each transit system the number of stations and lines, the minimum number of vehicles required to meet the target headways, the minimum, maximum and average target headway across all lines, and the minimum, maximum and average travel time across all lines. For none of the transit systems, all lines have the same target headway. The lines in The Hague relatively have the smallest headways and those in Göttingen the largest.

In the experiment we perform with the real-world transit systems, we let the realized travel times be stochastic. The travel times disturbances generated according to Eq. (2). In accordance with the customary practice of public transport operators, we let the nominal (or average) travel times be such that the realized travel time is smaller or equal to the timetabled travel time with 85% probability. We do so to take into account that public transport timetables include time supplements in order to absorb the majority of small delays. As in the previous experiment, we simulate 100 h with ten different seeds, during which we collect all headways. As the considered networks contain lines whose target headways differ, we consider the normalized headway, which is simply the realized headway divided by the target headway. For example, if a line has a target headway of 10 min, a realized headway of 12 min corresponds to a normalized headway of 1.2 and a realized headway of 15 min to a normalized headway of 1.5. As such, the normalized headway should ideally be equal to 1.0.

In Fig. 12, the empirical cumulative distribution function (ECDF) of the normalized headway is presented for the three real-world transit systems, with different sizes of the buffer. We find that without any buffer, the target headway is met around 80 percent of the time in Göttingen and around 90 percent of the time in Amersfoort and The Hague. Again without any buffer, a headway deviation of more than 20 percent (corresponding to a normalized headway of 1.2), occurs in around 5 percent of the cases in Göttingen and The Hague and only in around 1 percent of the cases in Amersfoort. For Göttingen and Amersfoort, a buffer of three vehicles is required to ensure that more than 95 percent of the headways meet the target headway. For the larger network of The
Hague, a buffer of four vehicles is required to attain this service level. Overall, we can conclude that our policy performs well and leads to small deviations from the target headway with only a small number of additional vehicles.

6. Conclusion

We proposed a self-organizing policy for dispatching vehicles in multi-line public transit systems. Theoretical and numerical analyses illustrate that our policy performs well. In idealized conditions and provided that a sufficient number of vehicles is available, it is guaranteed that the system converges to a stable state where the target headway of each line is met. Experiments based on three real-world transit systems show that the policy also attains good performance in case travel times are not fixed but stochastic, or lines have different target headways: the deviations from the target headways are small, especially if there is some reserve capacity.
in the number of vehicles. Furthermore, our policy causes the system to quickly recover after disruptions, such as the breakdown of a vehicle.

Our promising theoretical and numerical results show that the potential of self-organizing strategies extends to multi-line public transit networks. Specifically urban high-frequency networks seem suited for our approach, as convergence is more rapidly established if the target headway and size of the network are small. However, for networks with heterogeneous headways, theoretical performance guarantees can only be obtained by decomposing the network into sub-networks with homogeneous headways. Compared to schedule-based approaches, the self-organizing approach is much easier to implement, as it does not require constructing a schedule, monitoring adherence to the schedule and rescheduling after disruptions. Only the lines and target headway need to be determined, which should be set in order to provide good service to all passengers, of course taking the number of available vehicles into account.

For further research, it would be interesting to investigate if the policy can be generalized to ensure that headways are always self-equalizing, even if $n < n^*$. This requires the target headway to no longer be exogenous, but emerge spontaneously due to the dynamics of the system. It is an open question whether this can be achieved by a simple decentralized policy, without coordination or communication between different parts of the network. Another potential direction of future research is to extend the policy to also resist bunching effects, for example by integrating our work with that of Bartholdi and Eisenstein (2012). Finally, in this paper the passengers have been taken into account implicitly, as maintaining constant headways minimizes passenger waiting time if passengers arrive uniformly. It would be interesting to model the costs of passengers more explicitly, revealing the interactions between different dispatching approaches and the experience of passengers.
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