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Abstract

The neutronic assessment of a fusion power plant design is usually a challenging and time-consuming task involving experts from several disciplines in order to assemble the geometry, source, as well as carry out computationally heavy Monte Carlo transport simulations. In order to overcome this challenge, we present in this work a deterministic method, which combines all these aspects in a single framework that can directly calculate a key neutronics performance indicator, the neutron wall load (NWL), at minimal computational cost for arbitrary stellarator configurations. As our method is based on simple vector and matrix manipulations, a speed on the order of a few CPU-seconds is achieved, which makes it suitable for optimisation frameworks. We demonstrate with a simple optimisation algorithm that it is possible to use our method to generate a first wall with reduced ‘heterogeneity’ in the NWL distribution.
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1. Introduction

One of the most important aspects in the design process of a fusion power plant is the neutronic analysis. The high energetic 14 MeV neutrons that are generated by the burning deuterium–tritium plasma carry 80% of the fusion power. Consequently, neutronic assessments are essential to guarantee that the blanket can absorb this power and critical components, like the magnetic field coils, are protected from heat and neutron damage. Furthermore, the nuclear analysis must ensure that the breeding blanket produces sufficient tritium to fulfil the fuel self-sufficiency of the plant as well as reliably estimating the blanket and first wall (FW) lifetime.

To derive these key neutronics design parameters, accurate Monte Carlo particle transport simulations are required in complex three-dimensional geometry. This, in turn, requires an appropriate CAD model of the most important systems (i.e. FW, blanket, magnets, etc) and an accurate description of the 3D neutron source. The (manual) generation of a suitable CAD model is generally very time-consuming and error prone. Furthermore, to obtain a valid representation of the key neutronics parameters to sufficient accuracy, a Monte Carlo sampling size on the order of $10^8$–$10^9$ is usually required—tractable only by high-performance super-computers.

All these aspects are particularly true for stellarators, which add an additional layer of complexity to the geometry. A first prototype study has shown that a Monte Carlo approach is still
feasible in attaining the key neutronics parameters for stellarators, however, the required effort is considerable making the fast evaluation of different stellarator designs or iterations a challenging task [1, 2]. Although activities for stellarator blanket design now shift towards parametric models for a more generic class of stellarator geometries [3, 4], such methods still rely on time consuming Monte Carlo methods. This fact is concerning in light of the number of new optimised stellarator geometries that can be readily achieved by theory efforts [5–8], which require fast automated tools to evaluate reactor relevant properties at the optimization stage.

In particular, stellarator optimisation has gained more momentum in the recent years aiming to generate new promising stellarator reactor candidates. But in order to judge the engineering feasibility of new configurations, a framework is required that can provide an engineering assessment within reasonable time and resources allowing for fast design iterations and engineering optimisation. This includes, specifically, the neutronic and nuclear assessment to obtain key design parameters. Furthermore, in order to design stellarator coils, a hypersurface is required which sets the constraint for the required coil-plasma distance. For a reactor, this hypersurface is likely set, or at least strongly influenced, by the neutronic parameters. As the lifetime of the blanket is determined by the peak loads, a wall with small neutron load variations is a strong design driver for a stellarator reactor. In addition, strongly heterogeneous neutron loads would add on to the requirements of a potential stellarator blanket design, which, in the worst case, would lead to distinct designs for the respective area. It should be noted that regions with low neutronic loads are likely still desired in a power plant, e.g. to allow for ports or penetrations.

In order to address these requirements, we propose in this work a deterministic method for the fast evaluation of some key neutronics parameters for arbitrary 3D stellarator geometries as an alternative to the laborious Monte Carlo approach. Deterministic methods for neutronic purposes are not new, but have a long history for axisymmetric tokamak geometries dating as far back as 1972 [9, 10]. However, to our knowledge, such methods were never developed for full 3D stellarator geometries and presented here for the first time.

As a first step, we concentrate in this work on the so-called neutron wall load (NWL) as a key performance indicator. In the community and this context, the NWL is considered to be the neutron flux that crosses the FW (i.e. neutron power per FW surface area). This is to be distinguished from the actual neutron power that is deposited in the FW. At the high energy of 14.1 MeV, the neutrons are essentially passing through the FW, which usually is only several centimetres thin, while the main scattering and interactions take place in the blanket and shielding area, which typically is about one meter thick.

Nonetheless, the NWL is an important parameter and valuable proxy as it allows to estimate the lifetime of the FW and blanket. Furthermore, it can also be used in subsequent steps to roughly estimate the tritium breeding ratio. In today’s experiments, the NWL can also help to inform decisions about the placement of neutron diagnostics, such as done in [11]. Such assessments are, however, left for future work with the focus here lying on the NWL.

The structure of the article is as follows. The details of the new method are presented in section 2 and for validation compared against Monte Carlo results in section 3. Based on the new method, the NWL for several stellarator configurations will be compared in section 4. Finally, we show in section 5 that the new method is suited to generate and optimise a FW with respect to homogeneity. The work is concluded by a brief summary in section 6.

2. Methodology

The calculation of the NWL can, in general, be broken down to three tasks:

(a) The generation of the neutron source.

(b) The definition (or generation) of the FW. 

(c) The computation of the NWL itself—given the source and the FW.

Usually, this procedure involves several teams from different disciplines, i.e. physicists that describe the plasma and neutron source, engineers that develop a CAD model for the FW and attached components, as well as neutronic engineers that consolidate the data into appropriate formats to execute computationally heavy Monte Carlo particle transport simulations.

Our ambition here is to combine all these steps together in a single and fast framework aiming to calculate key neutronics performance indicators for arbitrary magnetic configurations at minimal computational cost. This strategy is, in particular, aimed at stellarator optimisation applications. Our method aims to provide a fast neutronic assessment for generic stellarator configurations based on the plasma shape only. Consequently, the fundamental input for our method is a stellarator magneto-hydrodynamic field equilibrium in the form of Fourier coefficients as e.g. provided by the MHD equilibrium code VMEC [12]. This method can then either be used directly within an optimization framework at some point, or, to quickly compare several equivalent optimised stellarator configurations in terms of their neutronics performance in e.g. in a systems codes context [13, 14].

2.1. Neutron source generation

2.1.1. Coordinate transformation. The usual coordinate system of a 3D stellarator magnetic equilibrium are the VMEC coordinates \( (s, u, v) \), where \( s \) is the flux surface label, \( u \) a poloidal coordinate and \( v \) the cylindrical azimuthal coordinate [15]. Every stellarator symmetric flux surface can be represented by a series of Fourier coefficients which map \( (s, u, v) \) to the boundary in \( \mathbb{R}^3 \). In cylindrical real space coordinates \( (R, \phi, z) \) the boundary of a flux surface with coordinate \( s \) is given as

\[
R(s, u, v) = \sum_{m=0}^{m_{\text{max}}} \sum_{n=-n_{\text{max}}}^{n_{\text{max}}} R_{mn}^c(s) \cos(mu - N_f v),
\]

\[
z(s, u, v) = \sum_{m=0}^{m_{\text{max}}} \sum_{n=-n_{\text{max}}}^{n_{\text{max}}} z_{mn}^f(s) \sin(mu - N_f v),
\]

\[
\phi(s, u, v) = v.
\]
Here, $R_{m,n}^c(s)$ and $z_{m,n}^c(s)$ are the Fourier coefficients at the flux surface coordinate $s$. $m$ and $n$ are the poloidal and toroidal mode numbers, which usually have a resolution on the order of $\sim 10$, and $N_f$ is the periodicity of the magnetic configuration, also called the number of field periods. Equation (1) can be extended by a set of Fourier coefficients $R_{m,n}^c(s)$ and $z_{m,n}^c(s)$ for non-stellarator symmetric flux surfaces, but the generalisation is straightforward and is left out here for simplicity reasons.

The advantage of representing the plasma geometry in basis functions—in this case in sines and cosines—is that every point of the neutron source is given analytically. Thus, a discretisation of the source in real space, namely in each coordinate $s, u, v$, can be flexibly chosen by defining the number of discretization points $N_s, N_u, N_v$ in each coordinate, such that $s \in \{s_1, \ldots, s_{N_s}\}$, $u \in \{u_1, \ldots, u_{N_u}\}$, $v \in \{v_1, \ldots, v_{N_v}\}$.

In order to handle the coordinate transformations from VMEC to cylindrical coordinates efficiently, it is convenient to express the Fourier coefficients $R_{max}$ and $z_{max}$ of each flux surface as a matrix with the dimensions $m_{max} \times n_{max} + 1$. Similarly, the cosine and sine part of equation (1) can be simply given by

$$R_{ij} = \sum_{m=0}^{m_{max}} \sum_{n=0}^{n_{max}} R_{m,n}^c(s) C_{m,nij},$$

Also derivatives of the form $\frac{\partial R_i}{\partial u}$ can be calculated analytically by pre-scribing the matrix

$$\frac{\partial C_{mj}}{\partial u} = -m \sin (mu - N_j v_j).$$

The derivative of the cylindrical coordinate $R_{ij}(s)$ is then simply

$$\frac{\partial R_{ij}(s)}{\partial u} = \sum_{m=0}^{m_{max}} \sum_{n=0}^{n_{max}} R_{m,n}^c(s) \frac{\partial C_{m,nij}}{\partial u}$$

Similarly, the same notation can also used for the $z$ coordinate and sine matrix as well as derivatives with respect to $v$. It shall be noted that equations (3) and (5) (and similarly the $v$ derivative and $z$ coordinate) are simple dot products which can be executed very fast numerically.

2.1.2. Plasma profiles. In addition to the plasma geometry, profiles of the plasma density and temperature are needed to calculate the neutron source. For the deuterium–tritium reaction, the required profiles are the particle density $N_p$ and $N_T$ of deuterium and tritium as well as their temperature $T_D$ and $T_T$ as function of the flux surface label $s$.

The profiles can be either given as an external input, stemming from e.g. plasma transport simulations, or used as parametric functions, which we use here in the form of

$$T_{D,T}(s) = (T_0 - T_1)(1 - s)^\alpha T + T_1.$$  

Figure 1. Example of the neutron birth rate $f$ as function of the normalized minor radius $r = \sqrt{\rho}$ using equation (6) with $\alpha_T = 1.2$, $\alpha_n = 0.35$, $n_0 = 3 \times 10^{20} m^{-3}$, $T_0 = 15keV$, $T_0 = 0$ and $n_0 = 0$.

Here, $T_0$ is the central temperature, $T_1$ is the temperature at the edge, and $\alpha_T$ modifies the ‘steepness’ of the profile. $n_0$ and $n_T$ are defined in the same way using the parameters $n_0$, $n_1$ and $\alpha_n$.

The volumetric neutron emission rate density $f(s)$ is then simply given by

$$f(s) = \frac{dN}{dV} = n_D n_T \langle \sigma v \rangle_{DT},$$

where $\langle \sigma v \rangle_{DT}$ is the reaction rate of the deuterium–tritium reaction for which we use the standard Hale–Bosch formula [16] as function of the ion temperature $T_D + T_T$. An example of $f(s)$ is shown in figure 1.

2.1.3. Neutron source emission rate. Finally, the neutron source emission rate $d\Phi^{source}(R, \phi, z)$ per unit time can then be obtained by

$$d\Phi^{source}(R, \phi, z) = \frac{dN}{dV}$$

For a discretized point using a uniform discretization $(s, u, v) \rightarrow (s_i, u_j, v_k)$, $d\Phi^{source}$ can be integrated discretized using a simple midpoint rule,

$$\Phi_{ijk}^{source} \approx f_i \sqrt{g_{ijk}} \Delta s \Delta u \Delta v.$$  

Here, $\sqrt{g_{ijk}}$ is the Jacobian of the coordinate transformation $(s, u, v) \rightarrow (R, \phi, z)$ evaluated at $(s_i, u_j, v_k), \sqrt{g}$ can be analytically calculated from the representation given in equation (1). $\Phi^{source}(R, \phi, z)$ is now sensitive to the chosen discretization, resulting in a tensor of the dimension $N_s \times N_u \times N_v$.

2.2. Generation of the first wall

Conventionally, the FW is often an outcome of a CAD model that is assembled by engineers for a specific design and consequently time- and resource-consuming. In the following, we are presenting two methods to directly construct a first guess for a FW from the given magnetic field geometry. However, an externally generated FW can also be directly used as input for the calculations, as only an ordered (poloidally and toroidally) point cloud is needed as input.
2.2.1. Equidistant first wall. In order to protect the FW from plasma radiation and energetic neutrals, it is essential that the FW has a minimum distance to the last-closed-flux-surface (LCFS) of the plasma on the order of several 10’s of cm. Consequently, a simple, yet good approximation for the definition of a FW is to have an equidistant gap between the LCFS and the FW at every point.

Since the LCFS is given analytically in the form of equation (1) with \( s_{\text{LCFS}} = 1 \), also the surface normals on every point of the LCFS can be calculated by

\[
n_{\text{LCFS}} = \frac{\partial r}{\partial u} \times \frac{\partial r}{\partial v},
\]

where \( r \) is the positional vector of any point on the LCFS. The components of \( \frac{\partial r}{\partial u} \) and \( \frac{\partial r}{\partial v} \) in Cartesian coordinates are

\[
\begin{align*}
\frac{\partial r}{\partial u} &= \frac{\partial R}{\partial u} \cos(v) e_x + \frac{\partial R}{\partial u} \sin(v) e_y + \frac{\partial z}{\partial u} e_z, \\
\frac{\partial r}{\partial v} &= \left( \frac{\partial R}{\partial v} \cos(v) - R \sin(v) \right) e_x + \frac{\partial z}{\partial v} e_y + \frac{\partial z}{\partial u} e_z.
\end{align*}
\]

\( e_x, e_y, e_z \) are the Cartesian unit vectors. Finally, the discretized coordinates of an equidistant wall are then given by

\[
d_{ij} = r_{ij} + d \cdot \frac{\partial r_{ij}}{\partial u} \times \frac{\partial r_{ij}}{\partial v},
\]

for a pre-defined plasma-wall distance \( d \).

In addition to equation (12), as we will show in subsection 2.3, also the surface normals are needed. Assuming \( d_{ij} \) is ordered poloidally and toroidally, these can be calculated by

\[
n_{ij} \simeq (d_{i+1,j} - d_{ij}) \times (d_{ij} - d_{i,j+1}),
\]

with periodic boundary conditions applied, \( d_{N+1,j} = d_{1,j}, \quad d_{i,N+1} = d_{i,1} \).

Ideally, \( d_{ij} \) are ordered poloidally and toroidally and can be used to calculate the wall load. If \( d_{ij} \) are not ordered however, which can be the case if \( d \) is chosen too large, equation (12) can instead be applied incrementally, using a consecutive interpolation and Fourier transformation, which we will address briefly in the next subsection.

2.2.2. First wall in Fourier representation. Another way to generate the FW is to directly describe the surface of the FW by Fourier coefficients the same way as is done for flux surfaces. Consequently, the surface normals of the FW can be calculated directly, similar to equation (5). To generate appropriate Fourier coefficients for the FW that follow the shape of the plasma geometry, it suffices to multiply the leading Fourier coefficients \( R_{mn} \) and \( z_{mn} \), \( m, n \leq 2 \) of the LCFS or some inner surface with fixed scaling factors \( f_{m,n}^R \) and \( f_{m,n}^z \):

\[
\begin{align*}
R_{mn}^{\text{FW}} &= f_{m,n}^R \cdot R_{mn}^{\text{LCFS}} \quad & & (\text{FW scaling factors}) \\
z_{mn}^{\text{FW}} &= f_{m,n}^z \cdot z_{mn}^{\text{LCFS}} \quad & & (\text{FW scaling factors})
\end{align*}
\]

where \( R_{mn}^{\text{FW}} \) and \( z_{mn}^{\text{FW}} \) are now the Fourier coefficients for the FW. While some experience and iteration is needed to find suitable scaling factors \( f_{m,n}^R \) and \( f_{m,n}^z \) (the most obvious choice would be \( f_{1,0}^R = f_{1,0}^z > 1 \)), the great advantage of this method is that the FW is given now in terms of Fourier coefficients directly and very cost efficiently. Every point of the FW can then be directly given in Cartesian coordinates using equation (1). Furthermore, the surface normals of the FW can be calculated at every point using equation (10) as introduced in the last subsection. Another advantage of the Fourier representation is that the discretisation \( N_{m}^u \) and \( N_{n}^w \) of the FW can be freely chosen.

It should be noted that it is also possible to combine both methods to achieve an equidistant FW in Fourier representation. To this end, an equidistant FW needs to be generated first in Cartesian coordinates using equation (12). Then, a uniform grid of new \( u \) and \( v \) coordinates need to be generated and after the FW points are assigned coordinates \( u_i, v_j \), they can be interpolated to this grid. The equal spacing of the grid allows then an inverse Fourier transform of the Cartesian points to be obtain the respective Fourier coefficients of the FW. In more detail, the procedure is as follows.

Similarly to equation (1), the Fourier transform from cylindrical space to Fourier space is given by

\[
R_{mn} = \frac{2 - \delta_{mn} \delta_{0u}}{N_u N_v} \sum_{ij} C_{mn}(d_{ij}^R),
\]

\[
z_{mn} = \frac{2 - \delta_{mn} \delta_{0v}}{N_u N_v} \sum_{ij} S_{mn}(d_{ij}^z),
\]

with \( C \) and \( S \) the cosine and sine matrices defined in section 2.3 and \( \delta \) is the Kronecker delta. \( d_{ij}^R \) and \( d_{ij}^z \) are the cylindrical \( R \) and \( z \) component of \( d_{ij} \). The Fourier transformation of points generated by the indices \( i, j \) in this method requires assigning a poloidal coordinate \( u \) (and also in \( v \), but this is the usual cylindrical azimuthal coordinate). \( u \) can be defined e.g. by assigning an equal arc length poloidal coordinate to \( d_{ij} \),

\[
u_{ij} \equiv \frac{\sum_{k=0}^{j} \| d_{k}^{\text{poloidal}} \|}{\sum_{k=0}^{N_u} \| d_{k}^{\text{poloidal}} \|}, \quad 0 \leq j \leq N_u
\]

\[
d_{k}^{\text{poloidal}} = d_{k} - (d_{k} \cdot e_{k}^{\text{toroidal}}) e_{k}^{\text{toroidal}}, \quad k \in [0, N_u] \mathbb{N}
\]

\[
r_{l,0} \equiv r_{l N_u}
\]

Before Fourier transforming using equation (15), the points \( r_{ij} \) need to be re-interpolated on an equally spaced grid in \( u \) and \( v \), which can be done using dedicated interpolating algorithms, e.g. using a cubic interpolation. The newly obtained Fourier coefficients for the FW can be used to obtain a set of surface normals analytically, analogue to equation (10).

2.3. Neutron wall load calculation

With the neutron source and the FW set up, it remains to calculate the NWL on the FW. This is usually done by Monte Carlo raytracing with at least \( 10^8 \) samples in order to achieve sufficient accuracy. To provide a less time consuming method for calculating the NWL, over time, several simple analytic...
expressions were derived for axisymmetric tokamaks aiming to avoid time-consuming Monte Carlo based methods. So far, to the authors knowledge, no such method exists for non-axisymmetric, complex 3D geometries. We will present in the following a new method that will close this gap.

In the plasma chamber, the neutrons are neither influenced by collisions, nor electric and magnetic fields. As the background plasma particles are comparably slow compared to the fusion neutrons, the neutrons can be considered to be mono-energetic in the plasma vessel with an energy of $E_0 = 14.1$ MeV and furthermore are distributed at each source point isotropically. As the intensity of the neutron flux decays over the sphere shell with $1/r^2$, where $r$ is the distance to the source, we can write the NWL $Q^{NWL}$ on the FW as an integral over the volume of the fusion source $V_s$.

$$Q^{NWL}(r_{wall}) = \frac{E_0}{4\pi} \int_{V_s} dV \left( \Phi_{source} \cdot \frac{(r_{wall} - r_{source})}{\| (r_{wall} - r_{source}) \|} \right).$$

The term $\mathbf{n} \cdot \frac{(r_{wall} - r_{source})}{\| (r_{wall} - r_{source}) \|}$ accounts for the inclination angle of the FW with respect to the source point.

Essential for this formula are the surface normals of the FW $\mathbf{n}$ for which expressions have been presented in subsection 2.2. The neutron source density $f$ as described in section 2.1 is the equivalent of the radiance $L$.

Given a discretisation of the source with $N_s, N_u, N_v$ number of points for every dimension respectively, it suffices to use one index to describe all the source points by numbering the points with $\kappa \in \{1, \ldots, N_s \cdot N_u \cdot N_v\}$. Similarly, the same can be done for the FW discretisation with the index $\alpha \in \{1, \ldots, N_u^{wall} \cdot N_v^{wall}\}$. By using the index $\kappa$ for the source points and the index $\alpha$ for the FW, the NWL of each wall element can be written as:

$$Q_{\kappa} = \frac{E_0}{4\pi} \sum_{\kappa} \Phi_{source} \cdot \mathbf{n}_{\kappa} \cdot \frac{1_{\kappa \in \kappa_{wall}}}{\| \mathbf{l}_{\kappa \in \kappa_{wall}} \|^3}.$$  

Here, $1_{\kappa \in \kappa_{wall}} = \left( r_{\kappa_{wall}} - r_{\kappa_{source}} \right)$ and, as also previously, the bold symbols indicate the three space dimensions of the vectors.

Since all of the calculations for the source, the FW (surface normals), as well as for the NWL are simple vector-matrix operations, the required computational resources are very low: one evaluation of equation (18) takes about ~1 s on a single CPU (for reasonable discretization accuracy, e.g. $N_s = 32$, $N_u = 128$, $N_v = 256$), which is about five orders of magnitudes faster than a comparable Monte Carlo raytracing run. However, it shall be stressed again that equation (18) only resolves wall loads to a given surface and does not account for scattering or volumetric absorption. But in principle it appears possible to generalize the formula to volumetric targets by including scattering absorption cross sections as well as material thicknesses, but this is beyond the scope of this paper.

Another argument for low calculation is the ability to use the framework for optimisation purposes—an example will be discussed in section 5.

It should also be noted that equations (17) and (18) imply that every point of the source volume can hit the wall element on a direct way. We will show in the next section that this is not always the case—in particular, for concave wall shapes.

3. Validation

In order to assess the accuracy of the new method, we perform a comparison against the well-established Monte Carlo N-Particle code MCNP [17, 18].

Of course, MCNP not only calculates the NWL, but also includes nuclear material data and respective cross sections to calculate displacements per atom and neutron energy deposition in volumetric targets. Nevertheless, as it is an established tool to perform also NWL calculations, we use it as a benchmarking tool here for both, a stellarator and a tokamak device.

3.1. Stellarator device

For the stellarator case we use an existing neutronic analysis simulation that was carried out for the HELIAS 5-B stellarator reactor design [1].

The relative and absolute difference between our method and the MCNP result is shown in figure 2. While the mean deviation from the MCNP result is only 5%, specific areas exist that have a much higher relative error on the order of 20%. The absolute error, on the other hand, is nearly everywhere below $< 0.2$ MW m$^{-2}$.

The high relative error appears predominantly in regions where the NWL is very small ($\sim 0.2$ MW m$^{-2}$) and consequently, small absolute deviations can cause high relative errors. It can be seen from figure 2 that the high relative error can be found at those areas on the ‘ridges’ of the geometry close to the divertor gap. These areas feature a concave shape and see more NWL than there should be. The reason for this is that our method currently does not check the ‘line-of-sight’, which means that neutron contributions are counted from regions that would be normally intercepted by other parts of the geometry.

A related systematic error of the method are neutron contributions that hit the backside of the FW. Most of these contributions can be filtered out by only counting contributions that fulfill $\mathbf{n} \cdot \mathbf{l} > 0$. However, this introduces a small bias between the inboard and outboard side of the FW.

Both errors can, in principle, be corrected by doing a ‘line-of-sight’ check via raytracing techniques. However, such additional calculations would slow down the method significantly and the resulting error, without an eventual ‘line-of-sight’ check, remains acceptable. Nonetheless, such a feature can be implemented if more accurate results are desired.

Last, but not least, a part of the deviations stems from the fact that we had to use a mesh that was extracted from a CAD model. The extracted mesh that we used in our method was a triangulated mesh compared to the quadratic structure of the CAD model. Furthermore, the extracted mesh had some artifacts causing singular points to have large deviations. The difference of the mesh has an influence on the surface normals, which could be slightly different. In order to be able to compare the data for both methods, we had to use an interpolation to bring the data together on the same grid. Both linear and
Figure 2. Relative (a) and absolute (b) difference between a Monte Carlo calculation and the method presented here in one half-module. The white stripe is a gap in the geometry, where the divertor would be located. The red circle indicates a region where the line-of-sight criterion would be violated as discussed in the text.

nearest neighbour interpolation showed similar results, may introduce an additional error in the comparison.

3.2. Tokamak device

Similar to the last subsection, we also use an existing neutron analysis simulation for the Tokamak benchmark, which was carried out for a version of the European tokamak DEMO in [19].

The used geometry of the wall and the plasma as well as the simulations results for both, our method and the MCNP simulation are shown in figure 3. Generally we observe good agreement over the total wall area. The largest deviation, of about 15% can be seen at \( u < 0.1 \), which corresponds to the divertor area.

This effect could be explained by smoothing effects of the Fourier representation that we use, compared to the straight segment representation of the CAD model in the MCNP case. The averaged difference between both results is about 3%.

3.3. Validation summary

We can conclude that equation (18) and the established Monte Carlo approach are in fairly good agreement with a deviation of less than 5% on average. The occurring peak differences in the stellarator benchmark are likely induced by the highly shaped wall and ‘shadowed regions’, which equation (18) does not account for. We believe that this error can be significantly reduced by introducing a check for the ‘line-of-sight’ between source and the wall, which can be added in the future.

We conclude that if one is only interested in the NWL, equation (18) is the preferable option compared to an MCNP run, or in principle to any Monte-Carlo based raytracing method, as evaluating equation (18) requires only \( \sim 1 \) s on a single CPU. This fact makes the presented method also applicable to quick design scans or for stellarator optimization purposes.

4. Comparison of the NWL for different configurations

Using equation (18), it is now possible to perform a direct survey of the NWL for different stellarator configurations. For this purpose we have selected three HELIAS configurations with different aspect ratios and number of field periods [20, 21] as well as a recently developed quasi-axisymmetric (QA) compact stellarator configuration [8]. The HELIAS machines are chosen at a size of about 1400 m\(^3\) plasma volume, while the compact QA machines has \( \sim 400 \) m\(^3\) plasma volume.

Parametric profiles from page 3 are used with \( T_0 = 15 \) keV, \( \alpha_T = 1.2 \) and \( \alpha_n = 0.35 \). In order to make the configurations comparable, \( n_0 \) is scaled in all configurations to match a fusion power of \( P_{\text{ fus}} = 3 \) GW. Furthermore, the FW has been defined for all cases with an equidistant space of \( d = 30 \) cm between LCFS and the FW.

The ‘heterogeneity’ of the NWL can be measured by defining a ‘peaking factor’ \( p_f \),

\[
p_f = \frac{q_{\text{max}}}{\langle q \rangle},
\]

where \( q_{\text{max}} \) is the maximum NWL on the FW and \( \langle q \rangle \) the average NWL of the FW. The calculated peaking factors, together with minimum, maximum and average neutron flux and relevant device parameters for the mentioned configurations are listed in table 1. Figure 4 shows the magnitude of the NWL on these equidistant FWs in those configurations in one field period.

It can be seen that all configurations show rather similar helical features within one field period and similar peaking factors. As expected, the maximum heat load scales inversely with the aspect ratio for the same total neutron power. A higher aspect ratio machine, such as HELIAS-5, inherits a larger wall area for the same fusion power. Note that the helical variation in 4 is influenced by the choice of the poloidal wall coordinate.

Overall, Stellarators with an equidistant FW as demonstrated here, show a rather strong 3D ‘heterogeneity’ in the NWL distribution with peaking factors > 1.5. This is of concern for the blanket design of a Stellarator, as the peak loads determine the blanket lifetime, but could also have impact on the thermal stress or local cooling. Consequently, the question arises if it is possible to shape the FW in such a way as to reduce the ‘heterogeneity’ and more equally distribute the neutrons. An attempt towards such a goal is presented in the next section.
5. Optimisation

One of the overarching goals of our work presented here was to achieve the capability to modify the FW in such a way as to e.g. reduce the heterogeneity of the NWL. In the following we show a proof of concept for this approach.

The FW can be optimized point-by-point by updating the discretization points of the wall $r_i^*$ at step $i$, by the following update,

$$
r_{i+1}^* = r_i^* + \epsilon \hat{n}_i \hat{d}_i^*,
$$

where $D_{pw}$ is the imposed plasma-wall distance, which is a scalar value. $\epsilon \ll 1$ determines the stepsize, $\hat{n}_i$ is the normalized wall normal vector, $q_i$ is the neutron load at discretization point $i$, $I_{\text{loc}}$ is the averaged neutron load, $I_{\text{tot}}$ is the Euclidean distance between wall index $\alpha$ and plasma index $\kappa$.

If one wants to include the distance constraints by the coils (the FW needs to preserve a certain minimal distance to fit in a blanket in a reactor), replace $d_{i\alpha} \rightarrow \bar{d}_{i\alpha}$, with

$$
\bar{d}_{i\alpha} = \min \left( d_{i\alpha}, \min_\lambda \| I_{\lambda\alpha} \| - D_{cw} \right).
$$

Here, $I_{\lambda\alpha}$ is the Euclidean distance between wall discretization points labelled by $\alpha$ and all discretized coil points $\lambda$. $D_{cw}$ is the imposed minimal coil-wall distance.

An iteration of equation (20) can be performed until a convergence criterion is reached, e.g. until the discretized wall points do not change anymore, $\max_\alpha \| r^{(i)}_{\alpha} - r^{(i-1)}_{\alpha} \| < \epsilon_{\text{conv}}$, or until the peaking factor is converged $\| P^{(0)}_{\alpha} - P^{(i-1)}_{\alpha} \| < \epsilon_{\text{conv}}$, with $\epsilon_{\text{conv}} \ll 1$. To obtain a ‘well behaved’ wall using such an iteration, a consecutive interpolation and (inverse-) Fourier transformation according to the description in subsubsection 2.2.1 is required if the initial guess of the wall is too far away from the converged wall.

To demonstrate the proposed algorithm, we perform an optimization of the wall of the HELIAS 5 reactor configuration at 22 m major radius, using the iterative algorithm of equation (20), until $\| P^{(0)}_{\alpha} - P^{(i-1)}_{\alpha} \| < 10^{-4}$. A minimal wall-plasma distance of $D_{pw} = 30$ cm is enforced. In figure 5, we show two resulting optimized walls: for one we optimize the wall geometry respecting a minimal distance of 1.4 meters to the toroidal field coils. The remaining freedom of the optimization space is already sufficient to decrease the peaking factor from 1.7 for an equidistant wall to about 1.2. If one further neglects...
the coil constraints, the wall can further be optimized which is shown by the yellow (light gray) solid line in figure 5. In this case, the peaking factor can be further decreased to a value of about 1.1.

For both optimized walls, as well as the equidistant wall again, the NWL is shown in figure 6. Of course, a wall placement farther away from the plasma, not only a reduction in the peaking factor can be achieved, but also the overall NWL is decreased. This effect is stronger if the coil constraint of leaving 1.4 m space to the coils can be ignored, as more space can be used up. This exercise demonstrates two things: first, the left-over freedom given by the stellarator coils is sufficient (for some configurations at least) to significantly decrease peak NWLs. Secondly, the NWL optimization method presented here can be used to generate an improved FW guess which can be used to re-optimize coils, respecting a minimal distance to this newly optimized wall.

6. Conclusions and outlook

The NWL is a crucial measure in any neutronic analysis of a tokamak or stellarator fusion device. It determines component lifetimes, strongly influences required coolant power and can be used to determine design limits by material constraints. It is expected that the NWL also serves as robust ‘relative’ indicator for material displacements (dpa), volumetric neutronic fluxes and neutron heat loads in the blanket. With ‘relative’ we mean that the NWL can serve as a comparative metric to these neutronic key parameters between different configurations using the same materials.

In this article we suggested a relatively simple workflow to determine the NWL for (nearly) arbitrary stellarator (and tokamak) geometries with arbitrary FW geometry choices. Instead of Monte Carlo sampling or relying on ray tracing methods, the method presented here uses a simple $\sim 1/r^2$
power decay between a discretized source and a discretized wall. For required derivatives, we make use of the fact that the source and the wall can be parametrized in terms of sine and cosine basis functions. The source weights can be determined by fusion reaction rates and the respective volume element, which can be calculated from the relevant Jacobian determinant. A sufficient number of discretization points in the source is about $10^4$–$10^5$, a sufficient number of discretization points of the wall is about $10^3$. The resulting formula for the NWL was written in equation (18) and consists of a limited number of basic matrix operations which allows to evaluate the NWL for a 3D stellarator machine in about $\sim 1$ second on a single CPU. We benchmarked the presented method and its implementation against the NWL result of two MCNP results, namely for a tokamak and a HELIAS-5 stellarator device and found good agreements.

The importance to determine the NWL computationally efficient for multiple designs is apparent: the NWL is a strong cost driver in a fusion power plant. The time between two remote maintenance periods is determined by the minimal component lifetime, which is set by the maximum allowable neutron fluence of said reactor components. This again, directly correlates with the magnitude of the NWL. To increase the time between two remote maintenance periods, it is worth to reduce peak neutronic heat loads on reactor components and reduce the ‘heterogeneity’ of the NWL. Aiming for a homogenous neutron loads is especially relevant for stellarators, which, dependent of the choice of the FW and blanket geometry, can have neutronic wall load peaking factors $q_{\text{max}}/q_{\text{avg}}$ larger than 1.5–1.7, as was shown in this article for several distinct stellarator devices.

In section 5, we showed that reducing the heterogeneity of the NWL and the neutron peak loads on the FW can already be addressed in the design stage of a fusion stellarator reactor device, as the FW geometry can be chosen to increase the homogeneity and reduce the peak loads. This was demonstrated by optimizing the FW geometry in a HELIAS-5 device. We could achieve a reduction of the peaking factor from $q_{\text{max}}/q_{\text{avg}} = 1.69$ for an equidistant wall to $q_{\text{max}}/q_{\text{avg}} = 1.23$ and the peak load from 1.9 to 1.2 MW m$^{-2}$ while still respecting a minimal distance of 1.4 m between FW and central filament of the toroidal field coils, which would leave space for blanket, shield and vacuum vessel thickness and half of the radial width of the toroidal field coils. If this minimal distance can be violated, either by further reducing the required space by blanket and shielding by usage of advanced materials or by

---

**Figure 5.** Optimized walls of a HELIAS-5 stellarator reactor FW using the algorithm in equation (20). The outermost dashed line (red) visualizes a surface of constant 1.4 m distance to the coils. The innermost dashed line (purple) is the 30 cm equidistant wall geometry. The yellow (light grey) solid line is the optimized wall which is allowed to violate the required minimum distance to the coils. The green (darker grey) solid line corresponds to a ‘converged’ wall, where the minimum distance to the coils is preserved. The resulting NWL of these walls are shown in figure 6.

**Figure 6.** The respective NWL to the optimized walls of a HELIAS-5 stellarator reactor as shown in figure 5. (Left) The NWL of the optimized wall ignoring a minimal distance to the coils (yellow line in figure 5). (Middle) The NWL of the wall respecting the mentioned coil constraints (green line in figure 5). (Right) The NWL of an equidistant wall, 30 cm away from the plasma boundary (point-dashed purple line in figure 5). The colorscale is the same for all three cases and thus the NWL can be compared with each other. Averaged NWL and peaking factors of the optimized walls are listed in table 1.
requiring a re-optimization of the coils, the peaking factor can be further decreased to \( q_{\text{max}}/q_{\text{avg}} = 1.12 \) and to a peak neutron load of 0.9 MW m\(^{-2}\). As a result, the found FW location with reduced peak loads could also be a relevant design driver for the winding surface of the coils. The community in stellarator coil optimization usually restricts the location of the coils to maintain a certain minimum distance to the plasma. With the method proposed in this article, this restriction can be more refined, by generating a minimized peak load FW geometry, which then can be used to generate a new, to this wall equidistant, hypersurface, which again can be used as a refined optimization boundary for stellarator coil optimization algorithms. The workflow to obtain such a surface was shown and demonstrated in this article.

A straightforward extension of the model is the inclusion of Brems- and line radiation loads by including respective source functions, as both radiation types are equivalent to a neutronic radiation, in the sense that they are isotropic in the source and the plasma is optically thin with respect to its frequency spectrum.
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