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ABSTRACT

The diffusivity of substances, such as moisture, through polymer composites is often described by an effective macroscopic quantity, even though microscopically the diffusivity might be far from uniform. In this work, we study the theoretical example of a permeable matrix containing equal-sized impermeable spheres. We assume that, due to interface effects, the diffusivity of the matrix in the vicinity of the spheres is higher than its bulk matrix diffusivity. Using numerical simulations of the composite’s diffusivity, we show that upon the formation of large clusters of the highly permeable interfaces, i.e. near percolation of the spheres, the diffusivity of the composite rises sharply. For even higher values of the volume fraction of the spheres, up to the close-packing limit, the diffusivity decreases due to the increased tortuosity. This effect is well described by an analytical solution for the composite’s diffusivity.

The diffusivity of polymers filled with additives (i.e. polymer composites) plays an important role in many branches of science and engineering. Examples of applications where moisture and/or ion diffusion plays an important role are, amongst many others, pigmented coating layers [1], optical silicones filled with phosphor particles for LED lighting [2], or highly-filled epoxies used to encapsulate microelectronic devices [3]. In general, the addition of fillers will affect the overall diffusivity of the polymer, as the fillers may have transport properties different compared to the matrix. Polymers blended with wood fillers, for example, show an increasing overall diffusivity for an increasing volume fraction of the fillers [4], due to the higher hydrophilicity of the fillers. In a similar fashion, fillers are added to polymers to enhance their thermal [5] and/or electrical conductivity [6], which increases significantly by aggregation of the fillers into clusters. In this letter, however, we will study the effect of impermeable fillers on the overall diffusivity of polymer composites. This e.g. resembles the case of microelectronic encapsulants, which are epoxies that are highly filled (up to ~80% volume fraction) with silica filler particles. Jansen et al. [7] argue that their moisture diffusivity is of the same order of magnitude as the diffusivity of unfilled epoxies, which is remarkable as for these high filler fractions one would expect a significantly lower diffusivity.

Namely, Ahn et al. [8] report experimental data on similar encapsulants that indicate that the diffusivity decreases by a factor of ~2 for an increase in filler volume fraction from ~60% to ~80% alone. Their data also suggest that the presence of an adhesion promoter for bonding of the filler in the polymer matrix influences the diffusivity significantly. This suggests that interfacial transport along the filler interface has a significant impact on the overall diffusivity. Wapner et al. [9] used in-situ infrared spectroscopic and a scanning Kelvin probe, and found that water diffusion along an epoxy-iron interface was two orders of magnitude higher than bulk diffusion. Motta et al. [10] found a 30 times higher interfacial ion diffusivity for silica fillers embedded in epoxy mold compound using a charge induced transport experiment. Rocha et al. [11] studied a fiber-reinforced epoxy and found that a fit between macroscopic numerical simulations and experimentally data for the overall diffusivity was only possible when introducing a 1.5-3.5 times higher interfacial diffusivity compared to the bulk for a 1–4 μm thick interface region around the glass fibers. Molecular dynamics simulation by Dutta and Bhatia revealed the presence a ~1 nm thick interfacial layer where the diffusivity was either enhanced, up to 2 orders of magnitude [12], or reduced [13] depending on the local chemistry.

In this letter we report on both a numerical study and an analytical solution for a system containing a permeable matrix and impermeable spherical filler particles with an adjacent layer for mimicking the enhanced interface diffusivity. The aim is to show how an enhanced interfacial diffusivity affects the overall effective diffusivity of filled polymer composites.

For the numerical study we utilize representative volume elements...
(RVEs), which were built using the commercial software Digimat. In each RVE 30 equal-sized spherical fillers were generated, where the size of the RVE was adjusted to obtain the designated volume fraction. RVEs were generated with volume fractions, $\phi$, ranging from 0.05 up to the close-packing limit, i.e. $\phi_{cl} = \pi/\sqrt{2} \approx 0.74$. For low volume fractions, the fillers were placed randomly (Fig. 1A), for volume fractions approaching the random packing limit (i.e. $\phi \approx 0.6$) [14] the software automatically transitioned the RVEs into a face-centered cubic structure (Fig. 1B). The filler radius, $R$, varied from 2.5 up to 10 with 2.5 intervals (note that a dimensionless approach is used throughout this letter). A non-conformal voxel mesh was applied with a 0.5 size. To compute the effective diffusivity of the RVEs, the commercial finite element software MSC Marc was used to solve the equation for steady-state (Fickian) diffusion, i.e. $\nabla \cdot D \nabla C = 0$, where $D_k$ is the diffusivity in material $k$ and $C$ is the solute concentration. Within the finite element simulation, the elements of the fillers are discarded, because they are assumed impermeable. The first layer of elements within the matrix originally adjacent to the fillers, i.e. the outermost layer of finite elements in the remaining mesh, is regarded as the filler-matrix interface. Considering the above-mentioned element size, this thus results in an interface layer thickness of 0.5. Next, a concentration of 1 is set to one face of the RVE ($C_1 = 1$), whereas the flux is computed at the opposite face, where the concentration is zero ($C_0 = 0$). On all other faces, a symmetry boundary condition is applied.

The effective diffusivity of the RVE, $D_e$, is a macroscopic quantity defined as, $D_e = J_0/(\nabla \cdot n)$, where $J_0$ is the total flux per total face area through the RVE face at zero concentration, $n$ is its outward normal, and $\nabla C$ is the concentration gradient across the RVE, which equals $(C_1 - C_0)/L_{RVE} = 1/L_{RVE}$, with $L_{RVE}$ the RVE length. The computed results for the effective diffusivity of the RVE with a filler radius of 5 are given in Fig. 2. Here the diffusivity of the matrix is set to 1 and the diffusivity of the interface, $D_i$, is varied from 1 to 100. For $D_i = 1$ (no enhanced interface diffusivity) the effective diffusivity decreases monotonically as a function of the filler volume fraction due to the increasing tortuosity, $\tau$, of the system, and a decreasing amount of matrix material. For higher values of $D_i$ the effective diffusivity of the RVE first increases due to the beneficial effect of the enhanced interface diffusivity, whereas close to the random packing limit $D_e$ decreases again. The inset shows the effective diffusivity normalized by the tortuosity as a function of the interface diffusivity. The lines are a guide to the eye.

To derive an analytical equation for the effective diffusivity, we first need to find a relation for the tortuosity as a function of the volume fraction of fillers. To determine the tortuosity as a function of the filler volume fraction from the results obtained for the RVEs we omit the enhanced interface diffusivity, so that the effective diffusivity can be written as $D_e = D_m(1 - \phi)/\tau$ (see e.g. ref. 15), and with $D_m = 1$ the tortuosity can be computed as $\tau = (1 - \phi)/D_e$. The corresponding results are given in Fig. 3A. There is no consensus in the literature on a unified model for the tortuosity of porous materials [16]. In this letter we follow the work by Ahmadi et al. [17] on the tortuosity of packed mono-sized spheres. They found that for cubic and tetrahedral packings the tortuosity is given by,

$$\tau = \left(\frac{\sqrt{2(1 - \phi)}}{3(1 - \phi)}\right)^{\frac{1}{3}}$$

(1)

where $B$ depends on the structure of the packing (1.209 for cubic, and 1.108 for tetrahedral), and can be used as an adjustable parameter for other packing types. Eq. (1) correlates well with our numerical data derived from the RVEs for $B = 1.16$. Originally, Eq. (1) was originally developed for filler volume fractions ranging from 0 to 0.6 [17]. The fit in this work shows that Eq. (1) approximates the rapid increase in
Conductivity in McLachlan for two individual conductive systems [20]. Replacing the electrical tortuosity after $\phi \approx 0.6$ well for the monodisperse systems used in this work. For polydisperse systems, such as used in ref. 8, the filler size distribution must be considered as e.g. discussed in 16.

Next, we develop an analytical relation for the effective diffusivity as a function of the filler volume fraction. Here several approaches are possible. Donkers et al. [1] derived an analytical equation for the diffusivity of a permeable spherical particle in an infinite matrix with an analytical solution of Eq. (5) (solid lines). The dashed line indicates the physical tortuosity of a permeable spherical particle in an infinite matrix with an analytical solution of Eq. (5) for the sake of simplicity. For a body-centered cubic structure, for which one of the faces of its unit cell is divided by the tortuosity of the total system, which yields, 

$$\phi_i D_{\text{eff}} = \frac{\phi_i D_{\text{b}}}{1 - \phi_i (1 - \phi_i)} = 0$$

where $\phi_i$ is the volume fraction of the interface layer within the matrix, $D_{\text{b}}$ is the diffusivity of the binary mixture (matrix + interface), $n$ and $m$ are fitting constants, and $x = 1/\phi_{cr} - 1$, with $\phi_{cr}$ called the ‘critical’ volume fraction in ref. 19, which is used as an adjustable parameter in this work. When we assume $n = m$, and $D_{m} = 1$, we can write Eq. (2) into an explicit relation for $D_{\text{b}}$, and find the effective diffusivity of the RVEs by dividing $D_{\text{b}}$ by the tortuosity of the total system, which yields,

$$D_c = \frac{P}{2x} + \left( \frac{P}{2x} \right)^2 + D_{\text{b}}$$

where $P = \phi_i (x D_{\text{b}}^{1/n} - 1) + (1 - \phi_i) (x D_{\text{b}}^{1/n} - 1)$.

Eq. (3) is still a function of the interface volume fraction. To write Eq. (3) as a function of the filler volume fraction we need to find $\phi_i$ as a function of $\phi$. In order to do this, we consider the case of the face-centered cubic structure, for which one of the faces of its unit cell is depicted in Fig. 1C. The unit cell has 6 half spheres at the center of its faces and 8 times an 1/8 sphere at its corners, which equals 4 spheres in total. The volume of the interfacial shell around these spheres thus equals $V_{\text{sh}} = \frac{2}{3} \pi R_{\text{sh}}^3$, which is $\frac{2}{3} \pi R_{\text{sh}}^3$ for $\beta = R_{\text{sh}}/R$ with $R_{\text{sh}}$ the outer radius of the spherical shell that defines the interfacial layer. At high volume fraction the interfacial layers will partly overlap as depicted in Fig. 1C. Therefore, we will derive a function for the intersecting volume. First, we denote the length of the edges of the unit cell as $2 \sqrt{2}/L$ and define $L = \alpha R$. The volume of a spherical filler equals $V_p = \frac{4}{3} \pi R^3$.

Consequently, the volume fraction of the fillers in the unit cell is given by $\phi = 4 V_p / V_{\text{cell}} = \pi / (3 \sqrt{2} \alpha^3)$ from which follows that $\alpha = \sqrt{3/2} \phi$. As a result, the total intersecting volume equals

$$V_i = \frac{1}{3} \pi R^3 (\beta^3 - 1) - \frac{2N}{3} \pi R^3 (\beta - \alpha)^3 (2 \beta + \alpha)$$

(4)

Finally, the volume fraction of the interface layer within the matrix is defined as $\phi_i = V_i / V_{\text{cell}}(1 - \phi)$, which after substitution of Eq. (4) results in

$$\phi_i = \frac{\phi}{1 - \phi} \left( \beta^3 - 1 - \frac{N}{3} (\beta - \alpha)^3 (2 \beta + \alpha) \right)$$

(5)

Results for $\phi_i$ for the RVEs and according to Eq. (5) are plotted in Fig. 3B. Both the fillers and the interface layers are not perfectly spherical in the RVEs, because of the 0.5-sized voxel mesh, which is more pronounced for the smaller fillers. Therefore, $R$ and $R_{\text{sh}}$ thus effectively $\beta$, were used as fitting parameters, which resulted in $\beta$ equal to 1.27, 1.14, 1.10, and 1.07 for $R$ equal to 2.5, 5, 7.5 and 10, respectively. Overlap of the interface layers is assumed to start at the volume fraction where the interface layers start to touch. Considering Fig. 1C, the onset of overlap occurs at a diagonal length of $4 \beta R$ which equals 4 $L = 4 \alpha R$. Consequently, the onset occurs at $\alpha = \beta$, which is equal to $\phi = \phi_{cr} \sqrt{\beta}$. and $\phi$ is $0.37, 0.50, 0.56$, and 0.60 for $R$ equal to 2.5, 5, 7.5 and 10, respectively. Below these values no touching is assumed, i.e. $N = 0$, and above these values $N = 24$, as mentioned above. For high values of $\beta$, triple points in the overlap of the interfaces can occur [21], which is not considered in Eq. (5) for the sake of simplicity. For a body-centered cubic structure this limit will be reached at $\phi = 9 \pi/32 \beta^3$ (see ref. 21), which yields 0.51 for our case of $R = 2.5$. Beyond this value Eq. (5) overcompensates for the interface overlap, and the volume fraction of the interface layer is predicted to decrease with increasing volume fraction of the fillers as indicated by the dashed line in Fig. 3B. This part of Eq. (5) is thus considered physically irrelevant. Therefore, we consider Eq. (5) to be accurate for fillers with a thin interfacial layer, which will be the case for most practical applications.

The results for the tortuosity (Eq. (1)) and volume fraction of the interface layer (Eq. (5)) are substituted in Eq. (3) to compute the effective diffusivity of the four RVEs, as shown in Fig. 4. Here $n$ and $\phi_{cr}$ are used as fitting parameters. For $n$ the values of 1.23, 1.04, 0.98, and 0.95 are found, and for $\phi_{cr}$ the values of 0.209, 0.187, 0.147, and 0.119 are found, for $R$ equal to 2.5, 5, 7.5 and 10, respectively. These numbers are in the range of those reported in ref. 19. The results of the analytical equations fit reasonably well with the numerical results of the RVEs.
Both the numerical and analytical results show a rapid increase in diffusivity upon reaching the percolation limit, theoretically at $\phi \approx 0.29$ for a “Swiss cheese” structured model with mono-sized spheres [22]. Both results also show a peak in diffusion around the volume fraction for a radius of the filler particle. The reduction in effective diffusivity is needed to significantly increase the tortuosity after $\phi \approx 0.6$ (see Fig. 3A), but is also driven by the reduced growth in the volume fraction of the interface fraction at high $\phi$. This second effect becomes dominant for larger values of $\beta$.

To study the effect of the interfacial layer thickness on the effective diffusivity, $n$ and $\phi_{cr}$ are fitted to linear functions (Fig. 5A). These results show that for micrometer-sized fillers with an interfacial layer thickness in the order of nanometers ($\beta \approx 10^{-3}$) a two order of magnitude enhanced interface diffusivity is needed to significantly increase $D_\text{eff}$. Likewise, for thicker interface layers a much lower enhanced diffusivity leads to the same increase in $D_\text{eff}$. This might explain the discrepancy between the interface layer thickness found by fitting experimental data for the effective diffusivity to macroscopic models [11], and the theoretical thickness found by molecular dynamics simulations [12,13].

To conclude: enhanced interfacial diffusivity can play a dominant role in the effective macroscopic diffusivity of highly filled composite. The resulting macroscopic diffusivity does not only depend on the tortuosity of the composite and the interfacial diffusivity, but also on the volume fraction of the interface layer and the formation aggregates.
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