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1 INTRODUCTION

1 Introduction
In the introduction the content of the research is presented, followed by a literature study
on the subject.

1.1 Introduction to the problem

Over the past few years, the e-commerce market has grown and with the current state of the
economy, it is only expected to grow even further in Europe [1]. The potential workforce
cannot keep up with demands from the industry. Warehousing is an important factor in
the e-commerce market and is expected to grow with this growing market. Productivity
needs to increase and automation will help this growth. For these applications robots are
used since they can reproduce a series of task identically to each other. However, to reach
the desired productivity current robots are either too slow or are not able to deal with a
variety of packages. A solution to both of these problems is instead of robots picking up
and placing down parcels, the parcels will be tossed. This is exactly the goal of the I.AM.
H2020 EU Project [2]. Together with Vanderlande [3] the goal of this project is to decrease
the cycle time of pick-and-put operation by 10% [4]. In this project Vanderlande’s Smart
Item Robot (SIR) [5], shown in Figure 1.1, is used to experiment with.

Figure 1.1: Vanderlande’s Smart Item Robot (SIR) [5]

Currently, research is done on flexible objects, like bags of clothing, because rather than
rigid bodies flexible objects can slightly change in shape. This deformation makes it harder
for robots to predict the outcome after a toss. Dynamical models of this motion are made
to predict the outcome better. These models are validated using real-life experiments with
the actual objects. The motion of the objects is tracked using motion capture cameras.
To capture the movement of these objects markers are placed on the edges of them. The
markers are small stickers that the motion capture cameras can track. Individual tracking
of markers placed on the flexible objects will help understand the motion and validate
and improve dynamic models. However, validation is not yet possible since occlusions of
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1 INTRODUCTION

the markers appear during the experiments. These occlusions appear because markers
are covered during the experiments due to the shape of the bag or the angle with respect
to the motion capture cameras. Besides spurious markers are also detected, these are
markers that are seen by the motion capture cameras but are not on the object. Because
of reflections of light on the flexible bag these spurious markers also appear in the data.
This results in a lot of manual assigning the data point to the correct markers, which is
time-consuming when doing multiple experiments.

The research will focus on reducing this post-processing time. First a literature research
will be done, to find out more information about motion capture and the problems it still
has. With this in mind a problem definition can be proposed from with the research goal
of this project is determined. The data that is used for this project will be the data that
is needed to model flexible objects. Experiments will be performed with flexible objects.
The data from the experiment is used in the proposed method in this research which will
be explained later on. The results of the method are shown and discussed at the end of
the report.

1.1.1 Terminology

The terms used to describe various processes differ widely. What follows are brief defini-
tions of terms as they are used in this paper:

� Markers: Dots on the object that are tracked by a motion capture system. A set of
markers placed on an object makes it possible to record the motion of the object.

� Labeling: Assignment of the anonymous 3D positions to the labels of the defined
markers. Manual labeling is usual done for an arbitrary instant of time.

� Accuracy: A quantity to indicate the amount of markers which are labeled correctly.
It is always shown as a percentage between 0 and 100%. When all the markers are
labeled correctly, all the markers correspond with the actual object and no data
points are skipped, the accuracy is 100%.

� Occlusion: During experiments markers on objects can be covered, which make them
disappear out of the data-set. This is called an occlusion.

� Spurious markers: data-points in the data-set that do not belong to any of the mark-
ers of the object. These spurious markers appear in the data-set due to reflections
of light and are seen as markers by the motion capture system.
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1 INTRODUCTION

1.2 Literature review
In the field o f m otion c apture a lready much r esearch h as b een d one. D ifferent setups 
are used and various experiments are executed to test and validate different methods of 
cleaning up the motion capture data.

In [6] the authors addressed the problem of motion capture, which is the labeling after-
wards, as a time consuming and labor-intensive post-processing part. Motion capture is 
used to track human body motion, by placing marker on a motion capture suit, which is 
a body suit with markers on it. In this research, the problem of consistently labeling the 
markers in spite of temporary occlusions and appearance of spurious markers is tackled. 
Different experiments were executed, in the experiments with a lot of occlusion the model 
has an accuracy of 94.9%. In experiments with no occlusion at all an accuracy of 98.7%
is reached. In this research comparisons were made with different available methods, they 
will be discuss next. In [7] an auto labeling approach specifically d esigned f or h ands is 
proposed. The model presented uses an inverse kinematics approach, this means the ac-
tual shape of the object is used to assign data-point to markers. With the use of the shape 
of the object various orientations of the object could be omitted, which makes the labeling 
easier. In the research all the data points which could be assigned to the correct hand 
marker. In [6] this method was used, obtaining an accuracy of 83.2%. The methods of 
[6] and [7] are the same, the model in [7] is tuned to be used on hand motion, while the 
model in [6] is used on human body motion. The method proposed in [8] also uses human 
motion to label data-points to the corresponding markers. In [6] this method is also used, 
the accuracy achieved in this case is 88.2%. In [6], [9] was presented as an alternative 
technique of the labeling problem on hands presented in [7]. In [9] this method achieved 
an accuracy of 93.7%. However, in the experiments a lot of motion capture cameras were 
used to track the hand, so the accuracy may be lower when less cameras are available. 
All these models are made to label the data-points the correct markers. Comparing these 
methods with each other, as done in [6], the method with the highest accuracy can be 
found. However, none of these methods is experimented on flexible objects. The shape 
of human hands and human bodies is more complicate than the shape of a simple bag, this 
will make labeling markers on a bag easier than labeling markers on a human body. 
Therefore, the actual post-processing model for the bag data can be less complicate than 
the model for a human body.

In [10] an algorithm is presented that labels markers. The algorithm can label different 
markers to a defined b ody, a s well a s fi ll in  ga ps in  th e da ta-set. Th e mo del combined 
with the Hungarian algorithm [11] is used to find t he g lobal o ptimal matching marker. 
When comparing this model with other models, as done in the research, [10] obtained 
a very high accuracy compared to other available models on the market, it was almost 
100% accurate in labeling and filling in gaps in the particular d ata. In [12] a  model about 
data reconstruction was published. The algorithm presented can fill i n missing values in 
data-sets of the human body. The reconstruction was done using principal component 
analysis (PCA) [13], combined with a weighting procedure. The model was able to fill in 
data-sets missing 70% of all the time frames. The algorithm was able to fill in the entire 
trajectory of the markers with an error of less than 1.5 cm of the original marker even if 
the last half of the trajectory was completely missing. In [14] an automated method is 
proposed. The method allows for gap-filling o n a  d ata-set t hat c onsists o f human body 
motion. The algorithm uses inverse kinematics to fill t he r ows o f data f or e ach f rame of
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time. An 80% reduction of completion time is observed compared to manual gap-filling.
Also a higher accuracy was observed compared to manual gap-filling, The mean of the
error in the inverse kinematics decreased by 21%.
All these researches present algorithms which can label markers of objects and also fill in
empty data-sets. This feature of the algorithm is useful if the actual data consists of many
missing data-points. The necessity of this feature can be determined after experiments
are performed and the data is analyzed. For now this research will focus on only labeling
the data=points that are present in the data and not filling in the missing values, but it
is a nice option for further research.

In [15] a rotation matrix is derived. For this rotation matrix only one angle � is needed,
instead of three angles �, � and 
. This matrix is used in the method that will be described
in Subsection 4.1.
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2 Problem definition, research goal & constrains
In this section, the problem statement and corresponding research goal are explained. The
following sections of the report will try to fulfill this goal and show some good results.

2.1 Problem definition & research goal

The experiments were done at Vanderlande’s Innovation Lab at the TU/e campus. With
the available setup used at the lab at the TU/e campus different types of objects can be
tracked. On these objects markers are placed so the motion capture system can track
them. Different types of markers are shown in Figure 2.1. Figure 2.1.a shows a rigid body
with spherical pins as markers, whereas Figure 2.1.b shows a flexible object with round
stickers as markers. Both these objects can be tracked by the motion capture system. For
the rigid body an algorithm can be set up in the software environment Motive [16], [17],
which is used to convert the images of the motion capture cameras into a 3D spatial view.
This means that the software knows this object is present when a certain set of markers is
detected, which makes tracking of individual markers possible. Also, if a marker disappears
for any reason, the software is able to label the new appearing data-point to the correct
marker because of the shape of the object that stays the same. For the flexible objects
however, such an algorithm is not incorporated in the software since the distance between
the markers will vary as the object moves. This means if a marker disappears the new
appearing data-point is labeled as a different marker. In order to track individual markers
manual labeling is needed, which is very time-consuming and also very sensitive to errors.
The main problem is given by:

Labeling software is not able to label the data-points to the correct markers on a flexible
object.

From the literature review in Subsection 1.2 the lowest accuracy of the presented methods
is 83.2%. This means that if the accuracy of my model is the same or higher, it can be
used for labeling markers on objects. With this desired accuracy the research goal for this
project can be described by:

Create a method that automatically labels the data-points to markers on a flexible object,
which makes tracking of individual markers possible. The method should have an accuracy
of at least 83.2%.
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(a) Rigid body with 3D markers (b) flexible object with 2D markers

Figure 2.1: The different types of objects

2.2 Constrains for the experiments

In the following section, the experiments will be performed. In order to extract useful
data from these experiments, constrains are established. If the experiments are executed
according to the constrains, the data derived from the experiments will be useful to validate
the model.

� The markers on the bag will not move outside the view of all the cameras. All
markers will be present and within the view of at least two cameras during the
entire experiment. When a marker is seen by less than two cameras the motion
capture system is no longer able to compute the location of the bag since it requires
at least two cameras to create a 3D spatial view of the bag.

� The markers on the bag will be visible at some point during the experiment. The
cameras should be able to track all the markers of the bag. Markers can disappear
because of occlusions or a change of angle of the bag so the reflection does not reach
the camera, but at some point in time, a marker should be visible for at least two
cameras. As explained before at least two cameras are required for a 3D spatial
view.

� The bag will be held in the same way as during transportation with the robotic arm.
The robot will hold the bag in the middle with its suction cup. This means that
during the experiments the bag will be hold with one hand in the middle of the bag.
The robot basically swings from one point to another, so in the experiments also a
swinging motion will be used to derive data. In this way, realistic experiments will
be conducted and reliable results will be extracted from the experiments.

7



3 AVAILABLE EXPERIMENTAL SETUP

3 Available experimental setup
In this section, the available experimental setup that is used to perform experiment is
explained. The experiments that are performed to extract the data which is used in the
remainder of this report will be shown and

3.1 Setup

The experiments were done at Vanderlande’s Innovation Lab at the TU/e campus, as
explained in Section 2. A picture of the available setup in the lab is shown in Figure 3.1.
The setup consists of a conveyor belt with two robots placed next to it. Above the robots
and the conveyor belt motion capture cameras are mounted to the wall or to some other
tubing frame. These cameras are strategically placed so that together they can capture
the entire workspace of the robots.

Figure 3.1: Overview of the setup in the lab

The cameras that are used are Optitrack [18] motion cameras. In total there are six
cameras in the lab which detect and track objects. Two types of cameras are used, five
Prime 17W cameras [19] are used in the setup as well as one Primex 22 camera [20].
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3.2 Conducting the experiments

The experiments use the flexible bag shown in Figure 2.1.b The bag is placed on the
conveyor belt so that all the markers are seen by the cameras, this can be checked in the
Motive environment [16], which is the software used to read the images from the cameras
and convert it to a 3D spatial view. To start the experiment the bag is picked up and
held in the middle, just like the robotic arm would hold it. Thereafter the bag is swung
around in a circular path, this motion is shown in Figure 3.2. After a few swings, the bag
is tossed on the conveyor belt and the experiment is completed. The swings of the object
during the experiment represent the motion of the flexible object when it is hold during
real-life transportation with the robotic arm, this is why it is chosen to use this motion in
the experiments. In this way the experiments represent the motion of the flexible objects
as good as possible.

Figure 3.2: These figures show the motion of the flexible object during the experiment

3.3 The acquired data

The acquired data is shown as snapshots from during the experiments in Figure 3.3. As
can be seen in this figures, sometimes all the five markers are present. Sometimes a few
markers are covered and cannot be seen in the figures, these are the occlusions. Also at
other points in time more than five markers can be observed, the extra markers are the
spurious markers and do not belong to any of the five markers of the object.
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Figure 3.3: Various snapshots from the experiment
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4 Method and results

4.1 Method

After the experiments are executed, as presented in Section 3, the data can be post-
processed. This chapter will give an explanation of which steps are taken and the mathe-
matics used in it. In Subsection 4.2 the results of this model are shown.

4.1.1 Data Preprocessing

The bag is represented as seen in Figure 4.1. The markers are assigned randomly to the
markers the bag on appearance in the data-set. as

Mi ;

where i is the corresponding marker.

For i 2 N;

where N is the amount of markers, the markers are given by

M1;M2;M3;M4;M5:

At the start of the algorithm, the centroid of the data points for each frame is calculated
and subtracted from the data to have the data centred around the origin, this makes
the markers invariant to translation. The next step is to rotate the data points for each
time frame. Due to the rotation, the frame of reference is changed from an observational
reference frame to a marker position reference frame. With the use of this marker position
frame, the data points will be viewed as the observer is traveling with the bag. From this
reference frame, it will be easier to distinguish between the different markers of the bag.

Figure 4.1: Representation of the flexible object with markers as shown in Figure 2.1.b
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4.1.2 Shifting the reference frame

To determine this marker position reference frame a couple of steps are needed. The
approximated orientation of the markers in the reference frame at each time-step needs to
be calculated to rotate all the data-points in a certain direction. This is achieved by using
two points of the bag and calculating the direction from one point to another as

V1! 2 = VM 2 � VM 1 : (4.1)

This vector is used in the following equation to calculate angle � between V1! 2 and the
x-axis, Vx as

cos(�) =
V1! 2 � Vx

jV1! 2jjVx j
: (4.2)

With the angle and axis of rotation known, the rotation matrix is derived. This matrix,
derived in [15], is defined as a matrix of rotation R by angle � around the axis u =
(ux ; uy ; uz) with a unit vector u2

x + u2
y + u2

z = 1 . It is given in the following equation by

R =

2

6
4

cos� + u2
x (1 � cos�) uxuy(1 � cos�) � uz sin� uxuz(1 � cos�) + uy sin�

uyux (1 � cos�) + uz sin� cos� + u2
y(1 � cos�) uyuz(1 � cos�) � ux sin�

uzux (1 � cos�) � uy sin� uzuy(1 � cos�) + ux sin� cos� + u2
z(1 � cos�)

3

7
5 :

(4.3)

This results in the plot shown in Figure 4.2, in which the data is presented in a marker
position reference frame. The data is all plotted in the same color, because it has not yet
been labeled to the corresponding marker. The markers of the bag can be seen as lines
and curves of data points because the bag has internal degrees of freedom the markers will
move with respect to each other. Another observation that can be done is the amount of
noise present in this data. Most of the noise is located in the middle of the bag. This is
the noise that is expected beforehand since the reflections from the lights in the lab on the
bag are often seen by the cameras as markers. However, in the figure, also marker outside
the surface of the bag are shown. These spurious markers could be reflections from the
light on the conveyor belt or the arm of the person swinging the bag, like a watch or a
ring.

12
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Figure 4.2: Data shifted to a marker position reference frame

4.1.3 Labeling the data points

From Figure 4.2, the markers of the bag can be distinguished from the noise, but to do
this by hand is still a time-consuming process. The data points will be assigned to the
corresponding markers using an allowed deviation from an arbitrary point, this approach
is visualized in In Figure 4.3. In this case, the first point is chosen as a reference point
since in this pose the markers all lie approximately in the same plane and the bag is in its
original position.

Figure 4.3: Representation of the flexible object with markers as shown in Figure 2.1.b
with the allowed areas where markers can be
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The allowed deviation factor is chosen by visual inspection of Figure 4.2. After trial and
error with different values for the allowed deviation, the correct data points are assigned to
the markers. All the noise that is present within the allowed deviation will also be assigned
to the marker, however, as can be seen in Figure 4.2 most of the noise data points are
located in the middle of the bag.
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4.2 Results

In the previous subsection, the method of post-processing is discussed. As a result the
data is filtered and stored into different marker data sets. In this section, the results of
the model will be shown and discussed.

After the data set is post-processed using the method described in Subsection 4.1 the
result can be plotted. In ?? the result of the post-processing of one of the data sets is
shown.

Figure 4.4: Various snapshots from the experiments after post-processing

In these figure shown in Figure 4.4 the markers as colored with each a different color,
representing the corresponding marker. The noise in the plots is colored light gray. The
same snapshot location are taken as in Figure 3.3, to show the same markers, but now
they are either labeled or discarded as noise.

To evaluate the accuracy of the method manual labeling is done to prove accuracy. In
Table 4.1 the evaluation of the three different experiments is shown.

15
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Table 4.1: Accuracy of the model in different experiments

Experiment Time frames Total unlabeled markers Accuracy

Swing 1 5703 98 96.5%
Swing 2 4047 53 99.7%
Swing 3 5390 153 91.5%
Average 5047 101 95.9%

In Table 4.1 the amount of time frames, total unlabeled markers and accuracy is shown.
From these values you can clearly see a relation between them. The longer the experi-
ment takes, the lower the accuracy is. Also the total unlabeled markers are affecting the
accuracy, the higher the number, the lower the accuracy. Averaged over three experiments
in which all the same constrains were taken into account, the accuracy of this method is
95.9%.

16



5 DISCUSSION & CONCLUSION

5 Discussion & conclusion
After the results are shown in the previous section they will be discuss in this section, also
a conclusion will be determine if the research goal is reached.

5.1 Discussion

The method created uses a simplified version of the principal component algorithm (PCA),
if the real version is implemented correctly the accuracy might be even higher than right
now. However, with an accuracy of 95.9%, the model is very good at labeling the individual
data points to the correct markers. Besides, the computing time for this simplified version
of PCA is only a few seconds using MATLAB.

The experiments used in this research take around ten to fifteen seconds, at which time
approximately 5000 data frames are created. The time it will take for a robot to pick up
an object and toss it to its destination will not take more time than this, so the collected
data seem to be a valid representation of the real application.

Whenever the object that is tracked makes some unexpected movements instead of smooth
a transition from A to B, the cameras will likely lose track of the markers on the object.
An improvement on this tracking could be made by adding more cameras to the setup.
Obviously more cameras will contribute to easier tacking the object. Moreover, the method
presented in this research will still be sufficient when more unexpected movement will occur
with more cameras added to the current setup.

Another suggestion would be to add more markers to the object so the cameras have
more markers to track and will possibly keep track of some during unexpected movement.
However tests with an object shown in Figure 5.1 showed that the cameras are not able to
track markers whenever they are close to each other, more research could be done on the
exact distance markers can be from each other until they are not distinguishable anymore
for the cameras.

Figure 5.1: Sheet of markers
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5.2 Conclusion

With an accuracy of 95.9%, the research goal of an accuracy 83.2% is reached with quite
some room for margin in the method. With the simplified PCA computation, motion
capture cameras can track a flexible object like a bag presented in this research. The model
allows to filter noise from the acquired data and consequently allows to track individual
markers placed on the flexible object.

Improvements could be made on making the model more usable in different situation of
motion capture. In the current data-sets, always two nearly complete marker-sets were
recorded by the motion capture system, the method is based on this feature. When only
one or none full marker-sets are present, the model might need some improvement. Also
future work could be done on filling in the missing values in the data-sets. When this is
done the entire motion of the object can be determined, not only the movement of some
individual markers.
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