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Abstract. For a proper description of growth by metal organic vapour phase epitaxy the three-dimensional Navier-Stokes partial differential equations need to be solved which govern the following series of processes: (i) transport by diffusion and flow through the gas phase, (ii) reactions which take place in this gas phase, (iii) reactions which take place at the surface. For this paper we are at first interested in the medium- and higher-temperature regions, which cover the growth determined by diffusion through the gas phase (medium temperature) and the growth that is determined by the desorption of growth species (higher temperature). Using a number of well justified assumptions one can reduce the problem to a two-dimensional one. For the diffusion-limited region (i.e. medium-temperature region) the effect of different flow profiles (plug flow, parabolic flow, linear increasing velocity and combination of plug and linear profile) on the growth rate has been studied under isothermal conditions. It was found that all profiles yield the same growth rate within a few per cent, so that it suffices to use the simple plug flow profile in growth rate calculations. It is also shown that axial diffusion is an important effect only at the end of long reactors. Finally a model is derived in which surface reaction kinetics is combined with the diffusion-limited model for the isothermal case.

1. Introduction

Metal organic vapour phase epitaxy (MOVPE) is at present an important epitaxy technique for the growth of III-V compound semiconductor materials [1, 2]. Many electronic and optical devices after being demonstrated to work on a laboratory scale are now produced commercially on an industrial scale by MOVPE. Studies that have been performed over the past twenty years since the introduction of MOVPE by Manasevit [3] have dealt mainly with fundamental and technical aspects. Flow dynamics, reactor design and depletion effects have received to date only little attention, but interest is growing [4–9]. As flow dynamics of vapour phase epitaxy (VPE) processes are very complex, one is inclined to study these phenomena with the help of numerical simulations [6–9]. Although the graphical presentations of results obtained by these simulations are certainly instructive (e.g. the occurrence of rolls [7]) we concentrate here on analytical solutions because they give more and direct insight in the physics and chemistry of the MOVPE process.

To obtain analytical solutions one has to solve the three-dimensional Navier-Stokes partial differential equations [10]. As this is next to impossible in general a number of simplifications have to be used. The assumptions from which the simplifications originate must be physically justified. Mathematical simplifications which are made solely for the purpose of obtaining differential equations that are simple to solve are not to be used as they generally lead to unrealistic situations.

The models that are derived are in principle generally applicable, however, they are derived here using observations made of the growth of (Al)GaAs [1–4, 11–15]. It is found that the temperature dependence of the growth of GaAs can be divided in three temperature regions: low, medium and high. In the low- and high-temperature regions the growth rate is strongly temperature dependent. It has been suggested that in the low-temperature region surface reactions (adsorption of As and Ga species [11]) or gas-phase reactions (pyrolysis of As and Ga species [12, 13]) are growth-rate limiting. In the high-temperature region the Ga adsorption–desorption equilibrium is considered to be growth-rate limiting [11, 14, 15]. In the medium-temperature region growth is
mass transport limited by the diffusion of Ga growth species towards the susceptor [1–4, 11, 14] and therefore does not show a (or only a weak) temperature dependence.

In this series of papers [16, 17] we are mainly interested in the medium- and high-temperature regions. Before the different models are treated a thorough analysis is performed on the validity of the assumptions needed to simplify the three-dimensional Navier–Stokes partial differential equations. For the diffusion-limited region (medium temperature) first the effect of different flow profiles (namely, plug flow, parabolic flow, linear increasing velocity) is studied in the isothermal case. In forthcoming papers [16, 17] a temperature gradient will be introduced and the influence of the Soret or thermodiffusion effect will be studied. For the high-temperature region, where desorption of growth species becomes important, a similar analysis will be performed. The studies lead to an analytical expression for the growth rate over the two temperature regions considered. The theoretical results are compared with experimental results for the growth of Si, GaAs and AlGaAs grown within the two temperature regions [17, 18].

2. Problem definition and assumptions

2.1. Assumptions and their justification

In this section the assumptions made to simplify the solution of the three-dimensional Navier–Stokes partial differential equations are physically justified. The analytical models will be developed for a horizontal rectangular reactor at atmospheric pressure as depicted in figure 1. The reactor is heated at the bottom and cooled at the top. A cartesian coordinate system is used, with the $x$ coordinate in the direction of the forced gas flow, the $y$ coordinate perpendicular to the flow direction (figure 2(a)) and the $z$ coordinate in the direction of the width of the reactor (figure 2(b)). Heating starts at $x = 0$. The height of the reactor is $h$ and the width is $b$. In the reactor a susceptor is placed on which substrates are positioned. The gas phase of such a reactor can be described by the velocity profile $u(x, y, z, t)$, the temperature profile $T(x, y, z, t)$ and the concentration profiles for each $i, i = 1, \ldots, n$ gas-phase component $C_i(x, y, z, t)$, where $t$ denotes the time dependence. These variables can be found by solving the three-dimensional Navier–Stokes, continuity and diffusion partial differential equations [10]. These can be simplified using a number of assumptions, which are justified keeping the growth of GaAs from trimethylgallium (TMG) and AsH$_3$ in mind. The formulation of the assumptions may seem extensive; however, in the past several authors were not as careful as they should have been in formulating the assumptions on which their models were based. Therefore it is not always clear whether the derived models are valid or not. In the derivation of the analytical models the following assumptions are used.

Assumption 1. The amounts of hydrides and metal alkyls are small (typically < 1%) as compared with the amount of carrier gas (i.e. H$_2$). Therefore the flow dynamics are completely determined by the carrier gas. As the growth of GaAs is controlled in the diffusion-limited region by the diffusion of TMG towards the substrate only the concentration of one gas-phase component is considered. The concentration profile $C_i(x, y, z, t)$ can thus be simplified to $C(x, y, z, t)$.

Assumption 2. For all times $t \geq 0$ the velocity profile $u(x, y, z, t)$, temperature profile $T(x, y, z, t)$ and concentration profile $C_i(x, y, z, t)$ at any position $(x, y, z)$ are independent of time, thus a (quasi) stationary situation is established.

Assumption 3. Under all conditions and for any position $(x, y, z)$ the flow is laminar and streamlines are horizontal and thus parallel to the susceptor. Choosing the right reactor dimensions and using H$_2$ (or He) as carrier gas it is simple to obtain laminar, metastable flows for completely developed flow profiles [19]. When the gas is flowing from the cold zone $(x < 0)$ to the high-temperature zone $(x \geq 0)$ it experiences a temperature shock, which causes the gas to expand which can lead to unwanted return flows [20]. This can be prevented by using a low reactor (<2 cm) and sufficiently high gas velocities (room temperature mean flow rate $\sim 10$ cm s$^{-1}$). Due to the temperature shock the flow profile has to be re-established. The streamlines seem to recover quickly from this shock (within $\approx 1$ cm) [5]. However, the velocity and temperature profiles, which are coupled, are re-established more slowly. Entrance lengths for these
profiles have been calculated to be \( x_v = 0.04 \ h \ Re \) and \( x_T = 0.28 \ h \ Re \) [19], where \( x_v \) and \( x_T \) are the entrance lengths for the velocity and temperature profile respectively, \( Re \) is the Reynolds number and \( h \) the height of the reactor. This means that the temperature profile determines the dimensions of the entrance region.

**Assumption 4.** At the entrance of the reactor, up to \( x = 0 \), the flow is laminar with an average velocity \( \bar{v} \) and input concentration of the group III component \( C_0 \). Hence for all \( x < 0 \) the velocity profile \( v(x, y, z, t) \) is independent of \( x \), whereas the temperature profile \( T(x, y, z, t) \) and concentration profile \( C(x, y, z, t) \) are independent of \( (x, y, z) \).

**Assumption 5.** As we are not interested in the development of the flow but in already fully developed flow profiles, it is assumed that no entrance region exists in which the profiles develop. Alternatively, one can assume that the entrance lengths of the velocity and temperature profiles are reduced to an infinitesimal size. Hence for all \( x \gg 0 \) the velocity profile \( v(x, y, z, t) \) and temperature profile \( T(x, y, z, t) \) are independent of \( x \). These profiles are thus fully developed, which does not hold for the concentration profile \( C(x, y, z, t) \).

**Assumption 6.** The transport of growth species in the \( y \) direction only occurs as a result of gas phase diffusion (and thermodiffusion for the non-isothermal case). This follows directly from assumption 3.

**Assumption 7.** For all \( x \gg 0 \) the susceptor temperature is defined as \( T_s \) and the temperature at the top of the reactor is defined as \( T_o \). Owing to the heating up of the cold gas the gas temperature at the beginning of the susceptor will be less than \( T_s \). In practical situations one can correct this effect using pre-heating. In the present reactor set-up the susceptor temperature slowly increases up to \( x = 6 \ cm \) and further remains constant. The entrance length of the temperature profile is of the same order, so that no extra errors are to be expected. The top of the reactor is water cooled so consequently the temperature will be practically constant (\( T_o \)).

**Assumption 8.** For all \( x \) no deposition occurs of growth species onto the top of the reactor. In the present reactor, however, deposition does occur. Analysis of the deposited layer shows that it mainly consists of As. Assuming that Ga growth species determine the growth rate (As is present in excess), this assumption seems correct.

**Assumption 9.** For all \( x \) and \( y \) the velocity profile \( v(x, y, z, t) \), the temperature profile \( T(x, y, z, t) \) and the concentration profile \( C(x, y, z, t) \) are independent of \( x \). This means that either a reactor is considered of infinite width or that no deposition occurs at the side walls of the reactor. This assumption reduces the problem to a two-dimensional one. Figure 3 illustrates the validity of this assumption. The flux of growth species at \( y = 0 \) is determined by the \( y \)-component of the diffusion in the \( y-z \) plane. This flux is in general a function of \( z \). If no deposition on side walls occurs, reflection will take place. From symmetry considerations it follows that the flux of species towards the susceptor is independent of \( z \). A more thorough derivation is given in appendix 1. In practice deposition on side walls does take place. In appendix 1 it is shown that this effect is small; hence the growth rate over the largest part of the width of the reactor is constant. A much stronger effect is seen in the corners of the reactor. For the present reactor (width 5 cm, height 2 cm, length 25 cm) this effect only extends a few mm inwards from the edges of the reactor. The effect of side walls on the temperature profile is much more difficult to determine. There will always be a heat loss through the side walls. Taking this effect into account in designing the heater of the reactor, the effect can be confined to a small region near the edges. Altogether the effect of the side walls is that over typically 90% of the total width of the reactor the growth rate will be constant.

**Assumption 10.** For all \( x < 0 \) no deposition occurs at the susceptor, while for \( x \gg 0 \) homogeneous deposition takes place on the susceptor and substrates. To obtain homogeneous deposition the whole susceptor should be covered with substrates. Because of high substrate costs this will not be possible (and is not done) in practical situations. As long as the surface does not play an important role in the crystal growth process no deviations are expected.

**Assumption 11.** Transport of growth components in the \( x \) direction (axially) only takes place because of convective \( (x \) direction) laminar \((y-z \) plane) gas flow. Appendix 2 treats the effect of axial diffusion in the case of a simple isothermal model. It is concluded that under normal conditions only small effects are to be expected [8].

**Assumption 12.** For all possible gas-phase reactions it is assumed that they are either very fast or very slow. Fast reactions lead to a gas phase in equilibrium. Slow reactions do not yield products of significance. If such a reaction is necessary for the crystal growth process, it will be surface catalysed.

On the basis of the above assumptions it follows that the velocity and temperature profiles are only a function of \( y \): \( v(x, y, z, t) = v(y) \) and \( T(x, y, z, t) = T(y) \). The concentration profile for one gas phase component is only a function of \( x \) and \( y \): \( C(x, y, z, t) = C(x, y) \).

### 2.2. Differential equations

The concentration profile \( C(x, y) \) is found from the continuity equation (mass conservation) or diffusion equation [10], which can be written in its general form as (using assumption 1)

\[
\frac{\partial n C_{tot}}{\partial t} + \nabla \cdot [n C_{tot} \vec{v}] = \nabla \cdot \{ D C_{tot} \nabla n + z_T n (1 - n) \nabla \ln \ T \} \tag{1}
\]
where \( C_{\text{tot}} \) is the total gas-phase concentration \( (= P/R,T) \), \( n \equiv n(x, y, z, t) \) the mole fraction of growth species \( (C(x, y, z, t) = n(x, y, z, t)) \), \( C \equiv C(x, y, z, t) \) the concentration of growth species, \( v \equiv v(x, y, z, t) \) the flow velocity, \( D = D(T(x, y, z, t)) \) the binary diffusion coefficient of the group III component, \( \bar{\alpha} \) the thermal diffusion factor, \( T = (x, y, z, t) \) the growth temperature, \( P \) the total pressure and \( R_g \) is the gas constant.

Note that this expression is valid both in the mass-transport-limited as well as in the kinetically limited regime, as surface reaction kinetics are introduced as a boundary condition. Gas-phase reactions can be included by adding at the right-hand side terms that represent the generation and annihilation of species by chemical reactions; however, this is done elsewhere [21, 22]. With the assumptions described in §2.1 from which it also follows that the total pressure \( P \) is constant (\( P = 1 \) atm in our case) equation (1) reduces to (rewriting to \( C(x, y) \) as variable, using \( n(x, y, z, t) \ll 1 \) (assumption 1)) the following partial differential equation

\[
\frac{\partial C(x, y)}{\partial x} = \frac{\partial}{\partial y} \left[ D(T(y)) \left( \frac{\partial C(x, y)}{\partial y} + (\bar{\alpha} + 1) \frac{C(x, y) \partial T(y)}{T(y) \partial y} \right) \right] + (\bar{\alpha}_T + 1) \frac{C(x, y) \partial T(y)}{T(y) \partial y} \tag{2}
\]

with the appropriate boundary conditions:

\[
C(0, y) = (T_0/T(y))C_0 \quad 0 \leq y \leq h \tag{3}
\]

\[
J(x, 0) = kC(x, y)_{y=0} \quad x > 0 \tag{4}
\]

\[
J(x, h) = 0 \tag{5}
\]

where the flux \( J(x, y) \) is given by

\[
J(x, y) = D(T(y)) \left( \frac{\partial C(x, y)}{\partial y} + (\bar{\alpha} + 1) \frac{C(x, y) \partial T(y)}{T(y) \partial y} \right). \tag{6}
\]

The \((\bar{\alpha}_T + 1)\) terms in equations (2) and (6) originate from the fact that the total pressure \( P \) is constant, whereas the total gas-phase concentration \( C_{\text{tot}} \) is a function of temperature (and thus of height). In the above equations \( k \) denotes the rate constant for a reaction that is limited by surface kinetics (assumption 12) and \( C_0 \) the input concentration of the group III component. Boundary condition equation (3) represents the sudden change in the temperature profile at \( x = 0 \) (assumptions 3, 4, 5 and 10). Boundary condition equation (4) is based on assumptions 10 and 12, boundary condition equation (5) on assumption 8. Assumptions 1, 2 and 9 lead to the following definition of the growth rate \( R(x) \):

\[
R(x) = J(x, 0). \tag{7}
\]

The temperature profile is found from the general expression

\[
\rho c_p T(x, y) \frac{\partial T(x, y)}{\partial x} = \frac{\partial}{\partial y} \left[ \kappa_0 \frac{T(x, y)}{T_0} \kappa \frac{\partial T(x, y)}{\partial y} \right] \tag{8}
\]

where \( \rho \) is the density of gas, \( c_p \) the specific heat of gas, \( \kappa \) the heat transfer coefficient with temperature dependence

\[
\kappa = \kappa_0 \frac{T(x, y)}{T_0} \theta \tag{9}
\]

\( T_0 \) the temperature at the top of the reactor \( = T(x, h) \).

From assumption 5 (fully developed temperature profile) it follows that the left-hand term of equation (8) is zero. Solving equation (8) for the case \( \beta = 0 \) (no temperature dependence of the heat transfer coefficient \( \kappa \)) yields a linear temperature gradient in the \( y \) direction:

\[
T(y) = T_0 - (T_0 - T_0) \frac{y}{h} \tag{9}
\]

where \( T_0 \) denotes the temperature of the substrate. This temperature profile is not dependent on diffusion processes and velocity profile. The real profile does not differ much from this linear temperature gradient, as has been found experimentally [5, 19].

3. Diffusion-limited growth models

In this section models are derived for the regime where the growth rate is limited by diffusion of the group III component in the gas phase towards the substrate. Surface reactions will be treated in §4. Therefore the boundary condition equation (4) is simplified to \( J(x, 0) = 0 \). Furthermore the models are derived in the isothermal case \( T(y) = T_0 \) constant. The effect of a vertical temperature gradient is treated elsewhere [16]. It follows that thermal diffusion is automatically ignored as the temperature-dependent term in equations (2) and (6) equals zero \( ((\bar{\alpha} \partial / \partial y) T(y) = 0) \). The velocity profile \( v(y) \) in this case is parabolic. It will be shown that it is possible to solve equation (2) with the parabolic profile in the isothermal case. As this is rather complicated, we first derive simpler models that use increasingly better approximations of the parabolic profile. The six velocity profiles that are used (plug flow, linear flow, combinations of plug and linear flow, parabolic flow) are surveyed in figure 4. It will be shown in successive subsections that the growth rate can be expressed in general terms for all models. From this expression an important parameter can be deduced which is a measure of the amount of growth species that are actually incorporated and which is used as a check of the validity of the models. Therefore this parameter will be derived first. Next the various models are derived.

The equations concerning concentration \( C(x, y) \) and growth rate \( R(x) \) as functions of \( (x, y) \) and \( x \), respectively, will be written using a number of dimensionless parameters, such as \( x/h, y/h, D(T(y))/v_0 h, C(x, y)/C_0 \) and \( R(x)/v_0 C_0 \), in order to obtain results that are more generally applicable.

3.1. General properties and total deposition check parameter \( \omega \)

For all models it will be shown that the growth rate is expressed as a summation of terms, given by (note the dimensionless parameters)

\[
R(x) = \sum_{i=1}^{\infty} A_i \exp(-B_i x). \tag{10}
\]
van Sark et al. (equation (10)) an expression for \( \omega_n \) can be derived, where the suffix \( n \) denotes the number of terms used:

\[
\omega_n = \sum_{i=1}^{n} A_i/B_i.
\] (15)

It should furthermore be noted that \( \omega \) equals \( \omega \) by definition. The total deposition check \( \omega \) is a useful tool in determining the validity of a model and will be used throughout this series of papers.

### 3.2. Model 1, plug-flow profile

The case of a constant velocity profile \( v(y) = v_0 \), see figure 4(a), also known as plug flow, results in a partial differential equation that is a considerable simplification of equation (2). This equation can be solved using the separation of variables method. Introducing the coordinate \( p = y/h \) yields the following partial differential equation to be solved:

\[
\frac{v_0 h^2}{D(T)} \frac{\partial C(x, p)}{\partial x} = \frac{\partial^2 C(x, p)}{\partial p^2}.
\] (16)

with the appropriate boundary conditions:

\[
C(0, p) = C_0
\] (17)

\[
C(x, 0) = 0
\] (18)

\[
\left. \frac{\partial C(x, p)}{\partial p} \right|_{p=1} = 0.
\] (19)

Substitution of \( C(x, p) = X(x)P(p) \) in the partial differential equation (16), rearranging and equating to (with a modest amount of foresight) \(-\lambda^2\) yields:

\[
\frac{v_0 h^2}{D(T)} \frac{1}{x} \frac{dX(x)}{dx} = \frac{1}{P(p)} \frac{d^2P(p)}{dp^2} = -\lambda^2.
\] (20)

The solution of equation (20) can be given as:

\[
X(x) = \exp \left(-\lambda x \frac{D(T)}{v_0 h} \right)
\] (21)

\[
P(p) = \alpha \sin(\lambda p) + \beta \cos(\lambda p).
\] (22)

From boundary condition equation (18) it follows that \( \beta = 0 \); boundary condition equation (19) leads to

\[
\lambda_n = \frac{2n - 1}{2} \pi
\] with \( n = 1, 2, 3 \ldots \)

The general solution of the partial differential equation (16) is found from a linear combination of all separate solutions:

\[
C(x, p) = C_0 \sum_{n=1}^{\infty} \alpha_n \sin \left(\frac{2n - 1}{2} \pi p \right)
\]

\[
\times \exp \left( - \frac{(2n - 1)^2 \pi^2 D(T) x}{4 v_0 h} \right).
\] (23)

From boundary condition equation (17) \( \alpha_n \) can be calculated:

\[
C_0 = C_0 \sum_{n=1}^{\infty} \alpha_n \sin \left(\frac{2n - 1}{2} \pi p \right).
\] (24)
This is a Fourier series in $p$, transformation gives

$$z_n = 2 \int_0^1 \sin \left( \frac{2n-1}{2} \pi p \right) dp = -2 \frac{2}{2n-1} \cos \left( \frac{2n-1}{2} \pi p \right) \bigg|_0^1 = \frac{4}{\pi} \frac{1}{2n-1}. \quad (25)$$

Substitution of equation (25) into equation (23) and back to $\{(x, y)\}$ coordinates gives the complete solution of the partial differential equation (16) that had to be solved:

$$C(x, y) = \frac{4}{\pi} \frac{1}{2n-1} \sum_{n=1}^\infty \sin \left( \frac{2n-1}{2} \pi \frac{y}{h} \right) \exp \left( -\frac{(2n-1)^2 \pi^2}{4} \frac{D(T) x^2}{v_0 h h} \right). \quad (26)$$

The growth rate $R(x)$ is derived using its definition equation (7):

$$\frac{R(x)}{v_0 C_0} = 2 \frac{D(T)}{v_0 h} \sum_{n=1}^\infty \exp \left( -\frac{(2n-1)^2 \pi^2}{4} \frac{D(T) x^2}{v_0 h h} \right). \quad (27)$$

In figures 5 and 6 the dimensionless function $C(x, y)/C_0$ is shown as function of the three dimensionless parameters $(D(T)/v_0 h)(x/h)$, $n$ and $y/h$. Figure 5 shows $C(x, y)/C_0$ (dimensionless) as a function of $y/h$ with $(D(T)/v_0 h)(x/h)$ as parameter. The depletion of the concentration is shown in figure 6, where $C(x, y)/C_0$ is plotted as a function of $(D(T)/v_0 h)(x/h)$ at different heights in the reactor $(y/h)$. From figures 5 and 6 it follows that for $(D(T)/v_0 h)(x/h) < 0.2$ larger values of $n$ yield better results, i.e. a more realistic concentration profile, and that large values $(> 10)$ of $n$ should be used for $(D(T)/v_0 h)(x/h) < 0.2$ in the calculation of the concentration profile and consequently the growth rate. For $(D(T)/v_0 h)(x/h) > 0.2$ it suffices to use $n = 1$. If one examines $(R(x)/v_0 C_0)(v_0 h/D(T))$ (dimensionless) as a function of $(D(T)/v_0 h)(x/h)$ with $n$ as parameter (figure 7), it follows that in the region $(D(T)/v_0 h)(x/h) < 0.2$ the effects of using large values of $n$ is exhibited only in this region, which holds for the concentration profile as well. The region $(D(T)/v_0 h)(x/h) < 0.2$ can thus be considered as the entrance region. In practical situations $(x/h > 4.0)$ using $n = 1$ will yield good results.

The growth rate $R(x)$ can be rewritten in a more general form as

$$\frac{R(x)}{v_0 C_0} = \frac{D(T)}{v_0 h} \sum_{n=1}^\infty A_n \exp \left( -B_n \frac{D(T) x^2}{v_0 h h} \right) \quad (28)$$

with, for model 1

$$A_n = 2 \quad \quad B_n = (2n-1)^2 \pi^2 / 4.$$

The values of $A_n$ and $B_n$ are easily calculated and are
Table 1. Parameters of model 1.

<table>
<thead>
<tr>
<th>n</th>
<th>$A_n$</th>
<th>$B_n$</th>
<th>$\omega_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2.467</td>
<td>0.811</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>22.207</td>
<td>0.901</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>61.665</td>
<td>0.933</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>120.903</td>
<td>0.950</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>199.859</td>
<td>0.960</td>
</tr>
</tbody>
</table>

The parameters given in Table 1. Taking into account all terms it can be calculated that 

$$\omega_\infty \equiv \omega = \frac{\int_0^\infty R(x)b\, dx}{b\, v_0\, C_0} = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} = 1. \quad (29)$$

When only the first term is used in the calculation of the growth rate, we obtain

$$R(x) = 2 \frac{D(T)}{v_0\, C_0} \exp\left(-2.467 \frac{D(T)\, x}{v_0\, h}\right) \quad (30)$$

so that $\omega_1 = (A_1/B_1) = 0.811$.

3.3. Model 2, linear velocity profile (I)

The velocity profile $v(y)$ is a linear function of $y$ such that the total mass flux through the reactor equals the mass flux in the case of the parabolic profile, or

$$v(y)\, dy = v_0\, h. \quad (31)$$

The velocity at the substrate surface is zero, hence

$$v(y) = 2v_0y/h. \quad (32)$$

This velocity profile is depicted in figure 4(b). Coordinate transformation ($p = y/h$), substitution of $C(x, p) = X(x)P(p)$ in the partial differential equation (16) and use of the velocity profile equation (32) yields

$$2v_0h^2 \frac{1}{D(T)} \frac{dX(x)}{dx} = \frac{1}{P(p)p} \frac{d^2P(p)}{dp^2} = -\lambda^2. \quad (33)$$

The left-hand term can be solved to yield

$$X(x) = \exp\left(-\frac{\lambda^2 D(T)\, x}{2\, v_0\, h}\right). \quad (34)$$

The right-hand term can be solved using Bessel functions; first this term must be rewritten as

$$p^2 \frac{d^2P(p)}{dp^2} + \lambda^2 p^3 P(p) = 0. \quad (35)$$

The solutions can be found in [24]:

$$P(p) = p^{1/2}[\alpha J_{1/3}(\frac{\lambda}{3} p^{3/2}) + \beta J_{-1/3}(\frac{\lambda}{3} p^{3/2})] \quad (36)$$

where $J_n(x)$ is a Bessel function of the first kind of order $n$. The constants $\alpha$ and $\beta$ are to be determined still from boundary conditions equations (17)-(19). From boundary condition equation (18) it follows that $P(0) = 0$, hence $\beta = 0$. From boundary condition equation (19) and some algebra based on recurrence formulas of Bessel functions [24] it follows that

$$\frac{dP(p)}{dp}_{p=1} = \frac{\alpha}{(\frac{3}{2})^{1/3}} \frac{d\left(\frac{\lambda}{3} p^{3/2}\right)}{d\left(\frac{3}{2} p\right)} \left[ J_{1/3}(\frac{\lambda}{3} p^{3/2}) \right]_{p=1} \quad (37)$$

The roots $\lambda_n$ of equation (37) can be found numerically. The five smallest values are given in Table 2. The concentration $C(x, p)$ is now given by

$$C(x, p) = C_0 \sum_{n=1}^{\infty} \alpha_n p^{1/2} J_{1/3}(\frac{\lambda}{3} p^{3/2}) \exp\left(-\frac{\lambda^2 D(T)\, x}{v_0\, h}\right) \quad (38)$$

The prefactor $\alpha_n$ can be found by substituting equation (38) in the boundary condition equation (17). This gives

$$C_0 = C_0 \sum_{n=1}^{\infty} \alpha_n p^{1/2} J_{1/3}(\frac{\lambda}{3} p^{3/2}) \quad (39)$$

Multiplication of both the left- and right-hand terms with $p J_{13}(\frac{\lambda}{3} p^{3/2})$ and integration with $p^{3/2}$ as integration variable yields

$$\int_0^1 p C_0 J_{13}(\frac{\lambda}{3} p^{3/2}) \, dp^{3/2} = \sum_{n=1}^{\infty} \alpha_n \int_0^1 p^{3/2} J_{13}(\frac{\lambda}{3} p^{3/2}) J_{13}(\frac{\lambda}{3} p^{3/2}) \, dp^{3/2}. \quad (40)$$

The right-hand term equals zero for $n \neq m$. For $n = m$ the right-hand term equals $3\alpha_n J_{13}(\frac{\lambda}{3} p^{3/2})$ (see [24]). Hence with $q = \frac{\lambda}{3} p^{3/2}$ it follows that

$$\alpha_n = \frac{2}{(\frac{3}{2})^{3/5} J_{13}(\frac{\lambda}{3} p^{3/2})} \int_0^{(2/3)\lambda_n} q^{2/3} J_{13}(q) \, dq. \quad (41)$$

It can be derived that

$$\int_0^{(2/3)\lambda_n} q^{2/3} J_{13}(q) \, dq = -q^{2/3} J_{-2/3}(q) = 0 \lim_{q \to 0} q^{2/3} J_{-2/3}(q)$$

$$= \frac{2^{2/3}}{3! (\frac{3}{2})} \quad (42)$$

Table 2. Parameters of model 2.

<table>
<thead>
<tr>
<th>n</th>
<th>$\lambda_n$</th>
<th>$A_n$</th>
<th>$B_n$</th>
<th>$\omega_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.8846</td>
<td>1.604</td>
<td>1.738</td>
<td>0.923</td>
</tr>
<tr>
<td>2</td>
<td>6.6437</td>
<td>1.012</td>
<td>22.069</td>
<td>0.989</td>
</tr>
<tr>
<td>3</td>
<td>11.3692</td>
<td>0.844</td>
<td>64.629</td>
<td>0.992</td>
</tr>
<tr>
<td>4</td>
<td>16.0871</td>
<td>0.751</td>
<td>129.397</td>
<td>0.988</td>
</tr>
<tr>
<td>5</td>
<td>20.7995</td>
<td>0.704</td>
<td>216.310</td>
<td>0.991</td>
</tr>
</tbody>
</table>
so that

\[ x_n = \frac{3^{2/3}}{\Gamma(\frac{3}{2}) 2^{3/2} J_{1/3}(\frac{3}{2} \rho_n)}. \]  

(43)

The growth rate \( R(x) \) can now be given as

\[ \frac{R(x)}{v_0 C_0} = \frac{D(T)}{v_0 h} \frac{\partial C(x, p)}{\partial p} \bigg|_{p=0} = \frac{3^{2/3}}{\Gamma(\frac{3}{2}) 2^{3/2} J_{1/3}(\frac{3}{2} \rho_n)} \times \left[ \exp \left( -\frac{1}{2} \frac{D(T) x}{v_0 h} \right) / \frac{2^{3/2}}{\Gamma(\frac{3}{2}) 2^{3/2} J_{1/3}(\frac{3}{2} \rho_n)} \right] \times \lim_{p \to 0} [p 2^{3/2} / 2^{3/2} J_{1/3}(\frac{3}{2} \rho_n)]. \]  

(44)

Equation (44) can be written in its general form (equation (28)) to yield:

\[ \frac{R(x)}{v_0 C_0} = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left( -B_n \frac{D(T) x}{v_0 h} \right) \]  

(45)

with

\[ A_n = \frac{3^{1/3}}{\Gamma(\frac{3}{2}) 2^{3/2} J_{1/3}(\frac{3}{2} \rho_n)}, \]  

(46)

\[ B_n = \frac{1}{2} \rho_n^2. \]  

(47)

Values for \( A_n \) and \( B_n \) are given in table 2 for \( n = 1 \) to 5. From these values it is clear that already for relatively small values of \( x \) the first term of equation (45) gives a sufficiently good description for the growth rate, hence

\[ \frac{R(x)}{v_0 C_0} = 1.604 \frac{D(T)}{v_0 h} \exp \left( -1.738 \frac{D(T) x}{v_0 h} \right). \]  

(48)

Performing the total deposition check of equation (48) yields \( \omega_1 = 0.923 \); values of \( \omega_n \) for \( n = 1 \) to 5 are given in table 2.

### 3.4. Model 3, linear velocity profile (II)

In this model—previously used in our group by van de Ven et al [4]—the velocity profile \( \nu(y) \) is also a linear function of \( y \) in such a way, however, that it gives a good approximation of the parabolic profile for small values of the height \( y \) (see figure 4(c)). For \( 0 \leq y \leq \frac{1}{4}h \) an error of \( \approx 10\% \) is made [4], if the following velocity profile is used:

\[ \nu(y) = 4.5 v_0 y/h. \]  

(49)

The derivation of the expression for the growth rate \( R(x) \) is analogous to the one of model 2, hence (only the first term is given)

\[ \frac{R(x)}{v_0 C_0} = 1.604 \frac{D(T)}{v_0 h} \exp \left( -0.772 \frac{D(T) x}{v_0 h} \right). \]  

(50)

The total deposition check yields \( \omega_1 = 2.08 \), which is an unrealistic figure, resulting from the fact that this velocity profile approximates the parabolic profile only for small values of the height \( y \) (\( 0 \leq y \leq \frac{1}{4}h \)) and not for all values.

The total mass flux through the reactor is more than twice the mass flux in the case of the parabolic profile.

### 3.5. Model 4, asymmetric combination of linear velocity profile and plug flow

To approximate the parabolic profile just above the susceptor (\( 0 \leq y \leq \frac{1}{4}h \)) and at the same time to obtain a correct total mass flux, a linear velocity profile is combined with a plug-flow profile to obtain the following asymmetric velocity profile (see figure 4(d)):

\[ \nu(y) = 4.5 v_0 y/h, \quad 0 \leq y \leq \frac{1}{4}h \]

\[ = v_0, \quad \frac{1}{4}h \leq y \leq h. \]  

(51)

The set of boundary conditions equations (17)-(19) is extended with two conditions that represent the continuity of the concentration profile \( C(x, y) \) at \( y = \frac{1}{4}h \), thus

\[ C_{y|y_{1/4}} = C_{y|y_{1/4}}, \]  

(52)

Coordinate transformation \((p = y/h)\), substitution of \( C(x, p) = X(x)P(p) \) in the partial differential equation (16) and using the velocity profile equation (51) yields for the two regions:

(i) \( 0 \leq p \leq \frac{1}{4} \) (region 1).

Analogous to §3.3 it follows

\[ \frac{4 v_0 h^2}{D(T)} \int_0^{\frac{1}{4}} \frac{1}{X_1(x)} \frac{dX_1(x)}{dx} = \int \frac{1}{P_1(p)} \frac{d^2 P_1(p)}{dp^2} = -\mu^2. \]  

(53)

From boundary condition equation (18) \((p = 0)\) the concentration profile in region 1 \( C_1(x, y) \) is obtained:

\[ C_1(x, p) = C_0 \sum_{n=1}^{\infty} A_n X_1(x) \]  

(54)

with

\[ P_1(p) = p^{1/2} J_{1/3}(\frac{3}{2} p^{3/2}). \]  

(57)

From boundary condition equation (19) \((p = 1)\) it follows

\[ \omega_1 = \beta \cot(\mu). \]  

(58)
The concentration profile in region 2, \( C_2(x, y) \), is then given as

\[
C_2(x, y) = C_0 \sum_{n=1}^{\infty} \alpha_n P_2(p) X_2(x).
\]  

(59)

Using the extra boundary conditions equation (52) at \( p = \frac{1}{4} \) yields

\[
\sum_{n=1}^{\infty} \frac{1}{2} x_n J_{1/3}(\frac{1}{4} \lambda_n) \exp \left( -\frac{7}{8} \frac{\lambda_n^2}{v_0 h} \frac{D(T) x}{h} \right)
= \sum_{n=1}^{\infty} \alpha_n \cos(2\mu_m) \exp \left( -\frac{7}{8} \frac{\lambda_n^2}{v_0 h} \frac{D(T) x}{h} \right)
\]

(55)

\[
\sum_{n=1}^{\infty} \frac{1}{2} x_n J_{-1/3}(\frac{1}{4} \lambda_n) \exp \left( -\frac{7}{8} \frac{\lambda_n^2}{v_0 h} \frac{D(T) x}{h} \right)
= \sum_{n=1}^{\infty} \alpha_n \sin(2\mu_m) \exp \left( -\frac{7}{8} \frac{\lambda_n^2}{v_0 h} \frac{D(T) x}{h} \right).
\]  

(60)

The concentration profiles in both regions are coupled for all \( x \geq 0 \); from this it follows that all corresponding terms \( (n = m) \) of \( C_1(x, y) \) and \( C_2(x, y) \) are coupled. Hence, for all \( n = 1, 2, 3, \ldots \) it holds

\[
\lambda_n = \mu_n
\]  

(61)

and therefore

\[
\frac{1}{2} x_n J_{1/3}(\frac{1}{4} \lambda_n) = \alpha_n \cos(\frac{1}{2} \lambda_n)
\]

(62)

\[
\frac{1}{2} x_n J_{-1/3}(\frac{1}{4} \lambda_n) = \alpha_n \sin(\frac{1}{2} \lambda_n).
\]

The roots \( \lambda_n \) and the ratio \( \alpha_n/\alpha'_n \) can be found numerically. The five smallest values are given in table 3. The boundary condition equation (17) gives

\[
C_0 = C_0 \sum_{n=1}^{\infty} \alpha_n \cos[\lambda_n(1 - p)] = 0 \quad \frac{1}{4} \leq p \leq 1.
\]  

(63)

From equation (63) in principle \( \alpha_n \) and \( \alpha'_n \) can be found. This is a complicated procedure, however. Therefore a least-squares fit \( (F) \) procedure is used to obtain reasonable estimates of \( \alpha_n \) and \( \alpha'_n \). First a limited number of terms \( (k) \) is used in calculating equation (63). Then for a large number of values for \( p \) (e.g. 100) the relative difference \( (C_{\text{calc}}(0, p) - C_0) / C_0 \) is calculated. Subsequently the square of this difference is minimised with the \( k \) parameters \( \alpha'_n \) (or \( \alpha_n \));

\[
F_k^2 = \sum_{n=1}^{k} \left( \frac{C_{\text{calc}}(0, p) - C_0}{C_0} \right)^2
\]  

(64)

The result of this procedure for \( \alpha'_n \) is shown in table 4, for \( 1 \leq k \leq 5 \). From this it is clear that \( F_k^2 \) goes to zero very fast for increasing \( k \); consequently the values for \( \alpha'_n \) converge rapidly. The values for \( \alpha_n \) can be found now using the already calculated (table 3) ratio \( \alpha_n/\alpha'_n \). This is done in table 5. The growth rate \( R(x) \) is now given as

\[
R(x) = \frac{D(T) \partial C_2(x, p)}{v_0 h} \frac{\partial p}{p = 0} = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} \alpha_n \exp \left( -\frac{7}{8} \frac{\lambda_n^2}{v_0 h} \frac{D(T) x}{h} \right)
\]

(65)

or, in a general form

\[
R(x) = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left( -\frac{7}{8} \frac{\lambda_n^2}{v_0 h} \frac{D(T) x}{h} \right)
\]  

(66)

with

\[
A_n = \frac{(2/3)^{1/3}}{\Gamma(\frac{4}{3})} \frac{2}{3} \lambda_n^{1/3}
\]  

(67)

\[
B_n = \frac{2/3}{\lambda_n^{1/3}}
\]  

(68)

The values of \( A_n \) and \( B_n \) are given in table 5 for \( n = 1 \) to 5. Already for relatively small values of \( \lambda \) the first term of equation (65) gives a sufficiently good description for the growth rate, hence

\[
R(x) = \frac{1.899}{v_0 h} \frac{D(T)}{v_0 h} \exp \left( -2.172 \frac{D(T) x}{v_0 h} \right)
\]  

(69)

Performing the total deposition check of equation (69) yields \( \omega_1 = 0.874 \); values of \( \omega_n \) for \( n = 1 \) to 5 are given in table 5.
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3.6. Model 5, symmetric combination of linear velocity profile and plug flow

The linear velocity profile can be combined with plug flow in such a way that one obtains a symmetric profile. This is done to approximate the parabolic profile as well as possible. The velocity profile is divided into three regions, as follows (see figure 4(e)):

\begin{align*}
v(y) &= a_v y/h, \quad 0 \leq y \leq \delta \\
&= b_v, \quad \delta \leq y \leq h - \delta \\
&= a_v \left(1 - \frac{y}{h}\right), \quad h - \delta \leq y \leq h.
\end{align*}

(70)

The parameters \(a_v\) and \(b_v\) are found to be (the total mass flux equals \(v_0 h\)):

\begin{align*}
a_v &= \left(\frac{\delta}{h} \left(1 - \frac{\delta}{h}\right)\right)^{-1} \\
b_v &= a_v \delta/h.
\end{align*}

(71)

In the special case that \(a_v\) is approximated by the slope of the tangent of the parabolic profile at \(y = 0\) (i.e. \(a_v = 6\)) it follows that \(\delta_{\text{parabolic}} = 0.211h\) and \(b_v = 1.268\).

The set of boundary conditions equations (17)–(19) is extended with four conditions that represent the continuity of the concentration profile \(C(x, y)\) at \(y = \delta\) and \(y = h - \delta\) thus:

\begin{align*}
C_{|y=\delta} &= C_{|y=h-\delta} \\
\frac{\partial C}{\partial y}_{|y=\delta} &= \frac{\partial C}{\partial y}_{|y=h-\delta} \\
C_{|y=\delta} &= C_{|y=h-\delta} \\
\frac{\partial C}{\partial y}_{|y=\delta} &= \frac{\partial C}{\partial y}_{|y=h-\delta}.
\end{align*}

(72)

Coordinate transformation \((p = y/h)\), substitution of \(C(x, p) = X(x)P(p)\) in the partial differential equation (16) and using the velocity profile equation (70) yields for the three following regions.

(i) \(0 \leq p \leq \delta/h\) (region 1).

Analogous to §3.3 it follows

\begin{align*}
a_v v_0 h^2 &\frac{1}{D(T)} \frac{dX_1(x)}{dx} = \frac{1}{P_1(p)p} \frac{d^2P_1(p)}{dp^2} = -\lambda^2.
\end{align*}

(73)

From boundary condition equation (18) \((p = 0)\) the concentration profile in region 1, \(C_1(x, y)\), is obtained:

\begin{align*}
C_1(x, p) &= C_0 \sum_{n=1}^{\infty} x_n P_1(p) X_1(x) \\
\text{with}
\end{align*}

\begin{align*}
P_1(p) &= p^{1/2} J_{1/3} \left(\frac{2\delta}{3h} p^{3/2}\right) \\
X_1(x) &= \exp \left(-\frac{1}{a_v} \frac{\lambda_n^2 D(T)x}{v_0 h h}\right).
\end{align*}

(75)

(ii) \(\delta/h \leq p \leq 1 - \delta/h\) (region 2).

Analogous to §3.2 it follows

\begin{align*}
b_v v_0 h^2 &\frac{1}{D(T)} \frac{dX_2(x)}{dx} = \frac{1}{P_2(p)p} \frac{d^2P_2(p)}{dp^2} = -\mu^2.
\end{align*}

(76)

The concentration profile in region 2, \(C_2(x, y)\), is given as

\begin{align*}
C_2(x, p) &= C_0 \sum_{m=1}^{\infty} x_m P_2(p) X_2(x) \\
\text{with}
\end{align*}

\begin{align*}
P_2(p) &= \sin(\mu_m p) + (\beta_m/\alpha_m) \cos(\mu_m p) \\
X_2(x) &= \exp \left(-\frac{1}{b_v \mu_m^2} \frac{D(T)x}{v_0 h h}\right).
\end{align*}

(77)

(iii) \(1 - \delta/h \leq p \leq 1\) (region 3).

It is more convenient to use the coordinate \(p' = 1 - p\) instead of \(p\) in this region. It follows

\begin{align*}
a_v v_0 h^2 &\frac{1}{D(T)} \frac{dX_3(x)}{dx} = \frac{1}{P_3(p')p'} \frac{d^2P_3(p')}{dp'^2} = -v^2.
\end{align*}

(79)

so that the concentration profile in region 3, \(C_3(x, y)\), is given as

\begin{align*}
C_3(x, p') &= C_0 \sum_{k=1}^{\infty} x_k P_3(p') X_3(x) \\
\text{with}
\end{align*}

\begin{align*}
P_3(p') &= p'^{1/2} J_{1/3} \left(\frac{2\delta}{3v_k p'^{3/2}}\right) + J_{-1/3} \left(\frac{2\delta}{3v_k p'^{3/2}}\right) \\
X_3(x) &= \exp \left(-\frac{1}{a_v} \frac{\lambda_n^2 D(T)x}{v_0 h h}\right).
\end{align*}

(80)

From boundary condition equation (19) \((p' = 0)\) it follows that \(\beta_0 = 0\), therefore:

\begin{align*}
P_3(p) &= (1 - p)^{1/2} J_{-1/3} \left(\frac{2\delta}{3v_k (1 - p)^{3/2}}\right) \\
\end{align*}

(81)

The extra boundary conditions equation (72) at \(p = \delta/h\) and \(p' = \delta/h\) couple the concentration profiles in the three regions for all \(x \geq 0\); therefore all corresponding terms \((n = m = k)\) of \(C_1(x, y)\), \(C_2(x, y)\) and \(C_3(x, y)\) are coupled. Hence, for all \(n = 1, 2, 3, \ldots\), it follows

\begin{align*}
\lambda_n^2 &= v_n^2 = \frac{a_v}{b_v} \mu_n^2 = \frac{h}{\delta} \mu_n^2.
\end{align*}

(83)

Furthermore one obtains for every \(n\):

\begin{align*}
\alpha_n^2 \left(\frac{\delta}{h}\right)^{1/2} J_{1/3} \left(\frac{2\delta}{3h} \mu_n\right) &= \alpha_n \sin \left(\frac{\delta}{h} \mu_n\right) + \beta_n \cos \left(\frac{\delta}{h} \mu_n\right) \\
\alpha_n^2 \left(\frac{\delta}{h}\right)^{1/2} J_{-2/3} \left(\frac{2\delta}{3h} \mu_n\right) &= \alpha_n \cos \left(\frac{\delta}{h} \mu_n\right) - \beta_n \sin \left(\frac{\delta}{h} \mu_n\right) \\
\alpha_n^2 \left(\frac{\delta}{h}\right)^{1/2} J_{-1/3} \left(\frac{2\delta}{3h} \mu_n\right) &= \alpha_n \sin \left(1 - \frac{\delta}{h} \mu_n\right) + \beta_n \cos \left(1 - \frac{\delta}{h} \mu_n\right).
\end{align*}
\[
\alpha_n^{1/2} = J_{2/3}\left(\frac{2 \delta}{3 h} \mu_a\right) = \alpha_n^{1/2}\cos\left[1 - \frac{\delta}{h}\right] \mu_n
\]
\[
- \beta_n^{1/2} \sin\left[1 - \frac{\delta}{h}\right] \mu_n
\]  
(84)

Some algebra then yields
\[
\frac{J_{1/3}(2 \delta/3 h \mu_a)}{J_{1/3}(2 \delta/3 h \mu_a) \cos\left(\frac{\delta}{h}\mu_a\right) - J_{-2/3}(2 \delta/3 h \mu_a) \sin\left(\frac{\delta}{h}\mu_a\right)}
\]
\[
\tan\left[\mu_a \left(1 - \frac{2}{\delta}\right)\right] = \frac{J_{-1/3}(2 \delta/3 h \mu_a) - J_{-2/3}(2 \delta/3 h \mu_a) - J_{1/3}(2 \delta/3 h \mu_a)}{J_{1/3}(2 \delta/3 h \mu_a) \sin\left(\frac{\delta}{h}\mu_a\right) - J_{1/3}(2 \delta/3 h \mu_a) \cos\left(\frac{\delta}{h}\mu_a\right)}
\]  
(85)

For every \(0 \leq \delta \leq \frac{1}{h}\) the roots \(\mu_a\) can be found using equation (86); the other parameters are determined using the boundary condition at the beginning of the reactor (equation (17)). In table 6 the parameters \(\mu_a, \alpha_n, \beta_n, \alpha_n^{1/2}, \beta_n^{1/2}\), \(\alpha^*,\) \(\beta^*,\) are calculated using \(\delta = \delta_{\text{parabolic}} = 0.211 h\). The growth rate \(R(x)\) can now be given as
\[
R(x) = \frac{D(T) \partial C_1(x, p)}{v_0 \delta h} \left. \frac{D(T)}{v_0 h} \exp \left(-\frac{1}{\delta} \mu^2 \frac{h}{v_0 h} D(T) x\right) \mu^2 \frac{h}{v_0 h} \right|_{p=0}
\]
\[
= \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} \alpha_n \mu_n \exp \left(-\frac{1}{\delta} \mu^2 \frac{h}{v_0 h} D(T) x\right)
\]
\[
\times \lim_{p \to 0} \exp \left(-\frac{1}{\delta} \mu^2 \frac{h}{v_0 h} D(T) x\right)
\]
\[
= \frac{(1/3)^{1/3} D(T)}{v_0 h} \sum_{n=1}^{\infty} \alpha_n \mu_n \exp \left(-\frac{1}{\delta} \mu^2 \frac{h}{v_0 h} D(T) x\right)
\]  
(87)

or, in a general form
\[
R(x) = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left(-B_n \frac{D(T)}{v_0 h} x\right)
\]  
(88)

with
\[
A_n = (1/3)^{1/3} \frac{h}{\delta} \frac{1}{\Gamma(\delta)} \alpha_n^{1/3} \mu_n^{1/3}
\]
\[
B_n = \frac{1}{\delta} \mu^2 \frac{h}{v_0 h} \mu_n^{2/3} \left(1 - \frac{\delta}{h}\right)
\]  
(89)

The values of \(A_n\) and \(B_n\) are given in table 6 for \(n = 1\) to 5 using \(\delta = \delta_{\text{parabolic}} = 0.211 h\). Already for relatively small values of \(x\) the first term of equation (87) gives a sufficiently good description of the growth rate, hence
\[
R(x) = \frac{2.157 D(T)}{v_0 h} \exp \left(-2.444 \frac{D(T)}{v_0 h} h \right)
\]  
(91)

Performing the total deposition check of equation (91) using \(\delta = \delta_{\text{parabolic}} = 0.211 h\) yields \(\omega_n = 0.882\); values of \(\omega_n\) for \(n = 1\) to 5 are given in table 6.

The dependence of the parameters \(A_1\) and \(B_1\) on the value of \(\delta/h\) is depicted in figure 8. For \(\delta \to 0\) the parameters \(A_1\) and \(B_1\) approach the values calculated in the case of plug flow, which is to be expected. Note that the change in the exponential parameter \(B_1\) is only \(1\%\) with respect to the \(B_1\) as calculated for \(\delta = \delta_{\text{parabolic}} = 0.211 h\).

3.7. Model 6, parabolic velocity profile

The exact velocity profile in the diffusion-controlled regime in the isothermal case is parabolic \([10]\) (see figure 4(f)):
\[
v(y) = 6v_0 \left[\frac{y}{h} - \left(\frac{y}{h}\right)^2\right]
\]  
(92)

Table 6. Parameters of model 5 (\(\delta = \delta_{\text{parabolic}} = 0.211 h\)).

<table>
<thead>
<tr>
<th>(n)</th>
<th>(\mu_n)</th>
<th>(\alpha_n)</th>
<th>(\alpha_n^{1/2})</th>
<th>(10^3 \beta_n)</th>
<th>(\beta_n^{1/2})</th>
<th>(A_n)</th>
<th>(B_n)</th>
<th>(\omega_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.7605</td>
<td>1.776</td>
<td>1.252</td>
<td>5.271</td>
<td>1.849</td>
<td>2.157</td>
<td>2.444</td>
<td>0.882</td>
</tr>
<tr>
<td>2</td>
<td>5.3852</td>
<td>0.960</td>
<td>0.369</td>
<td>34.46</td>
<td>-0.832</td>
<td>1.689</td>
<td>22.65</td>
<td>0.957</td>
</tr>
<tr>
<td>3</td>
<td>9.0650</td>
<td>0.610</td>
<td>0.185</td>
<td>60.26</td>
<td>0.567</td>
<td>1.278</td>
<td>64.84</td>
<td>0.977</td>
</tr>
<tr>
<td>4</td>
<td>12.7941</td>
<td>0.443</td>
<td>-0.102</td>
<td>71.22</td>
<td>-0.451</td>
<td>1.041</td>
<td>129.2</td>
<td>0.985</td>
</tr>
<tr>
<td>5</td>
<td>16.4808</td>
<td>0.397</td>
<td>0.061</td>
<td>77.79</td>
<td>0.420</td>
<td>1.015</td>
<td>214.3</td>
<td>0.989</td>
</tr>
</tbody>
</table>

Figure 8. Parameters \(A_1\) and \(B_1\) of model 5 as a function of \(\delta/h\). The broken line indicates where \(\delta = \delta_{\text{parabolic}} = 0.211 h\).
and the following partial differential equation is to be solved:

$$\frac{6\varepsilon_0}{D(T)} \left[ \frac{y}{h} - \left( \frac{y}{h} \right)^3 \right] \frac{\partial C(x, p)}{\partial x} + \frac{\partial^2 C(x, y)}{\partial y^2} = 0.$$  \hfill (93)

Coordinate transformation \( p = y/h \) and substitution of \( C(x, p) = X(x)P(p) \) in the partial differential equation (93) yields

$$\frac{6\varepsilon_0 h^2}{D(T)} \frac{dX(x)}{dx} = \frac{1}{P(p)p(1 - p)} \frac{d^2P(p)}{dp^2} = -\lambda^2. \hfill (94)$$

The left-hand term of equation (94) results in

$$X(x) = \exp \left( -\frac{1}{6} \lambda^2 \frac{D(T)}{\varepsilon_0 h^2} \right). \hfill (95)$$

The right-hand term can be solved using parabolic cylinder functions [25]; first this term must be rewritten as

$$\frac{d^2P(p)}{dp^2} + (-\lambda^2 p^2 + \lambda^2 p)P(p) = 0. \hfill (96)$$

Equation (96) can be solved after a coordinate transformation \( \psi = \sqrt{2\lambda}(p - \frac{1}{2}) \) which gives

$$\frac{d^2P(p)}{d\psi^2} - \left( 1 - \frac{\lambda}{4} \right) P(q) = 0. \hfill (97)$$

The solutions of equation (97) can be found in [25]:

$$P(q) = \alpha Y_1(q) + \beta Y_2(q) \hfill (98)$$

with

$$Y_1(q) = \exp \left( -\frac{1}{4} q^2 \right) M(1, 1 - \frac{\lambda}{4}; 2; \frac{1}{2} q^2), \hfill (99)$$

$$Y_2(q) = q \exp \left( -\frac{1}{4} q^2 \right) M(1, \frac{3}{4} - \frac{\lambda}{4}; 2; \frac{1}{2} q^2).$$

Here \( M(a; b; z) \) are the confluent hypergeometric functions [25], which can be generated with Kummer’s function [25]:

$$M(a; b; z) = \sum_{n=0}^{\infty} \frac{(a)_n}{(b)_n n!} z^n \hfill (100)$$

where \((a)_n\) and \((b)_n\) are defined as

$$(a)_0 = 1 \quad (a)_n = (a)_n-1 (a + n - 1) \hfill (101)$$

$$(b)_0 = 1 \quad (b)_n = (b)_n-1 (b + n - 1).$$

Boundary condition equation (18) becomes after the coordinate transformation

$$P(q)|_{q = -(1/2)\sqrt{2\lambda}} = 0$$

which leads to

$$x = \frac{1}{2} \sqrt{2\lambda} \frac{M(3, \frac{3}{4} - \frac{\lambda}{4}; \frac{3}{2}; \frac{\lambda}{2})}{M(1, \frac{1}{4} - \frac{\lambda}{4}; \frac{3}{2}; \frac{\lambda}{2})} \beta. \hfill (102)$$

Boundary condition equation (19) becomes

$$\frac{dP(q)}{dq} \bigg|_{q = (1/2)\sqrt{2\lambda}} = 0$$

leading to

$$2\lambda - 4 \left( 1 - \frac{\lambda}{4} \right) = \frac{M(5, \frac{3}{4} - \frac{\lambda}{4}; \frac{1}{2}; \frac{\lambda}{2})}{M(1, \frac{1}{4} - \frac{\lambda}{4}; \frac{1}{2}; \frac{\lambda}{2})} \hfill (103)$$

$$+ \left( 1 - \frac{\lambda}{12} \right) \frac{M(7, \frac{5}{4} - \frac{\lambda}{4}; \frac{3}{2}; \frac{\lambda}{2})}{M(3, \frac{5}{4} - \frac{\lambda}{4}; \frac{3}{2}; \frac{\lambda}{2})}.$$
With
\[
A = \frac{\pi n - 2}{2} (1 - \frac{3}{4}) M_3 + \frac{3}{2} \frac{3}{12} M_5 \]
\[
B = -A. \end{align}
\]

The values of \(A\) and \(B\) are given in table 9 for \(n = 1\) to 5. For relatively small values of \(x\) the first term of equation (106) gives a sufficiently good description for the growth rate, hence

\[
\frac{R(x)}{v_0 C_0} = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left( \frac{D(T) x}{v_0 h h} \right) \]

with
\[
A_n = a_n \left[ 2M_1 - \frac{3}{2} \left( 1 - \frac{3}{4} \right) M_3 \right] + \frac{3}{2} \frac{3}{12} M_5 \exp \left( \frac{3}{8} \right) \]

\[
B_n = \frac{3}{6} \frac{3}{4} . \end{align}
\]

The general form then is

\[
\frac{R(x)}{v_0 C_0} = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left( \frac{D(T) x}{v_0 h h} \right) \]

with
\[
A_n = a_n \left[ 2M_1 - \frac{3}{2} \left( 1 - \frac{3}{4} \right) M_3 \right] + \frac{3}{2} \frac{3}{12} M_5 \exp \left( \frac{3}{8} \right) \]

\[
B_n = \frac{3}{6} \frac{3}{4} . \end{align}
\]

The values of \(A_n\) and \(B_n\) are given in table 9 for \(n = 1\) to 5. For relatively small values of \(x\) the first term of equation (106) gives a sufficiently good description for the growth rate, hence

\[
\frac{R(x)}{v_0 C_0} = 2.177 \frac{D(T)}{v_0 h} \exp \left( -2.430 \frac{D(T) x}{v_0 h h} \right) . \end{align}
\]

Performing the total deposition check of equation (111) yields \(\omega_1 = 0.896\) values of \(\omega_1\) for \(n = 1\) to 5 are given in table 9.

3.8. Comparison between models 1, 2, 4, 5 and 6

From the previous subsections it follows that the growth rate \(R(x)\) can always be written in the general form

\[
\frac{R(x)}{v_0 C_0} = \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left( \frac{D(T) x}{v_0 h h} \right) \]

where the constants \(A_n\) and \(B_n\) are determined by the velocity profile used. In nearly all cases the first term contributes more than 90% to the complete expression. Therefore it can be stated that in good approximation the growth rate can be described by

\[
\frac{R(x)}{v_0 C_0} = A \frac{D(T)}{v_0 h h} \exp \left( \frac{D(T) x}{v_0 h h} \right) \]

as was already assumed in §3.1. Deviations appear to be small (~10%) and are caused mainly by the entrance region. In figure 9 the concentration profiles of models 1, 2, 4, 5 (\(\delta = \delta_{\text{parabolic}}\)) and 6 are plotted as a function of \(y/h\) at \((D(T)/v_0 h)(x/h) = 0.5\). For all models only the first term is used in the calculation. Taking into account models 1, 5 and 6, it is clear that the concentration curves differ only a few per cent. This stems from the fact that the velocity profile of these models is symmetric around \(y/h = 0.5\). The same effect can be seen in figure 10, where the growth rate is shown as function of \((D(T)/v_0 h)(x/h)\) for models 1, 2, 4, 5 and 6. Here also the first term is used in the calculation only. The important conclusion that follows from these figures is that the parabolic velocity
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**Figure 9.** \(C(x, y)/C_0\) as a function of \(y/h\) for the models 1, 2, 4, 5 (\(\delta = \delta_{\text{parabolic}}\)) and 6 at \((D(T)/v_0 h)(x/h) = 0.5\). The calculation is done using only the first term. Note the close correspondence between models 1, 5 and 6. Here also the first term is used in the calculation only.
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**Figure 10.** \(R(x)/v_0 C_0 D(T)\) as a function of \((D(T)/v_0 h)(x/h)\) for the models 1, 2, 4, 5 (\(\delta = \delta_{\text{parabolic}}\)) and 6. The calculation is done using only the first term. Note the close correspondence between models 5 (\(\delta = \delta_{\text{parabolic}}\)) and 6.
profile is best approximated using model 5 with $\delta = \delta_{\text{parabolic}} = 0.211h$. Furthermore it is clear that in the case of models 1, 5 and 6 the results are approximately the same (within $\sim 10\%$). This is an important observation, because it suggests that the plug-flow profile may be used instead of the parabolic profile to derive concentration profiles and growth rates. This facilitates the calculations considerably. The fact that the growth rate as calculated with models 1 (plug flow) and 5 agrees so well with the one as calculated with model 6 (parabolic flow) originates from the small differences of the first exponential terms $B_i$. This is due to the fact that these models possess a symmetric velocity profile. For convenience these terms ($B_i$) are listed again in table 10, where also the constant $A$ is given for the models 1, 2, 4, 5 and 6. In conclusion it can be stated that although small errors are introduced in the calculations using the plug-flow profile, we still favour the use of this profile because of its simple, though realistic results. Therefore in following publications the plug-flow profile will be used instead of the parabolic profile to derive concentration profiles and growth rates.

4. Influence of surface kinetics

In this section a model is derived for the regime where the growth is limited by a surface reaction. This model is then combined with the above described model for the diffusion-controlled regime (i.e. model 1, plug flow). Both models are derived in the isothermal case with $T(y) = T$ constant.

4.1. Model 7, growth limited by surface kinetics

If the gas-phase diffusion is very fast in comparison with the surface reaction a homogeneous gas phase results: the concentration $C(x, y)$ has become independent of $y$ (thus $C(x, y) \equiv C(x)$). If a first-order surface reaction or adsorption is assumed, with reaction rate constant $k$, the following differential equation results in:

$$
\frac{dC(x)}{dx} = -\frac{k}{h} C(x).
$$

(113)

The rate constant $k$ is a function of the substrate temperature $T_s$ as follows:

$$
k = \frac{k_B T_s}{h_p} \exp\left(-\frac{E_a}{R_s T_s}\right).
$$

(114)

where $k_B$ is the Boltzmann constant, $h_p$ the Planck constant and $E_a$ the activation energy for the rate limiting step. Solving equation (113) using boundary condition equation (3) yields

$$
C(x) = C_0 \exp\left(-\frac{k}{v_0 h} x\right).
$$

(115)

The growth rate $R(x)$ then is given as (note that $R(x)/v_0 C_0$ is dimensionless)

$$
\frac{R(x)}{v_0 C_0} = \frac{k}{v_0} \frac{C(x)}{C_0} = \frac{k}{v_0} \exp\left(-\frac{k}{v_0 h} x\right).
$$

(116)

It will be clear that this model is (nearly) independent of the velocity and temperature profile of the gas phase. This model can be applied for the description of processes that are completely surface catalysed, e.g. MOVPE of GaAs at $T_s < 500 \, ^\circ$C.

4.2. Combination of growth limited by surface kinetics and diffusion-controlled growth, model 8

The two extreme cases, i.e. growth limited by surface kinetics (model 7) on the one hand and diffusion-controlled growth (model 1, plug flow) on the other, can easily be combined. The partial differential equation that is to be solved is the same as in previous sections (i.e. equation (16)). Note that the plug-flow profile is used. The only difference is that the boundary condition equation (18) (the concentration of growth species equals zero at the substrate surface) must be changed. Assuming a first-order reaction with reaction rate constant $k$ the boundary condition now becomes (using $p = y/h$):

$$
\frac{D(T_s) \frac{\partial C(x, p)}{\partial p}}{h} \biggr|_{p=0} = k(T_s) C(x, 0).
$$

(117)

This can be rewritten using the well-known dimensionless CVD number [26, 27]

$$
N_{\text{CVD}} = \frac{k(T_s) h}{D(T_s)}
$$

(118)

so as to yield

$$
\frac{\partial C(x, p)}{\partial p} \biggr|_{p=0} = N_{\text{CVD}} C(x, 0).
$$

(119)

The separation of variables method ($C(x, p) = X(x)P(p)$) gives, as before (see §3.2.),

$$
X(x) = \exp\left(-\frac{E_a}{R_s T_s} \frac{D(T_s) x}{v_0 h} \right)
$$

(120)

$$
P(p) = \alpha \sin(\lambda p) + \beta \cos(\lambda p).
$$

(121)

From boundary condition equation (19) it is obtained that

$$
P(p) = \beta \cos[\lambda(1 - p)].
$$

(122)

The general solution then is

$$
C(x, p) = \lim_{n \to \infty} \sum_{n=1}^{\infty} \beta_n \cos[\lambda_n(1 - p)] \exp\left(-\frac{E_a}{R_s T_s} \frac{D(T_s) x}{v_0 h} \right)
$$

(123)
The constant $A_0$ can be found using boundary condition equation (119):

$$A_0 \tan \lambda_n = N_{CVD}.$$  

(124)

Boundary condition equation (17) yields:

$$C_0 = C_0 \sum_{n=1}^{\infty} \beta_n \cos[\lambda_n(1-p)].$$  

(125)

For a range of values of $N_{CVD}$ ($0-\infty$), the $\lambda_n$ and $\beta_n$ can be found by the previously described least-squares fitting method (see §3.5). The growth rate $R(x)$ is now:

$$R(x) = \left( \frac{k(T)}{v_0C_0} \right) \frac{C(x, 0)}{C_0}$$

$$= \left( \frac{k(T)}{v_0} \right) \sum_{n=1}^{\infty} \beta_n \cos(\lambda_n) \exp \left( -\lambda_n^2 \frac{D(T) x}{v_0 h} \right)$$

$$= \left( \frac{D(T)}{v_0 h} \right) N_{CVD} \sum_{n=1}^{\infty} \beta_n \cos(\lambda_n) \exp \left( -\lambda_n^2 \frac{D(T) x}{v_0 h} \right)$$

(126)

The two limiting cases (1) $N_{CVD} = 0$ and (2) $N_{CVD} = \infty$ yield an exponential factor of $\left( k(T)/v_0 \right) \left( x/h \right)$ and $\frac{1}{2} \pi^2 \left( D(T)/v_0 \right) \left( x/h \right)$ (first term), respectively, which was to be expected (cf model 7 and 1)). The transition from kinetically to diffusion-controlled growth occurs at $N_{CVD} = \frac{1}{2} \pi^2$, which is easily calculated by equating the exponential factors in the two limiting cases and using the definition of the CVD number. In figure 11 the exponential factor $\lambda_n^2$ is shown as a function of $N_{CVD}$. It follows that for $N_{CVD} > \frac{1}{2} \pi^2$ the growth is diffusion controlled (thus independent of $N_{CVD}$), whereas for $N_{CVD} < \frac{1}{2} \pi^2$ the growth is controlled by surface kinetics ($N_{CVD}$ dependency). Figure 12 shows the $N_{CVD}$ dependency of the total deposition check parameter $\omega_n$, for $n = 1, 5$ and 10. It follows that for $N_{CVD} > \frac{1}{2} \pi^2$ the growth is diffusion controlled (one term only is not enough to describe the growth), whereas for $N_{CVD} < \frac{1}{2} \pi^2$ the growth is controlled by surface kinetics (one term only ($n = 1$) is sufficient).

In figure 13 the growth rate $R(x) = C_0 D(T)$ is plotted as a function of $\left( D(T)/v_0 \right) \left( x/h \right)$ for $N_{CVD} = 0.1, 1.0$ and 10.0 using $n = 1$ (full curves) and $n = 10$ (broken curves). Note that higher $N_{CVD}$ increases the growth rate, but at the same time the depletion is stronger.

5. Conclusion

It is found that for all models an expression for the growth rate can be derived, which is a summation over a number of terms. The first term contributes in nearly all cases more than 90% to the complete expression. Therefore the growth rate can be described—in good approximation—by

$$R(x) = A \frac{D(T)}{v_0 h} \exp \left( -B \frac{D(T) x}{v_0 h} \right).$$  

(127)
where the constants $A$ and $B$ are determined by the velocity profile used. Because of the correspondence of the results obtained for the concentration profile and growth rate between model 1 (plug flow) and model 6 (parabolic profile) the plug-flow profile may be used in the calculation of the concentration profile and growth rate in future models [16–18]. A model in which growth limited by surface kinetics (model 7) and diffusion-controlled growth (model 1, plug flow) are combined is derived (model 8) using CVD number $N_{\text{CVD}}$. In the limiting cases (1) $N_{\text{CVD}} = 0$ and (2) $N_{\text{CVD}} = \infty$ this model converges to model 7 and model 1, respectively, with a cross-over point at $N_{\text{CVD}} \approx \frac{1}{4}\pi^2$. In a forthcoming paper [16] a temperature gradient will be introduced and the effect of thermodiffusion will be studied. The derived models will then be applied to the growth of Si [17], GaAs [17, 18] and AlGaAs [18] and confronted with experimental growth results as found in e.g. [14].
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Appendix 1. Effect of deposition on reactor side walls

All the models treated so far are based on the assumption that the reactor is of infinite width (assumption 9), so as to reduce the problem to a two-dimensional one. This assumption has been made plausible above (§2.1) in the sense that only a small error is made using the assumption. This appendix treats the effect of the presence of reactor side walls using model 1 (isothermal, diffusion-controlled growth, plug flow). Two cases can be distinguished: (i) no deposition occurs upon the side walls and (ii) deposition does occur upon the side walls. In both cases the following partial differential equation has to be solved:

\[ \frac{\partial C(x, y, z)}{\partial x} = D(T) \left( \frac{\partial^2 C(x, y, z)}{\partial y^2} + \frac{\partial^2 C(x, y, z)}{\partial z^2} \right). \]  

The two cases can be distinguished in terms of their boundary conditions.

A.1.1. No deposition upon side walls

If no deposition occurs upon the side walls, the following boundary conditions are valid:

\[ C(x, 0, z) = 0 \quad \text{(cf equation (18))} \quad (A1.2) \]
\[ \left. \frac{\partial C(x, y, z)}{\partial y} \right|_{y=b} = 0 \quad \text{(cf equation (19))} \quad (A1.3) \]

The solution is:

\[ \frac{\partial C(x, y, z)}{\partial z} \bigg|_{z=0} = 0 \quad (A1.4) \]
\[ \frac{\partial C(x, y, z)}{\partial z} \bigg|_{z=b} = 0 \quad (A1.5) \]

\[ C(0, y, z) = C_0 \quad \text{(cf equation (17))} \quad (A1.6) \]

The method of solving equation (A1.1) is analogous to the one that is used for model 1 (see §3.2). Introducing the coordinate $p = D(T) \frac{x}{v_0}$ and using the separation of variables method ($C(x, y, z) = P(p) Y(y) Z(z)$) one obtains:

\[ \frac{1}{P(p)} \frac{dP(p)}{dp} = \frac{1}{Y(y)} \frac{d^2 Y(y)}{dy^2} + \frac{1}{Z(z)} \frac{d^2 Z(z)}{dz^2} = -\lambda^2. \]  

(A1.7)

Solving the left-hand term yields:

\[ P(p) = \exp(-\lambda^2 p). \]  

(A1.8)

Rearranging the right-hand term and equating it to a new constant ($-\mu^2$) results in the following partial differential equation to be solved:

\[ \frac{1}{Y(y)} \frac{d^2 Y(y)}{dy^2} = -\lambda^2 = \frac{1}{Z(z)} \frac{d^2 Z(z)}{dz^2} = -\mu^2. \]  

(A1.9)

The solution is:

\[ Y(y) = \alpha \sin(ny) + \beta \cos(ny) \]  

(A1.10)
\[ Z(z) = \gamma \sin(nz) + \delta \cos(nz) \]  

(A1.11)

with $\nu = -(\lambda^2 - \mu^2)$. From the boundary conditions equations (A1.2)–(A1.5) it is obtained that

\[ \beta = 0 \quad \mu = \frac{2n - 1}{2} \frac{\pi}{h} \quad n = 1, 2, 3 \ldots \]
\[ \gamma = 0 \quad \nu = m \frac{\pi}{b} \quad m = 0, 1, 2 \ldots \]

The complete solution then is obtained by summing all separate solutions, yielding:

\[ C(x, y, z) = \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \alpha_{m,n} \sin \left( \frac{2n-1}{2} \frac{\pi}{h} y \right) \cos \left( m \frac{\pi}{b} z \right) \]
\[ \times \exp \left\{ - \frac{m^2 \pi^2 h^2}{b^2} \right\} \frac{D(T) x}{v_0 h} \frac{1}{4} \left( 2n - 1 \right)^2 \pi^2 D(T) \right\}. \]  

(A1.13)

The factor $\alpha_{m,n}$ is determined using boundary condition equation (A1.6) and a double Fourier transformation; this gives

\[ \alpha_{m,n} = \frac{8}{(2n-1)\pi b} \int_0^b \cos \left( m \frac{\pi}{b} z \right) dz \quad m = 1, 2, 3, \ldots \]  

(A1.14)
\[ \alpha_{0,n} = \frac{4}{(2n-1)\pi b} \int_0^b dz. \]  

It follows that $\alpha_{m,n} = 0$ for all $m \neq 0$, hence the expression for the growth rate is exactly the same as derived...
previously for model 1 (equation (27)):

\[
R(x) = \frac{2}{v_0 C_0} \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} \frac{1}{4} \exp \left\{ - \frac{(2n-1)^2 \pi^2 D(T) x}{v_0 h h} \right\}
\]  
(A1.15)

The conclusion is that the growth rate is independent of the \( z \) coordinate in the case that no deposition occurs at the side walls, which was made plausible above in §2.1 (see figure 3).

### A.1.2. Deposition upon side walls

In the case of deposition upon the side walls the derivation goes analogous to the previous one in §A.1.1. However, boundary conditions equations (A1.4) and (A1.5) must be replaced by:

\[
C(x, y, 0) = 0 \quad \text{(A1.16)}
\]

\[
C(x, y, b) = 0. \quad \text{(A1.17)}
\]

It should be remarked that it is assumed that the deposition upon the side walls is the same as on the susceptor. This will not be true in practice, because of the strong temperature gradient in the gas phase, which results in a strong temperature gradient that exists at the side walls in the \( y \) direction. The result of the derivation is:

\[
C(x, y, z) = C_0 \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \alpha_{m,n} \sin \left( \frac{2n-1}{2} \pi \frac{y}{b} \right) \sin \left( m \pi \frac{z}{b} \right) \times \exp \left\{ - \frac{m^2 \pi^2 h^2}{b^2} \right\} + \frac{(2n-1)^2 \pi^2}{4} \frac{D(T) x}{v_0 h h} \]  
(A1.18)

with

\[
\alpha_{m,n} = \frac{16}{(2n-1)m\pi^2} \quad m \text{ odd}
\]  
(A1.19)

\[
\alpha_{m,n} = 0 \quad m \text{ even}
\]

Using a new summation parameter \( k \) (\( m = 2k - 1 \)) the growth rate can be written as:

\[
R(x, z) = \frac{8}{v_0 C_0} \frac{D(T)}{v_0 h} \sum_{k=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{2k-1} \sin \left( \frac{2k-1}{2} \pi \frac{z}{b} \right) \times \exp \left\{ - \frac{(2k-1)^2 \pi^2 h^2}{b^2} \right\} + \frac{(2n-1)^2 \pi^2}{4} \frac{D(T) x}{v_0 h h} \]  
(A1.20)

The growth rate can be rewritten as a product of two functions \( f(s, t) \) and \( g(x) \):

\[
R(x, z) = f(s, t)g(x) \quad \text{(A1.21)}
\]

\[
f(s, t) = \frac{4}{\pi} \sum_{k=1}^{\infty} \frac{1}{2k-1} \sin[(2k-1)\pi s] \times \exp\left[-(2k-1)^2\pi^2 t\right] \]  
(A1.22)

\[
g(x) = \frac{2}{v_0 h} \sum_{n=1}^{\infty} \frac{1}{4} \exp \left\{ - \frac{(2n-1)^2 \pi^2 D(T) x}{v_0 h h} \right\} \]  
(A1.23)

with

\[
s = \frac{z}{b} \quad t = \frac{D(T) x}{v_0 h h} \left( \frac{h}{b} \right)^2. \quad \text{(A1.24)}
\]

The function \( g(x) \) is equal to the expression for the growth rate if no deposition occurs at the side walls (equation (27) in §3.2 and equation (A.15) in §A.1.1). The dimensionless functions \( f(s, t) \) varies between 1 and 0 and can be seen as a correction to \( g(x) \). For \( t = 0 \) (\( x = 0 \) or \( b \rightarrow \infty \)) \( f(s, t) \) reaches its maximum (1) and is independent of \( s \). In figures 14 and 15 the correction function \( f(s, t) \) is depicted as function of the lateral \( s \) and axial \( t \) position, respectively. It appears that the correction function \( f(s, t) \) is independent of the height \( h \) of the reactor, whereas the surface on to which crystal growth occurs (i.e. the side walls) does depend on \( h \). The width \( b \) of the reactor has a strong influence on \( f(s, t) \). For sufficiently small values of \( t \) it follows that there exists a region in the middle of the reactor where \( f(s, t) \) is nearly independent of \( s \). In table 11 some values of \( s \) and \( t \) are listed for which \( f(s, t) \) equals 0.99 and 0.9, respectively.

Although the expression for the growth rate with the correction function \( f(s, t) \) has been derived for a relatively simple model (isothermal, diffusion-controlled growth, plug flow), it is expected that also for more complex models the growth rate can be described as a product of a growth rate and a correction function similar to \( f(s, t) \). Therefore it is concluded that the growth rate is nearly independent of the \( z \) coordinate in the case that deposition occurs at the side walls (see §2.1).

![Figure 14. The dimensionless correction function \( f(s, t) \) as a function of lateral \( s \) position.](image)
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Figure 15. The dimensionless correct function \( f(s, t) \) as a function of axial \( f \) position.

Table 11. Boundary values for \( f(s, t) \)

<table>
<thead>
<tr>
<th>( s )</th>
<th>( f(s, t) = 0.99 )</th>
<th>( f(s, t) = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.0158</td>
<td>0.0325</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0120</td>
<td>0.0276</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0067</td>
<td>0.0166</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0030</td>
<td>0.0074</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0001</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

Appendix 2. Effect of axial diffusion

To study the influence of diffusion of growth components in the axial direction \( x \) model 1 (isothermal, diffusion-controlled growth, plug flow) is used. The following partial differential equation has to be solved:

\[
\frac{\partial C(x, y, z)}{\partial x} = D(T) \left( \frac{\partial^2 C(x, y, z)}{\partial x^2} + \frac{\partial^2 C(x, y, z)}{\partial y^2} \right).
\]  

The boundary conditions are the same as in §3.2, i.e. equations (17)–(19). Separation of variables \( C(x, y) = X(x)Y(y) \) yields

\[
\frac{v_0}{D(T)} \frac{1}{X(x)} \frac{dX(x)}{dx} - \frac{1}{X(x)} \frac{d^2X(x)}{dx^2} = \frac{1}{Y(y)} \frac{d^2Y(y)}{dy^2} = -\lambda^2.
\]  

Analogous to §3.2 (equation (22)) solution of the right-hand term gives

\[
Y(y) = \alpha \sin(\lambda y) + \beta \cos(\lambda y)
\]  

with

\[
\beta = 0 \quad \lambda = \frac{2n - 1}{2} \frac{\pi}{h} \quad \text{with} \quad n = 1, 2, 3 \ldots.
\]

The solution of the left-hand term is

\[
X(x) = \gamma \exp(-\mu_+ x) + \delta \exp(-\mu_- x)
\]  

with

\[
\mu_{\pm} = \frac{v_0}{2D(T)} \pm \sqrt{\left(\frac{v_0}{2D(T)}\right)^2 + \lambda^2}.
\]

It follows that \( \gamma = 0 \), because \( \mu > 0 \) is physically not valid. Therefore the growth rate can be expressed as

\[
\frac{R(x)}{v_0 C_0} = 2 \frac{D(T)}{v_0 h} \sum_{n=1}^{\infty} \exp \left( \frac{1}{2} \frac{v_0 h}{D(T)} \sqrt{\left(\frac{v_0 h}{D(T)}\right)^2 + (2n - 1)^2 \pi^2} \right) x^n
\]  

(A2.5)

The square root can be approximated with the first term of its Taylor expansion, if

\[
\frac{v_0 h}{D(T)} > (2n - 1)\pi.
\]

(A2.6)

Under this condition equation (A2.5) equals the expression for the growth rate as derived in §3.2 (equation (27)), however, this condition cannot always be met. The exact ratio \( r(x) \) of the growth rate without and with axial diffusion, respectively, is given by

\[
r(x) = \frac{R_{\text{without}}(x)}{R_{\text{with}}(x)}
\]  

\[
= \frac{\sum_{n=1}^{\infty} \exp \left( -\frac{2n - 1}{4} \pi^2 t \right)}{\sum_{n=1}^{\infty} \exp \left( \frac{3}{2} \frac{1 - \sqrt{1 + (2n - 1)^2 \pi^2 / s}}{s} \right)}
\]  

(A2.7)

with

\[
s = \frac{v_0 h}{D(T)} x \quad t = \frac{D(T) x}{v_0 h}.
\]

(A2.8)

The ratio \( r(x) \) is shown in figure 16. For small \( t \) the ratio \( r(x) \) is nearly independent of \( t \) and \( r(x) \) reaches 1 fast with increasing \( s \). For large \( t \) the ratio \( r(x) \) depends strongly on \( t \) and decreases fast to 0. It should be noted that \( s \) and \( t \) are coupled variables through \( D(T) \), \( v_0 \) and \( x \). Effects related to axial diffusion may safely be neglected in cases where \( s > 30 \) and \( t < 1 \). In a reactor with \( h = 2 \text{ cm} \) and

Figure 16. The ratio \( r(x) \) indicating the importance of axial diffusion as a function of \( t \) with \( s \) as parameter.
We typically use $v_0 = 10 \text{ cm} \cdot \text{s}^{-1}$, which must be corrected to roughly twice its value [16]. With

$$D(T) = D_0(T/T_0)^{1.7}$$

and $D_0 = 0.6 \text{ cm}^2 \cdot \text{s}^{-1}$ (TMG) [28] we then arrive at $r(x) = 0.97$ for $x = 8 \text{ cm}$ and $r(x) = 0.95$ for $x = 16 \text{ cm}$. A velocity $v_0$ of $5 \text{ cm} \cdot \text{s}^{-1}$ results in $r(x) = 0.92$ and 0.83 for $x = 8$ and 16 cm, respectively.

Therefore it appears that the effect of axial diffusion becomes stronger towards the end of the susceptor, which is to be expected as the axial diffusion term in equation (2.1) increases with $x$.

The corrected expression for the growth rate has been derived for a relatively simple model (isothermal, diffusion-controlled growth, plug flow); it is nevertheless expected that the small deviations found are similar for more complex models. Therefore it is concluded that the growth rate is nearly independent of axial diffusion of the growth components, as is also concluded in [8], provided that a susceptor is used which is not too long.
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List of symbols

$a, b$ parameters in Kummer’s function $M(a; b; z)$
$a_v, b_v$ parameters in $r(x)$ (model 5)
$A, A_v, A_1, A_2$ pre-exponential factor in growth rate
$b$ width of reactor
$b_n, b_o, B, B'$ exponential factor in growth rate
$c_p$ specific heat
$C(x, y, z, t), C(x), C(t)$ concentration of growth species
$C_0$ concentration of i-th growth species
$C_{\text{tot}}$ input concentration of the group III component
$D(T)$ total gas phase concentration
$D_0$ binary diffusion coefficient of the group III component
$E_a$ binary diffusion coefficient at $T = T_0$
$f(s, t)$ activation energy
$g(x)$ correction function of growth rate
$F_2$ minimisation function
$g(x)$ growth rate
$g_s$ height of reactor
$h$ Planck constant
$i$ summation parameter
$j(x, y)$ diffusional flux
$k$ Bessel function of first kind of order $n$
$k_r$ reaction rate of surface reaction, summation parameter
$k_B$ Boltzmann constant
$m$ Boltzmann constant
$M(a; b; z)$ summation parameter
$n$ mole fraction of growth species
$N_0$ total amount of input growth species
$N_{\text{CVD}}$ dimensionless CVD number
$p, p'$ help coordinate
$P$ total pressure
$q$ $y$-dependent part of $C(x, y)$ help coordinate
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(x)$</td>
<td>ratio of growth rates</td>
</tr>
<tr>
<td>$R(x)$</td>
<td>growth rate</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$R_s$</td>
<td>gas constant</td>
</tr>
<tr>
<td>$s$</td>
<td>help parameter</td>
</tr>
<tr>
<td>$t$</td>
<td>time, help parameter</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T(x, y, z, t), T(y)$</td>
<td>temperature profile</td>
</tr>
<tr>
<td>$T_0$</td>
<td>temperature at top of reactor</td>
</tr>
<tr>
<td>$T_o$</td>
<td>substrate temperature</td>
</tr>
<tr>
<td>$v(x, y, z, t), v(y)$</td>
<td>velocity profile</td>
</tr>
<tr>
<td>$v_0$</td>
<td>plug-flow velocity</td>
</tr>
<tr>
<td>$\bar{v}$</td>
<td>average velocity</td>
</tr>
<tr>
<td>$x$</td>
<td>axial coordinate</td>
</tr>
<tr>
<td>$x_e$</td>
<td>entrance length velocity profile</td>
</tr>
<tr>
<td>$x_T$</td>
<td>entrance length temperature profile</td>
</tr>
<tr>
<td>$X(x)$</td>
<td>$x$-dependent part of $C(x, y)$</td>
</tr>
<tr>
<td>$y$</td>
<td>vertical coordinate</td>
</tr>
<tr>
<td>$Y(y)$</td>
<td>$y$-dependent part of $C(x, y)$</td>
</tr>
<tr>
<td>$Y_1(q), Y_2(q)$</td>
<td>$y$-dependent parts of $C(x, y)$</td>
</tr>
<tr>
<td>$z$</td>
<td>lateral coordinate</td>
</tr>
<tr>
<td>$Z(z)$</td>
<td>$z$-dependent part of $C(x, y, z)$</td>
</tr>
<tr>
<td>$\lambda, \lambda_m, \lambda_n$</td>
<td>help parameter, pre-exponential factor</td>
</tr>
<tr>
<td>$\mu, \mu_m, \mu_n$</td>
<td>help parameter, pre-exponential factor</td>
</tr>
<tr>
<td>$\mu_+, \mu_-$</td>
<td>help parameter, pre-exponential factor</td>
</tr>
<tr>
<td>$\nu, \nu_m, \nu_n$</td>
<td>help parameter, pre-exponential factor</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density of gas</td>
</tr>
<tr>
<td>$\omega, \omega_m, \omega_n$</td>
<td>total deposition check parameter</td>
</tr>
<tr>
<td>$\omega, \omega_1$</td>
<td>total deposition check parameter, using $n$, 1 term(s)</td>
</tr>
</tbody>
</table>