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Abstract. Control of the time between sawtooth crashes, necessary for ITER and DEMO, requires real-time detection of the moment of the sawtooth crash. In this paper, estimation of sawtooth crash times is demonstrated using the model-based Interacting Multiple Model (IMM) estimator, based on simplified models for the sawtooth crash. In contrast to previous detectors, this detector uses the spatial extent of the sawtooth crash as detection characteristic. The IMM estimator is tuned and applied to multiple ECE channels at once. A model for the sawtooth crash is introduced, which is used in the IMM algorithm. The IMM algorithm is applied to 7 datasets from the ASDEX Upgrade tokamak. Five crash models with different mixing radii are used. All sawtooth crashes that have been identified beforehand by visual inspection of the data, are detected by the algorithm. A few additional detections are made, which upon closer inspection are seen to be sawtooth crashes, which show a partial reconnection. A closer inspection of the detected normal crashes shows that about 42\% are not well fitted by any of the full reconnection models and show some characteristics of a partial reconnection. In some case, the measurement time is during the sawtooth crashes, which also results in an incorrect estimate of the mixing radius. For data provided at a sampling rate of 1 kHz, the run time of the IMM estimator is below 1 ms, thereby fulfilling real-time requirements.
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1. Introduction

In tokamak plasmas, internal kink modes can be driven unstable, leading to reconnection of flux surfaces and mixing of energy and particles in the plasma core\cite{1, 2, 3}. This phenomenon, known as the sawtooth instability, has been studied for decades, resulting in an increased understanding of the nature and interactions of this instability \cite{4, 5}.

The growth of the internal kink mode is followed by a fast magnetic reconnection at $q = 1$, i.e. the sawtooth crash. During this sawtooth crash, core plasma pressure decreases. A redistribution of this core energy results in an increase of plasma pressure outside the core up to the mixing radius $\rho_{\text{mix}}$. At the inversion radius $\rho_{\text{inv}}$, for which $\rho_{\text{inv}} < \rho_{\text{mix}}$, the pressure difference is zero. In between subsequent sawtooth crashes, plasma pressure increases for $\rho < \rho_{\text{inv}}$ and decreases for $\rho_{\text{inv}} < \rho < \rho_{\text{mix}}$. As a result, the plasma pressure as a function of time shows a shape that is similar to the jagged teeth of a saw.

The sawtooth crash is known to trigger other magnetic instabilities such as edge localized modes \cite{6} and neoclassical tearing modes (NTMs) \cite{7, 8}. NTMs could trigger a disruption and should therefore be prevented \cite{9, 10}. By limiting the time between two consecutive sawtooth crashes, the probability of triggering an NTM is decreased \cite{11, 12, 13}. Additionally, preemptive electron cyclotron heating could be used to reduce the triggering probability of an NTM during the sawtooth crash \cite{14}. The application of such strategies requires real-time knowledge of when the sawtooth crash occurs. Additionally, sawtooth crashes can help avoid core impurity accumulation, which could be controlled using a real-time detector for the crash time \cite{15}.

The time between two consecutive sawtooth crashes, also known as the sawtooth period, is altered by coupling high power waves into the plasma. Electron cyclotron current drive (ECCD) is efficient in modifying the local magnetic shear in the vicinity of the $q = 1$ rational surface \cite{16, 17}. Ion cyclotron resonance heating (ICRH) is used to modify fast ion orbits, with the view to negate the stabilizing effect of the fast ion population \cite{18}. Therefore, both ECCD and ICRH could be used for sawtooth control.

Control of the sawtooth crashes is foreseen for ITER and DEMO operation \cite{19, 20, 21}. Most algorithms for sawtooth control rely on controlling the time between sawtooth crashes. The time between sawtooth crashes can be controlled without feedback, e.g. \cite{22}, or with feedback based on the time difference between consecutive crashes \cite{17, 23, 24}. In both cases, a real-time detector for the sawtooth crash time is required to, for the former, assess if the control action has the desired result and, for the latter, to provide an input signal to the feedback controller.

The sawtooth crash time can be determined by the fast increase or decrease of the plasma pressure. Several detectors exist for detection of the sawtooth crash time, which rely on a single channel of temperature or density measurements as a function of time. For instance, the wavelet-based algorithm by Van Berkel et al. presents a detector optimized for steps in the input signals \cite{25}. Gude et al. detects sawtooth crashes in a single channel of soft X-ray measurements and combines multiple single-channel detectors.
crash detections to separate actual crashes from measurement noise with automated algorithms [26]. A few methods based on edge detectors (band-pass and difference filters) are applied in real-time sawtooth control experiments [17, 27, 28]. Isei et al demonstrate a sawtooth detection algorithm based on a neural network [29] and Weisen et al determine the inversion radius using an SVD decomposition [30].

Most algorithms use data from multiple measurement channels at once. For instance, for the real-time detectors an average of the measurements is processed by the sawtooth detector, while Van Berkel et al. and Gude et al. combine the channels after applying edge detectors. However, the detection algorithms do not explicitly take into account the redistribution of plasma pressure due to the sawtooth crash. A sawtooth detector should detect if temperature is redistributed instead of detecting step-like deviations of a single channel. Therefore, in this paper, a model-based detection method for sawtooth crashes is presented. Hence, multiple measurement channels are used simultaneously for the detection of a sawtooth crash based on its pressure redistribution. The detection algorithm is designed to be real-time capable, for which it should be causal and fast. For non-real-time algorithms, in contrast, one could use non-causal methods and optimize for detection of sawtooth features, without compromising on the computational time.

In this paper, an interacting multiple model (IMM) estimator [31] is used for model-based detection of the sawtooth crash time. This allows for a detection of the sawtooth crash based on the redistribution of plasma pressure. At every time step, predictions of the measured quantity of multiple channels as a function of the spatial coordinate are made. These predictions are made using multiple, physics-based models, each with a different mixing radius. The likelihood that the measurements originate from a crash at a given mixing radius is assessed by comparing the measurements with the predictions from the multiple models. Based on these likelihoods, it is determined if a sawtooth crash occurred.

In the next section, the crash detection algorithm is introduced. In section 3, the crash detection algorithm is applied to electron cyclotron emission (ECE) data from the ASDEX Upgrade tokamak. Section 4 discusses the model and results on the measurement data. Concluding remarks are found in section 5.

2. Crash detection algorithm

The crash detection is based on the change of plasma pressure due to the sawtooth crash. This change is visible in multiple channels of temperature or density diagnostics. The measurements are a result of the underlying temperature and density profiles, which are assumed to be a function of the flux coordinate $\rho$ which ranges from 0 at the plasma core to 1 at the plasma edge. At every time instant $k$, the measurements are compared to an estimation of the measurements. Using spatial discretization, an estimated temperature or density profile is represented using a finite number of basis functions. Spatial discretization is introduced in subsection 2.1.
A sawtooth crash results in a drop of temperature and density in the core of the plasma and a rise further outward. Between consecutive sawtooth crashes, the temperature and density change on a much slower diffusive time scale. This observation of a different temperature and density evolution with and without a sawtooth crash is used in subsection 2.2 to construct models for the different situations. A model is constructed for the temperature profile following a sawtooth crash.

Based on temperature measurements, the temperature profile evolution is predicted using multiple models, presented in subsection 2.2. For each model, the estimated temperature is compared with measurements $y_k$ to assess which model is the most likely. The results of the estimated temperatures are used as a starting point for the next time step and the interaction between different models is specified. All these steps are taken into account by the interacting multiple model (IMM) estimator, which is presented in subsection 2.3. Parameters for the IMM estimator, that are independent of the datasets, are selected in subsection 2.4.

2.1. Spatial discretization

In this subsection, spatial discretization of the temperature profile $T(\rho)$ at time instant $k$ is considered. The same techniques are applicable to other profiles. Due to the magnetic topology of the tokamak, the temperature $T$ is assumed to be a function of the flux coordinate $\rho$. Furthermore, the temperature profile $T(\rho)$ is assumed to be a smooth function of $\rho$. In this paper, an estimate of the temperature profile $\hat{T}_k(\rho)$ at time $k$ is based on a fixed set of $N_x$ basis functions $\Lambda_i(\rho)$ (where $i = 1, \ldots, N_x$) and is given by

$$\hat{T}_k(\rho) = \sum_{i=1}^{N_x} \Lambda_i(\rho)x_{i,k} = C(\rho)x_k$$

where $x_{i,k}$ are the coefficients at time $k$. Therefore, the vector $x_k = [x_{1,k} \cdots x_{N_x,k}]^T$ contains all the information about the estimated temperature profile $\hat{T}_k(\rho)$. For a fixed position $\rho$, $C(\rho)$ is a constant row vector with $N_x$ elements.

For time instant $k$, a set of $N_y$ temperature measurements at locations $\rho_{1,k}$ to $\rho_{N_y,k}$ are contained in a column vector $y_k$. Estimated temperature measurements $\hat{y}_k$ are given by

$$\hat{y}_k = \begin{bmatrix} \hat{T}_k(\rho_{1,k}) \\ \vdots \\ \hat{T}_k(\rho_{N_y,k}) \end{bmatrix} = \begin{bmatrix} \sum_{i=1}^{N_x} \Lambda_i(\rho_{1,k})x_{i,k} \\ \vdots \\ \sum_{i=1}^{N_x} \Lambda_i(\rho_{N_y,k})x_{i,k} \end{bmatrix} = C_kx_k$$

where $C_k$ is a time dependent matrix of dimensions $N_y \times N_x$, depending on the time-varying measurement positions $\rho_{j,k}$. If $C_k$ has a rank of $N_x$, a least-squares estimate of $x_k$ can be used to determine the best fit of the coefficients $x_k$ to the measurements $y_k$. 
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As an example, electron cyclotron emission (ECE) measurements are approximated using cubic B-splines, which are piecewise cubic polynomials [32]. It is assumed that ECE is well localized (which holds for optically thick plasmas [33]), that ECE is emitted from the cold resonance positions, that the electrons are in thermal equilibrium, and that all measurement locations are positioned on a horizontal line through the plasma center. The magnetic field strength is approximated by \( B(R) = \frac{B_0 R_0}{R} \) with \( R \) the major radius of the plasma, \( B_0 \) the magnetic field strength at the magnetic axis, and \( R_0 \) the major radius of the magnetic axis. \( N_p \) measurements are considered and, with the assumptions listed above, the locations \( \rho_j \) are determined using

\[
\rho_j = \left\| \frac{n_j e B_0 R_0}{am_e 2\pi f_j} - \frac{R_0}{a} \right\| \tag{3}
\]

in which \( n_j \) is the harmonic number, \( e \) is the elementary charge, \( a \) is the minor radius of the plasma, \( m_e \) is the electron mass, and \( f_j \) is the frequency of ECE that is collected in measurement channel \( j \). Figure 1 shows the approximation of ECE data using a cubic B-spline with \( N_x = 11 \) basis functions.

2.2. Sawtooth crash model

In the previous subsection, a discretization of the temperature profiles is introduced such that a smooth temperature profile at time instant \( k \) can be described using the vector \( x_k \). The continuous temperature evolution is evaluated at times \( k t_s \), with \( k \) a
time index number and \( t_s \) a fixed sample time. As a result, the temperature profile evolution is described by \( \mathbf{x}_k \) for \( k = 1, 2, 3, \ldots \), where the fixed sample time is omitted. A prediction of the temperature profile at \( k + 1 \) is made using the coefficients \( \mathbf{x}_k \) at time \( k \), such that

\[
\mathbf{x}_{k+1} = \Lambda \mathbf{x}_k,
\]

and the measurements are predicted by \( \hat{\mathbf{y}}_{k+1} = C_k \mathbf{x}_{k+1} \). The matrix \( \Lambda \) is chosen to reflect the expected evolution of the temperature. In absence of a sawtooth crash, the predicted temperature profile is taken equal to the previous temperature profile, such that

\[
\mathbf{x}_{k+1} = \mathbf{x}_k = \Lambda^{(\text{No Crash})} \mathbf{x}_k := \mathbf{I}_{N_x} \mathbf{x}_k,
\]

with \( \mathbf{I}_{N_x} \) an \( N_x \times N_x \) identity matrix. The temperature profile is assumed constant in time due to a much shorter sampling time compared to the time scale of temperature evolution.

During a sawtooth crash, a fast reconnection results in a flattening of the temperature profile between \( \rho = 0 \) and \( \rho = \rho_{\text{mix}} \). Therefore, the matrix \( \Lambda^{(\text{No Crash})} \) cannot be used to predict the temperature evolution in this case. Instead, it is assumed that directly after the sawtooth crash the thermal energy in a volume within \( \rho = \rho_{\text{mix}} \) is redistributed evenly over the volume. Density up to \( \rho = \rho_{\text{mix}} \) is taken constant. Following this assumption, only the temperature evolution has to be considered for sawtooth detection. The volume contained within \( \rho = \rho_{\text{mix}} \) is calculated using

\[
V = \int_0^{\rho_{\text{mix}}} \pi \rho \, d\rho.
\]

It is assumed that the volume can be approximated as being based on a circular cross section of which the shape remains unaltered, i.e. no changes in \( \kappa \) and \( \delta \). The flat temperature is calculated by dividing the energy inside \( \rho = \rho_{\text{mix}} \) by the volume

\[
T_{k,\text{flat}}(\rho_{\text{mix}}) = \frac{\pi}{V} \int_0^{\rho_{\text{mix}}} T_k(\rho) \rho \, d\rho = \mathbf{V}^{(\text{Crash})}(\rho_{\text{mix}}) \mathbf{x}_k,
\]

where in the last step it is used that the profile \( T_k(\rho) \) is fully determined by the coefficients \( \mathbf{x}_k \) and each basis function is integrated exactly. For a given set of \( N_x \) basis functions \( \mathbf{V}^{(\text{Crash})}(\rho_{\text{mix}}) \) is a constant row vector with \( N_x \) elements. The row vector \( \mathbf{V}^{(\text{Crash})}(\rho_{\text{mix}}) \) is applied for positions \( \rho \leq \rho_{\text{mix}} \). This results in the matrix \( \Lambda^{(\text{Crash})}(\rho_{\text{mix}}) \), as defined in (A.1) of Appendix A, that determines the coefficients \( \mathbf{x}_{k+1} \), based on \( \mathbf{x}_k \), just after a sawtooth crash with \( \rho_{\text{mix}} \). The number of knots, used in the spline approximation, limits the variety of mixing radii that can be accurately portrayed.

The temperature profile at time instant \( k + 1 \) can be predicted using

\[
\mathbf{x}_{k+1} = \begin{cases} 
\Lambda^{(\text{No Crash})} \mathbf{x}_k & \text{No crash} \\
\Lambda^{(\text{Crash})}(\rho_{\text{mix}}) \mathbf{x}_k & \text{Crash at } \rho_{\text{mix}}
\end{cases}
\]

with the matrices \( \Lambda^{(\text{No Crash})} \) and \( \Lambda^{(\text{Crash})}(\rho_{\text{mix}}) \) as defined in (5) and (A.1), respectively.
Figure 2. Temperature as a function of the flux coordinate $\rho$ before (dotted black line) and after a sawtooth crash following three different models. The result of Kadomtsev’s full reconnection model is shown in dark grey and is overlapped for the largest part by the model assuming a flat redistribution of the temperature up to the mixing radius (dashed light-grey line). A spline-based crash model is shown with a solid black line. The full reconnection model uses the parameters $T_0 = 900 \text{ eV}$, $q_a = 4$, $a = 0.5 \text{ m}$, $R_0 = 1.65 \text{ m}$, and $B_0 = 2.3 \text{ T}$ to determine the temperature and safety factor profile in (8).

The assumption that after a sawtooth crash a flat temperature profile is achieved is verified by comparing with the full reconnection model of Kadomtsev [34, 35]. For this comparison, the safety factor profile and temperature profile given by

$$q(\rho) = q_0 + (q_a - q_0) \rho^2$$

$$T(\rho) = T_0 \left(1 + q_a \rho^2\right)^{-4/3}$$

are used, where $q_a$ is the safety factor at the edge of the plasma, $q_0 = \frac{q_a}{1 + q_a}$, and $T_0$ is the core temperature. The full reconnection model is applied following the procedure in [35]. The temperature after the crash at position $\rho_c^2 = \rho_2^2 - \rho_1^2$ is the result of reconnecting flux tubes at positions $\rho_1$ and $\rho_2$, which have the same helical flux, but are on opposite sides of the $q = 1$ surface. Taking into account the volume of the reconnecting flux tubes, the temperature after reconnection is calculated.

Figure 2 shows the temperature profile given by (8) with a black dashed line. Three different sawtooth crash models are applied to the temperature profile. The full reconnection model is shown as a dark grey line. This crash model results in a temperature profile that shows a higher temperature at $\rho = \rho_{\text{mix}}$ compared to the temperature at $\rho = 0$. At the mixing radius there is an abrupt step after which the original temperature profile is followed.

A flat redistribution of temperature following (6) up to the mixing radius is depicted as a dashed light-grey line. This model is a good approximation of the Kadomtsev model.
while using the mixing radius $\rho_{\text{mix}}$ as its only parameter. A limited set of 11 basis functions is also used to describe the temperature profile. With these basis functions, the crash is modelled by applying the crash matrix in (A.1) to the coefficients $x_k$, such that the post crash temperatures are given by $C_k A^{(\text{Crash})}(\rho_{\text{mix}}) x_k$, with $C_k$ defined as in (2). The result is shown with the black line in figure 2. As a result of smoothness of the basis functions, the step at the mixing radius cannot be represented in the crash model based on the spline. However, the step in the post-crash temperature at $\rho_{\text{mix}}$ is not observed in experiments. The high temperature gradient drives diffusive processes and, thereby, results in a post-crash temperature profile that is smoothed, similar to the spline-based temperature profile. In this paper, the smoothed spline-based temperature profile is a result of the smoothness and limited number of the underlying splines and does not take the diffusive processes into account.

2.3. Interacting multiple model estimator

Given measurements $y_k$ at time $k$, it needs to be determined if a sawtooth crash occurred or not. To do so, the measurements are compared with predicted temperature profiles based on various hypotheses for the occurrence of a crash. Multiple hypotheses for a crash are used, each with different mixing radii. The predicted temperature profile is determined by previous measurements and the expected time evolution of the temperature profile, following (7).

The true temperature profile and the associated coefficients $x_k$ are unknown, but information about the profile is available through the measurements $y_k$. If the temperature evolution follows a single model $A$, the measurements $y_k$ can be described by a process

$$
\begin{align*}
  x_{k+1} &= A x_k + w_k \\
  y_k &= C_k x_k + v_k,
\end{align*}
$$

(9)

where $w_k$ is an unknown process noise with $N_x$ elements and $v_k$ is an unknown measurement noise with $N_y$ elements. The process noise is assumed to be normally distributed with a known process noise covariance $\mathbb{E}(w_k w_k^T) = Q_k$, where $\mathbb{E}(\cdot)$ is the expected value. The measurement noise is assumed to be normally distributed with a known measurement noise covariance $\mathbb{E}(v_k v_k^T) = R_k$. Both process and measurement noise are assumed to be zero mean with a time-dependent noise covariance matrix.

For the system (9), the optimal estimator for the coefficients $x_k$ is the Kalman filter [36, 37]. The Kalman filter uses the matrix $A$ to make an a priori estimate $\hat{x}_{k|k-1} = A \hat{x}_{k-1|k-1}$ at time $k$ based on the estimate $\hat{x}_{k-1|k-1}$ from the time step $k-1$. An a posteriori estimate $\hat{x}_{k|k}$ is determined based on the difference between the measurements $y_k$ and the predicted measurements $C_k \hat{x}_{k|k-1}$. The second index of the a priori estimate $\hat{x}_{k|k-1}$ and a posteriori estimate $\hat{x}_{k|k}$ indicates that all measurements up to, respectively, $k-1$ and $k$ are taken into account. For a small measurement noise the a posteriori estimate $\hat{x}_{k|k}$ is determined for the most part based on the measurements $y_k$. In contrast, if the measurement noise is large and the process noise is small, the a
posteriori estimate $\hat{x}_{k|k}$ is mostly determined based on the a priori estimate $\hat{x}_{k|k-1}$. A filter gain determines the optimal trade-off between relying on measurements and the a priori estimate, based on the process and measurement noise covariances $Q_k$ and $R_k$ [36], such that the expected value of the difference between the a posteriori estimate $\hat{x}_{k|k}$ and the actual coefficients $x_k$ is minimized.

A plasma with sawtooth crashes cannot be described using the model (9), as the matrix $A$ differs for time steps with and without a sawtooth crash. Instead, multiple hypotheses are formulated for the state the plasma is in. For each hypothesis $i$, a separate model $A^{(i)}$ is considered. A priori estimates $x_{k|k-1}^{(i)}$ and a posteriori estimates $\hat{x}_{k|k}^{(i)}$ are determined for each hypothesis $i$ using a single step of a Kalman filter. The probability $\mu_{k|k}^{(i)}$ that hypothesis $i$ holds is evaluated by comparing predictions of the measurements $C_kx_{k|k-1}^{(i)}$ with the measurements $y_k$. Based on the probabilities $\mu_{k|k}^{(i)}$ found for time step $k$ and a priori expectations for the probability of the hypotheses in the next time step (contained in a matrix II), a mixed estimate $\bar{x}_{k|k}^{(i)}$ (note the bar instead of the hat) is determined that serves as the starting point for the next step with the Kalman filter for hypothesis $i$. All these features are contained in the interacting multiple model (IMM) estimator [31].

For the detection of a sawtooth crash, $N_h$ hypotheses are considered with models $A^{(i)}$. The first hypothesis ($i = 1$) is that no sawtooth crash has occurred and for this hypothesis $A^{(i)} = A^{(\text{NoCrash})}$, given by (5). For the other hypotheses, a crash is expected at a mixing radius $\rho_{\text{mix}}^{(i)}$ and therefore $A^{(i)} = A^{(\text{Crash})(\rho_{\text{mix}}^{(i)})}$ given by (A.1). Based on the probabilities $\mu_{k|k}^{(i)}$, it is determined if a crash occurred between time step $k - 1$ and time step $k$. An a priori transition matrix II determines which hypotheses are expected to be true in time step $k + 1$ given probabilities $\mu_{k|k}^{(i)}$ for all hypotheses $i$. The matrix II is chosen to reflect that one does not expect a sawtooth crash to occur at time step $k + 1$ following a crash at any location at time step $k$ and that the chance at finding no crash at any time step is higher than the chance of finding a sawtooth crash.

The IMM algorithm is started with an initial distribution of probabilities for the hypotheses and an initial estimate of the profile. With both values present, one step of the IMM algorithm from $k - 1$ to $k$ consists of the following steps:

- **Mixing step:** Based on the probabilities $\mu_{k-1|k-1}^{(i)}$ and the a priori transition matrix II, the mixed estimates $\bar{x}_{k-1|k-1}^{(i)}$ and an associated covariance matrix

  $$\bar{P}_{k-1|k-1}^{(i)} = E \left( \bar{x}_{k-1|k-1}^{(i)}(\bar{x}_{k-1|k-1}^{(i)})^T \right)$$

  are determined. An element $\pi_{ij}$ (from row $i$ and column $j$ of matrix II) contains the a priori probability that hypothesis $i$ is true given that hypothesis $j$ was true in the previous step. As part of the mixing step, mixing weights $\mu_{k|k-1}^{(i)}$ are determined which give the contribution of the a posteriori estimate $\bar{x}_{k-1|k-1}^{(i)}$ to the mixed estimate $\bar{x}_{k|k-1}^{(i)}$. A priori probabilities $\mu_{k|k-1}^{(i)}$ are calculated, which determine whether hypothesis $i$ holds for the plasma at time $k$ based on measurements up to time instant $k - 1$.

- **Prediction step:** The a priori estimate $\bar{x}_{k|k-1}^{(i)}$ and an associated covariance matrix
Algorithm 1 One step of the interacting multiple model estimator [31]

<table>
<thead>
<tr>
<th>Mixing step for all hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{k</td>
</tr>
<tr>
<td>( \hat{\mu}_{k</td>
</tr>
<tr>
<td>( \hat{\mathbf{s}}_{k</td>
</tr>
<tr>
<td>( \mathbf{p}_{k</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prediction step for all hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\mathbf{x}}_{k</td>
</tr>
<tr>
<td>( \mathbf{p}_{k</td>
</tr>
<tr>
<td>Measurement residual</td>
</tr>
<tr>
<td>( \mathbf{z}_k^{(i)} = \mathbf{y}_k - \mathbf{C}<em>k \hat{\mathbf{x}}</em>{k</td>
</tr>
<tr>
<td>Residual covariance</td>
</tr>
<tr>
<td>( \mathbf{S}_k^{(i)} = \mathbf{C}<em>k \mathbf{p}</em>{k</td>
</tr>
<tr>
<td>Filter gain</td>
</tr>
<tr>
<td>( \mathbf{K}<em>k^{(i)} = \mathbf{p}</em>{k</td>
</tr>
<tr>
<td>( \hat{\mathbf{x}}_{k</td>
</tr>
<tr>
<td>( \mathbf{p}_{k</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Probability update for all hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothesis likelihood</td>
</tr>
<tr>
<td>( L_k^{(i)} = \mathbb{E} \left[ \left( \hat{\mathbf{x}}_{k</td>
</tr>
<tr>
<td>( \mu_{k</td>
</tr>
</tbody>
</table>

\( \mathbf{p}_{k|k-1}^{(i)} = \mathbb{E} \left[ \left( \hat{\mathbf{x}}_{k|k-1}^{(i)} (\mathbf{z}_k^{(i)})^T \right)^2 \right] \) are calculated for hypotheses \( i = 1, \ldots, N_h \).

- **Update step:** The measurement residual \( \mathbf{z}_k^{(i)} \) and an associated covariance \( \mathbf{S}_k^{(i)} = \mathbb{E} \left[ \left( \mathbf{z}_k^{(i)} \mathbf{z}_k^{(i)^T} \right) \right] \) are determined. A filter gain \( \mathbf{K}_k^{(i)} \) is calculated and used to determine the a posteriori estimate \( \hat{\mathbf{x}}_{k|k}^{(i)} \) and an associated covariance \( \mathbf{p}_{k|k}^{(i)} = \mathbb{E} \left[ \left( \hat{\mathbf{x}}_{k|k}^{(i)} (\hat{\mathbf{x}}_{k|k}^{(i)})^T \right) \right] \).

- **Probability update:** The likelihood \( L_k^{(i)} \) of measuring \( \mathbf{y}_k \) assuming hypothesis \( i \) holds is evaluated, using a multivariate normal distribution with zero mean and covariance \( \mathbf{S}_k^{(i)} \), and, based on the likelihoods and a priori probabilities \( \mu_{k|k-1}^{(i)} \), the a posteriori probabilities \( \mu_{k|k}^{(i)} \) are evaluated.

The steps described above are listed in algorithm 1 for time step \( k \) with all equations. Detection of a crash is done by considering the a posteriori hypothesis probabilities and comparing the values to a threshold. To run the IMM estimator the following parameters need to be chosen:

(i) Number of hypotheses \( N_h \)
(ii) The a priori transition matrix \( \Pi \)
(iii) Initial hypothesis probabilities \( \mu_{1|1}^{(i)} \) for all hypotheses \( i \)
(iv) Initial estimates \( \hat{\mathbf{x}}_{1|1}^{(i)} \) for all hypotheses \( i \)
(v) Initial process covariances \( \mathbf{P}_{1|1}^{(i)} \) for all hypotheses \( i \)
(vi) Prediction matrices \( \mathbf{A}^{(i)} \) for all hypotheses \( i \), with the associated mixing radii.
(vii) The process noise covariance $Q_k$
(viii) The measurement noise covariance $R_k$
(ix) The output matrix $C_k$
(x) A threshold on the probabilities $\mu_{k\mid k}^{(i)}$ to determine if a sawtooth crash occurred

Choices for items (i) to (vi) and item (x) are introduced in the next subsection. Items (vii) to (ix) are selected in subsection 3.2 after the datasets are introduced.

2.4. Selection of dataset-independent IMM parameters

In the previous subsection, the IMM estimator is introduced and an overview is given of the parameters that need to be set for application of the estimator. The parameters that do not depend on the datasets are chosen in this subsection.

The matrices $A^{(i)}$ and the output matrix $C_k$ can only be properly selected if a choice is made as to what the estimates $\hat{x}_{k\mid k}^{(i)}$ represent. As indicated in subsection 2.1, the temperature $T(\rho)$ is a smooth function of a flux coordinate $\rho$ and can be described using a set of basis functions $\Lambda_i(\rho)$. For the detection of sawtooth crashes, an equidistant grid on $\rho$ is chosen. The values of $\rho$ are determined on 10 locations ranging from $\rho = 0$ to $\rho = 0.6$, and therefore the locations

$$\rho_l = \frac{0.6}{10 - 1}(l - 1) \quad \text{with } l = 1 \cdots 10$$

are used. These locations are shown in figure 1. The number of spline locations should be chosen such that typical temperature profiles before and after the crash can be accurately represented. A Neumann boundary condition, $\frac{dT}{d\rho} \bigg|_{\rho=0} = 0$, is used for the core, which results in 11 cubic B-spline basis functions that represent the temperature profile [32]. The basis functions both lead to a reduction of elements of the matrices that need to be evaluated and enforce that the temperature profile is a smooth function of $\rho$. The estimates $\hat{x}_{k\mid k}^{(i)}$ therefore consists of $N_x = 11$ spline coefficients. The matrix $C_k$ depends on the locations of the measurements and the choice of this matrix is therefore made in section 3.2.

Six hypotheses are considered ($N_h = 6$), of which the first hypothesis considers the situation that no crash has occurred and the other fix hypotheses all consider a crash happening at different $\rho_{mix}$. For hypothesis $i = 1$, the model $A^{(1)} = A^{\text{NoCrash}}$, given by (5), is used. For hypotheses 2 to 6, a crash is expected to occur. In subsection 2.2, a model is presented for a sawtooth crash given a temperature profile in terms of basis functions. A key parameter of this model, given in (A.1), is the mixing radius $\rho_{mix}$. Variation in $\rho_{mix}$ is accounted for by selecting

$$\begin{bmatrix}
\rho_{mix}^{(2)} \\
\rho_{mix}^{(3)} \\
\rho_{mix}^{(4)} \\
\rho_{mix}^{(5)} \\
\rho_{mix}^{(6)}
\end{bmatrix} = \begin{bmatrix}
0.30 \\
0.35 \\
0.40 \\
0.45 \\
0.50
\end{bmatrix}.$$
For this choice of mixing radii, the distance between spline knots should also be on the order of 0.05, which is the case with \( N_x = 11 \) spline basis functions.

At every time instant \( k \), where the probability of the first hypothesis is large (no crash) for the previous time step \( k - 1 \), one would expect that a crash could occur. A crash chance of \( p_c = 0.1 \) is used and all mixing radii are assumed equally likely. Therefore, given that hypothesis one was true in the previous time step, hypotheses 2 to 5 all would have an \textit{a priori} probability of \( \frac{p_c}{N_h - 1} = 0.02 \). The \textit{a priori} probability that a sawtooth crash will not occur in the current time step would be \( 1 - p_c = 0.9 \). After each sawtooth crash, one would expect another sawtooth crash not to follow immediately. This results in the following \textit{a priori} transition matrix

\[
\Pi = \begin{bmatrix}
0.9 & 1 & 1 & 1 & 1 & 1 \\
0.02 & 0 & 0 & 0 & 0 & 0 \\
0.02 & 0 & 0 & 0 & 0 & 0 \\
0.02 & 0 & 0 & 0 & 0 & 0 \\
0.02 & 0 & 0 & 0 & 0 & 0 \\
0.02 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

in which an element \( \pi_{ij} \) (from row \( i \) and column \( j \)) contains the \textit{a priori} probability that hypothesis \( i \) is true given that hypothesis \( j \) was true in the previous step. A sawtooth crash is assumed to have occurred when the probability of a crash at an arbitrary mixing radius is higher than 50\%. Therefore, a sawtooth crash is detected at time \( k \) if the condition

\[
\sum_{i=2}^{N_h} \mu_k^{(i)} > 0.5
\]

is satisfied. The detection criterium takes into account how well the measurements are related to the crash models. This differs from other multichannel algorithm which either put a detection threshold on every single channel and combine data afterwards (e.g. [25]) or use an averaged measurement channel in which the relation with the spatial distribution is not accounted for [28].

Finally, the initial values for the IMM estimator are determined. At the start of the IMM estimator, the assumption is made that a crash has not occurred. As a result the probability \( \mu_1^{(1)} = 1 \) for the no-crash hypothesis and for the other hypotheses \( i = 2, \ldots, N_h \) it follows that \( \mu_i^{(1)} = 0 \). From \( \mu_1^{(1)} = 1 \), it follows that only the initial condition for hypothesis one is relevant. The initial estimate \( \hat{x}_{1|1}^{(1)} \) is determined using a least squares fit of the measurements \( y_1 \) at the first time step, such that

\[
\hat{x}_{1|1}^{(1)} = \left( C_k^T C_k \right)^{-1} C_k^T y_1.
\]

The initial process covariance \( P_{1|1}^{(1)} \) is chosen the same as the process covariance matrix \( Q_k \), which is introduced in subsection 3.2.

To summarize, the following parameters are used for the IMM estimator:

(i) Number of hypotheses \( N_h = 6 \)
(ii) The a priori transition matrix $\Pi$ given by (12)
(iii) Initial hypothesis probabilities $\mu^{(1)}_1 = 1$ and for $i = 2, \ldots, 6$ the probabilities are $\mu^{(i)}_1 = 0$
(iv) Initial estimate $\hat{x}^{(1)}_{1|1}$ following (14)
(v) Initial process covariance $P^{(1)}_{1|1} = Q_k$, with $Q_k$ introduced in subsection 3.2
(vi) Prediction matrices are $A^{(1)} = A^{(\text{NoCrash})}$, given by (5), and $A^{(i)} = A^{(\text{Crash})(\rho^{(i)}_{\text{mix}})}$ using (A.1) and (11) for hypotheses $i = 2, \ldots, 6$.
(vii) A sawtooth crash is detected at time instant $k$ if condition (13) is satisfied.

3. Application to measurement data

In this section, the algorithm presented in section 2 is applied to ECE data from the ASDEX Upgrade tokamak. In subsection 3.1, the datasets that will be used are introduced briefly along with the type of crashes they exhibit. The IMM estimator parameters are chosen in subsection 3.2. The IMM estimator is applied and the detected sawtooth crash times are presented in subsection 3.3. The sawtooth crash models are compared with the measurement data in subsection 3.4. Details about the real-time capabilities are given in subsection 3.5.

3.1. ECE datasets

At ASDEX Upgrade, a 60-channel radiometer is used for measuring ECE [38]. The 60-channel heterodyne radiometer collects only ECE in second harmonic X-mode. The ECE measurements present a spatially localized electron temperature, which in the remainder of this paper is referred to as the temperature $T$. In this paper, ECE measurements at a sample rate of 1 MHz are used and these measurements are filtered and downsampled. A set of five discharges (30538, 30543, 30550, 30552, and 31105) are chosen which are mostly performed for feedforward sawtooth control [39, 26]. By looking at the ECE channels, time ranges are selected with different sawtooth characteristics. For discharges, 30538 and 30543 two sets of time ranges are selected. The time ranges are selected based solely on the crashes that are observed in the ECE measurements. The datasets are given in table 1, which includes a description of the variation in sawteeth that is visible in the ECE signals.

The time resolution provided by the ECE signal at a sampling rate of 1 MHz is higher than what is required for the detection of sawtooth crashes. The ECE signal is therefore filtered (using a low pass filter) and downsampled, such that the required number of computations for the IMM estimator is reduced. Figure 3 shows the ECE data at 1 MHz and filtered and downsampled versions at 100 kHz, 10 kHz, 1 kHz, and 100 Hz. The 100 Hz signal (white line) shows that this averaged temperature does not capture the typical sawtooth crash and is therefore not suitable. At all other sampling rates the typical crash structure is visible. Therefore, a sampling rate of 1 kHz is chosen to result
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Table 1. Datasets that were used for IMM estimator tests.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Discharge number</th>
<th>Start time $t_0$ [s]</th>
<th>End time $t_1$ [s]</th>
<th>Magnetic field strength $B_0$ [T]</th>
<th>Type of sawteeth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30538</td>
<td>4.0</td>
<td>4.3</td>
<td>2.593</td>
<td>Irregular sawteeth with intermediate temperature drop</td>
</tr>
<tr>
<td>2</td>
<td>30538</td>
<td>4.5</td>
<td>4.7</td>
<td>2.593</td>
<td>Irregular sawteeth</td>
</tr>
<tr>
<td>3</td>
<td>30543</td>
<td>1.4</td>
<td>1.8</td>
<td>2.609</td>
<td>Regular sawteeth</td>
</tr>
<tr>
<td>4</td>
<td>30543</td>
<td>3.3</td>
<td>3.6</td>
<td>2.609</td>
<td>Small sawteeth followed by larger sawteeth</td>
</tr>
<tr>
<td>5</td>
<td>30550</td>
<td>4.4</td>
<td>5.1</td>
<td>2.610</td>
<td>Long sawteeth with intermediate temperature drop</td>
</tr>
<tr>
<td>6</td>
<td>30552</td>
<td>2.8</td>
<td>3.2</td>
<td>2.611</td>
<td>Irregular sawteeth</td>
</tr>
<tr>
<td>7</td>
<td>31105</td>
<td>3.8</td>
<td>4.2</td>
<td>2.505</td>
<td>Short precursor oscillation followed by longer sawteeth</td>
</tr>
</tbody>
</table>

in the smallest amount of data points to which the IMM algorithm needs to be applied. An overview of the ECE data for all datasets at 1 kHz is given in figure 4. By looking at time traces of multiple ECE channels, a human observer can easily identify the times at which core temperature drops and temperature further out increases consistently. The algorithm needs to make a similar decision based on only the difference between the current and the next time step. The times at which a sawtooth crash is observed, by a human observer, are indicated using black vertical lines. The observed crash times are also used to evaluate the detection results in the remainder of this section.

3.2. Dataset dependent IMM parameters

In subsection 2.3, the IMM estimator is introduced and most parameters for the IMM estimator are selected in subsection 2.4. In this subsection, the parameters $C_k$, $R_k$, and $Q_k$ are selected.

The matrix $C_k$ determines the mapping of the spline coefficients to estimates of the measurements $\hat{y}_k$. This mapping could be chosen to be time-dependent and include the spatial dependence of the emission region. In this paper, a fixed matrix $C_k = C$ is assumed for every dataset. The matrix $C$ is constructed by calculating the measurement locations $\rho_j$, using (3), for every ECE channel with frequency $f_j$. The values $n_j = 2$, $R_0 = 1.65$ m, $a = 0.5$ m, and $B_0$ from table 1 are used. Use of (3) implies the following approximations:

(i) all channels measure an optically thick plasma (well-localized ECE),
(ii) the ECE resonance is given by the cold plasma approximation,
(iii) the ECE results from electrons in thermal equilibrium,
(iv) measurements are made in the midplane,
Figure 3. ECE measurements of a core measurement channel and downsampled data for ASDEX Upgrade discharge 31105 (dataset 7). 1 MHz data is shown in light grey, 100 kHz data in dark grey, 10 kHz data in black, 1 kHz data as a dotted grey line, and 100 Hz data as a white line. An 8th order Chebyshev Type-I IIR filter is applied before downsampling.

Figure 4. Three ECE measurement channels are shown for the datasets in table 1. A time ranges of 0.2 s is shown with a channel inside the inversion radius (light grey), a channel near the inversion radius (middle grey), and a channel outside the inversion radius and inside the mixing radius (dark grey). Times at which sawtooth crashes are observed are shown with black vertical lines.
(v) the magnetic field strength scales inversely with major radius $R$, and
(vi) the magnetic equilibrium is constant with fixed magnetic axis at $R_0$.

Matrix C is calculated with (2) and the locations $\rho_j$. Only channels with $\rho_j \leq 0.6$ are taken into account to reduce the number of data points, while retaining coverage of $\rho \leq \rho_{mix}$. All approximations could be removed by using a proper time-varying matrix $C_k$. For example, an ECE measurement channel collects radiation in a frequency range, which can be represented by a weighted integral over part of the temperature profile. This could be represented exactly in the matrix $C$. A drawback is the additional computational time that is required for the construction of the matrix $C_k$ at every time instant $k$. The computational effort increases when the approximations are replaced by more complex models, e.g. [38].

The noise covariance matrix $R_k$ is determined based on the measurements. The mean-square difference between the measurements and a ten-point moving average is determined. This showed that the noise depends on the average temperature. Therefore, the mean-square differences are divided by the square for the ten-point moving average. This resulted in an average normalized mean-square difference for every channel of every dataset. An average is first calculated for all channels of a specific dataset, followed by an average over all datasets. The average of all channels for all datasets of the normalized mean-square difference is 0.001. In the IMM estimator the mean temperature is approximated by the estimated measurements $\hat{C}x^{(i)}_{k|k-1}$. Therefore, the measurement covariance is given by

$$R_k = 0.001C\hat{x}^{(i)}_{k|k-1}. \quad (15)$$

It is known that for this choice the resulting estimator is not optimal [40], but this could be compensated using an estimated measurement covariance [41].

The process noise covariance $Q_k$ is used as a tuning parameter, as the relation between $R_k$ and $Q_k$ determines for what part predictions and measurements are followed. A time-independent process noise covariance matrix $Q_k = Q = Q_0 \bar{Q}$ is chosen, where $Q_0$ is a tuning parameter that is chosen such that the average temperature is followed, while measurement noise is suppressed. For temperature fluctuations $\Delta T(\rho_l)$ and $\Delta T(\rho_m)$ one would expect that

$$\mathbb{E}(\Delta T(\rho_l)\Delta T(\rho_m)) = g(|\rho_l - \rho_m|) \quad (16)$$

as heat sources and losses are not assumed to be localized on a single $\rho$. In this paper, the function $g$ is set to

$$g(x) = \exp \left( -\frac{x^2}{w^2_\rho} \right) \quad (17)$$

with $w_\rho = 0.1$. A process noise covariance matrix $Q$ is constructed for the spline knots given by (10) and the location $\rho_{N_x} = \frac{\rho_{N_x-1} + \rho_{N_x-2}}{2}$ using (17). As a result $Q$ is a symmetric matrix with ones on the diagonal and values below on off-diagonal terms. Using a
Figure 5. Central channel of ASDEX Upgrade discharge 31105 (Dataset 7) with estimated temperature. The estimated temperatures are obtained for the no crash hypothesis only, for which $A = I_{N \times r}$. $R_k$ is defined as (15) and the process noise covariance as in (18), with $Q_0 = 10$, $Q_0 = 1000$, and $Q_0 = 100000$ in the top, middle, and bottom plot, respectively.

matrix $C$, based on (2), for mapping between spline knots and spline coefficients , the process noise in terms of the spline coefficients is given by

$$Q_k = Q = Q_0 C^{-1} Q \left( C^T \right)^{-1}. \quad (18)$$

Temperature estimates for three different values of $Q_0$ are shown in figure 5. The bottom plot shows that the estimated temperature follows the core temperature closely. For this value $Q_0 = 100000$, the no-crash hypothesis would converge instantaneously to the measurement and therefore the no-crash hypothesis would be just as valid as any of the crash hypotheses. The convergence of the temperature would need to be slower such that applying a sawtooth crash model results in an estimate that better describes the measurements. The top plot shows that the estimated temperature converges slowly to the measurements. This results in a larger deviation between the a priori estimates of the temperature and the measurements and would make both the no-crash and sawtooth crash models unlikely. A value of $Q_0 = 1000$ is used for the IMM estimator. This value shows the slow evolution of temperature is tracked, while at the same time not tracking the sawtooth crash. As a result, the sawtooth crash model is observed to be most likely at times of the sawtooth crashes.

To summarize, the following dataset-based parameters are used for the IMM estimator:

(i) The output matrix $C_k = C$, determined by (2) for $\rho_j$ given by (3)
(ii) The measurement noise covariance $R_k$, given by (15)
(iii) The process noise covariance $Q_k = Q$ given by (18) with $Q_0 = 1000$
3.3. Detection of sawtooth crash times

The IMM estimator is applied to the seven datasets listed in table 1. In applying the IMM estimator, false detections due to the initialization are discarded and detections within 5 ms of a previous detection are also discarded. Checks for these conditions could easily be incorporated in the algorithm, but are omitted to make the most use of the data generated by the IMM estimator.

The result of the IMM estimator for dataset 5 is shown in figure 6. In this figure, the temperature of a measurement channel (light grey line) is shown together with the estimated temperature for the no-crash hypothesis \((i = 1)\) in dark grey. Based on the time evolution of all measurement channels, the sawtooth crash detections are observed at several times, which are shown with thick dark grey vertical bars in figure 6. The sawtooth crashes that are detected by the IMM estimator are shown with black dashed vertical lines topped by a cross. Every observed crash is found by the IMM estimator. Note that although only one ECE measurement channel is shown, all measurement channels are used in the IMM estimator. The detection is not hampered by the ECRH which varied during this time window. The total ECH power is shown with a dashed light grey line.

Figure 7 shows the result of the IMM estimator applied to dataset 1. Core temperature and simulated temperature using the no-crash hypothesis are shown in light and dark grey solid lines, respectively. Expected times of sawtooth crashes are
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Figure 7. Detected sawtooth crashes for dataset 1. The core temperature channel is shown in light grey and the estimated temperature, based on the no-crash hypothesis, is shown in dark grey. Expected times of sawtooth crashes are indicated by dark grey vertical bars. The detected sawtooth crashes are shown by black dashed lines topped with crosses.

shown with dark grey vertical bars and detected sawtooth crashes are shown with dashed vertical black lines topped by a cross. The ECH power is not shown as it is constant during the considered time interval. Figure 7 shows that the IMM estimator detects all the observed sawtooth crashes (introduced in subsection 3.1). On top of that, sawtooth crashes are also detected at 4.069 s and 4.229 s. In the following subsection the detections that do not corresponds with observed sawtooth crashes are considered.

Datasets 2, 3, 4, 6, and 7 all showed detection of all observed sawtooth crashes without showing any additional detections, not corresponding with observed crashes.

3.4. Comparison of the crash model with measurements

In this subsection, the crash model is compared with the measurements. Dataset 1 is used as an example. For this dataset, the sawtooth crash at 4.02 s result in a temperature redistribution that is comparable to the model, as is depicted in figure 8. The figure shows measurements just before and just after the sawtooth crash with circles and crosses, respectively. The a priori temperature profiles, according to the no-crash model and the crash model, are shown in light and dark grey, respectively. The post-crash temperature measurements show a strong correspondance with the a priori crash profile and the estimated mixing radius is close to the radial location where the measurements show mixing ends. Nevertheless, it should be noted that the step in temperature at $\rho_{mix}$, based on which the crash model is developed, is not found in the measurements.
Figure 8. Radial plot of the temperature for the detected sawtooth crash around 4.02 s for dataset 1. Measurements before and after the crash are shown with circles and crosses, respectively. The result of the no-crash model and a crash model with $\rho_{\text{mix}} = 0.44868$ are shown with light and dark grey lines, respectively. The mixing radius is indicated by a vertical black line.

Figure 9 shows the radial temperature profile for another observed sawtooth crash. In this case, there is much more difference between the crash model and the temperature measurement at 4.047 s, just after the sawtooth crash. This difference is caused, because the measurement at 4.047 s is made during the crash, while full flattening of the core temperature is only reached at 4.048 s. This problem arises, because a single time point is used to determine if a crash occurred. If multiple time steps are considered, the time step with the largest temperature difference could be selected. However, such procedures will inherently increase the computational time.

Figure 10 shows one of the two detections not corresponding to an observed crash. In this case, the temperature measurements show a decrease of core temperature. However, the flat temperature only extends between $\rho = 0.24$ and $\rho = 0.33$. Temperatures at $\rho < 0.24$ are also decreased, but do not show the same flattening. This indicates that a partial reconnection has occurred. An incomplete temperature flattening is also visible for the detected crash at 4.147 s. In both cases, soft X-ray measurements shows post-cursors which indicates the presence after the sawtooth crash.

The difference between the crash model and the measurements is assessed for all detected sawtooth crashes. About 60 sawtooth crashes are detected in the 7 datasets. For 42% of the detected sawtooth crashes, the match between the measurements and the crash model is similar to what is visible in figure 8. For 16% of the detected sawtooth crashes, the measurements for $0 < \rho < \rho_{\text{inv}}$ exhibit a difference with the crash model, that is similar to the difference in figure 8, while for $\rho > \rho_{\text{inv}}$ the predicted temperature is higher than the measured values. For the remaining 42% of the detected sawtooth
**Figure 9.** Radial plot of the temperature for the detected sawtooth crash around 4.05 s for dataset 1. Measurements before the crash are shown with circles. Two measurements after the crash are shown with crosses and squares. The result of the no-crash model and a crash model with $\rho_{\text{mix}} = 0.35$ are shown with light and dark grey lines, respectively. The mixing radius is indicated by a vertical black line.

**Figure 10.** Radial plot of the temperature for the detected sawtooth crash around 4.07 s for dataset 1. Measurements before and after the crash are shown with circles and crosses, respectively. The result of the no-crash model and a crash model with $\rho_{\text{mix}} = 0.30$ are shown with light and dark grey lines, respectively. The mixing radius is indicated by a vertical black line.
crashes, there is a significant difference between the crash model and the measurements. For most of these detected crashes, a partial reconnection is observed similar to figure 10. Therefore, although the crash model is suitable to determine if a crash occurred, the implemented crash model is not suitable to accurately determine the mixing radius. In post-shot analysis additional sawtooth crash models could be considered, such that features like the inversion and mixing radius could be determined more accurately. The measurements before and after a detected sawtooth crash can be compared using a more refined spline grid or could be compared against additional models to determine the mixing radius $\rho_{\text{mix}}$ in more detail. This process could run in parallel to the detection of sawtooth crash times. Regardless of the mismatch between the sawtooth crash in the model and in the measurements, all observed sawtooth crashes are detected and only three detections are made without a corresponding observed sawtooth crash. This is achieved with the same IMM estimator parameters for all seven datasets, as given in subsection 2.4 and subsection 3.2.

3.5. Real-time capabilities of the IMM estimator for sawtooth crash detection

The IMM estimator is implemented as a function, which relies on ECE input data, frequencies of the ECE channels, and the IMM parameters. The code ran on a laptop (Intel i7-2630QM, 2 GHz) within Mathworks Matlab 2015a. The run time for processing a dataset using the IMM estimator is determined and divided by the number of time steps at 1 kHz in the data. This results in an average run time of less than 5 ms for an average step of every dataset. This run time is limited due to the recursive nature of the IMM algorithm. With compilation of the Matlab code (mex), the run time could be reduced to below 3 ms for every time step at 1 kHz. However, as a result of compilation, data transfer between Matlab and the compiled code is a significant part of the run time. The IMM estimator is also run on a dedicated computational node (Intel i7-5930K, 3.5 GHz). On this computational node, the IMM estimator function is compiled together with the script that calls the function for the seven datasets. As a result, there is no need for data transfer between Matlab and the compiled code and it is possible to time only the compiled IMM estimator function. The compiled (mex) code is executed in Matlab and runs within 1 ms for every time step at 1 kHz. A stand-alone executable is also compiled. However, this showed slower run time than the compiled code in Matlab. Parallelization was not attempted on either the laptop or the computational node. However, it should be realized that algorithm 1 is suitable for this. Each of the six models could potentially perform the prediction step, the update step, and the calculation of the likelihood in a separate thread. On both computers, the IMM estimator is run within a non-real-time operating system. As a result, interrupts are also expected to result in a longer run time than what is minimally achievable. Therefore, it is expected that the IMM estimator with the parameters as presented in this paper could process ECE data at 1 kHz in real-time.
4. Discussion

An IMM estimator is designed and used for sawtooth crash detection. Below the detection model and the use of spline basis functions are discussed. Additionally, the influence of the ECE data on the detection is also addressed. A few considerations for real-time implementation are also given. The complexity of the presented detector, in comparison with real-time detectors, is discussed in the last paragraph.

The IMM estimator uses several models for the crash and a model in case of no crash. In subsection 3.4, the crash model is compared with measurement data. The used crash models result in a good distinction between a crash and no crash. However, the crash model only provided a good approximation of the measurements for 42% of the detected sawtooth crashes. The reliability of the determined mixing radius could be increased by better crash models. The current models are derived from a physics-based model, but alternatively the models could also be derived using data of sawtooth crashes. The number of models could also be increased, but incorporating additional models would increase the run time of the algorithm. The run time constraint could be relaxed by picking only a subset of all sawtooth crash models that correspond to the type of sawtooth crashes that are expected based on the safety factor profile of the programmed discharge. Another solution would be to rely on a limited set of models to determine the crash time and use a different method to determine the inversion or mixing radius. One could, for instance, use a set of pre-generated sawtooth crashes and use this to train a neural network [42, 43]. The response of the IMM estimator to different models could also be varied by changing the measure for the likelihood of the measurements for hypotheses $i = 1, \cdots, N_h$ in algorithm 1. Analysis of the residual distribution could indicate whether a model, different from the multivariate normal distribution, would be more suitable for the likelihood.

In absence of a crash, a constant temperature is assumed. In this case, more extensive models are available. A real-time profile estimator, e.g. RAPTOR, could provide a more accurate \textit{a priori} prediction of the temperature which also takes into account the influence of heating actuators such as ECRH and NBI [44]. In this case the \textit{a priori} estimate and covariance estimates in algorithm 1 are replaced by estimates from a profile estimator. In particular, the RAPTOR code contains the Porcelli model to calculate the temperature profile after a sawtooth crash, which could be used instead of the crash model of the IMM estimator [45]. The RAPTOR code runs within 10 ms at ASDEX Upgrade (a reduction of run time to 5 ms is also feasible). Therefore, for several time steps of the 1 kHz ECE data, the predicted temperature profiles are the same or based on a linear approximation of the same predicted temperature profiles. Due to the energy confinement time of 30 ms, inside the $q = 1$ surface, for a standard H-mode discharge of ASDEX Upgrade, the estimated temperature profiles provide a valid model during the 10 ms (or less) that the models are used.

Spline basis functions in terms of the flux coordinate $\rho$ are used. As a result of the limited number of basis functions the estimated temperature profile is smooth.
As is illustrated in subsection 2.2, this makes it impossible to completely capture the temperature difference between $\rho < \rho_{\text{mix}}$ and $\rho > \rho_{\text{mix}}$. A possible solution would be inserting additional knots. However, in this case there is a risk of overfitting the temperature measurements. For example, a case with 17 knots showed a smooth temperature profile that oscillated in between the measurement locations, such that the measurements were reproduced exactly, but the estimated temperature profile is non-physical. A way to deal with overfitting could be the inclusion of a monotonicity constraint similar to what is used in integrated data analysis \[46\].

The results shown in this paper include a limited dataset for the detection of crashes. This dataset could be extended to include all types of discharges in which the IMM estimator should be applied. The results of the IMM estimator can be compared to those of an offline detector, which should provide better detection capabilities as such a detector need not be causal nor fast. The location of the measurement ECE channels should also be considered to best match the region in which the sawtooth crash is expected. In addition, the estimator relies on a redistribution of temperature, which would require that the measured ECE signal values could be interpreted as a reliable temperature measurement. This requires the used ECE frequencies to be optically thick and not in cut-off and necessitates an accurate temperature calibration. Based on density and temperature, optical thickness and lack of cut-off can be verified. The effect of an inaccurate calibration is, however, not straightforward to identify.

The algorithm with five full reconnection hypotheses and one no-crash hypothesis is able to process ECE data at 1 kHz in real-time. Implementation of the algorithm in real-time would require that the same set of parameters is used for all discharges, or that the parameters are changed automatically. In subsection 3.3, all observed crashes are detected with a single set of algorithm parameters. To achieve this result, multiple models for the mixing radius $\rho_{\text{mix}}$ are used. In a real-time implementation the IMM algorithm should also deal with a sudden loss of one of the radiometer channels. To avoid having to recalculate the output matrix $C$, the measurement covariance $R_{k,l}$ of a failing channel $l$ could be increased such as to minimize the influence of this channel on the a posteriori estimate. In this case care should be taken that the matrix $S_k^{(i)}$ retains a full rank. This implies that a sufficient coverage of the flux coordinate grid at which the estimator models are evaluated should be maintained.

Compared to real-time detectors, such as presented in \[17, 27, 28\], the presented detector contains more computational steps and requires setting more parameters. Such an increase of complexity should be justified by providing a better solution for the detection of sawtooth crashes. This complexity is introduced primarily to provide a sensible way to incorporate a number of measurement channels in the detection process. In \[25\], the possibility of detecting a false positive on a single measurement channel is noted as a reason to combine multiple channels. Multiple papers have combined several channels, or the detection results thereof, in an adhoc manner. In contrast, this paper presents a detector which uses the results of all channels and compares temperature profiles based on a model of the expected temperature redistribution. Using multiple
models, a difference could also be made in terms of the mixing radius. For the parameters used in this paper, the detected mixing radius is not accurate. However, by increasing or changing the basis functions and by a different set of detection models, detection capabilities for providing the mixing radius in real-time can be improved, at the expense of a large computational time. If the added complexity of the presented detector is required depends on the quality of the signals available and the requested performance in terms of speed and accuracy of a sawtooth detector.

5. Conclusions

In this paper, an IMM estimator is used for the detection of sawtooth crashes. The estimator evaluates the probability of a crash by comparing measurements with the expected evolution of temperature. The temperature profile, following a sawtooth crash, is expected to have a flat temperature up to the mixing radius $\rho_{\text{mix}}$ and no change in the temperature profile is expected in absence of a crash. Multiple mixing radii are considered.

The IMM estimator is applied to 7 datasets based on 5 ASDEX Upgrade discharges. Filtered and downscaled ECE measurements at 1 kHz are used. The same set of design parameters for the IMM estimator is used for all 7 datasets. The resulting times of detected crashes are presented and correspond well with the observed crash times. All observed sawtooth crashes are detected and additionally a few crash detections are found not corresponding with observed crashes.

The temperature profiles, predicted by the crash models, are compared with the post-crash ECE measurements. A valid mixing radius is only found in 42% of the cases, while in all cases the correct crash times are determined. An example is shown of a case in which a sawtooth is detected based on a measurement during the sawtooth crash, which also resulted in an incorrect determination of the mixing radius. The IMM estimator can be compared to offline sawtooth detection methods to assess if all or most sawtooth crashes are properly detected.
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Appendix A. Crash matrix

Based on the flat temperature $T_{k,\text{flat}}$, a post-crash temperature profile is calculated in terms of the coefficients $x_k$. The matrix $A^{(\text{Crash})}(\rho_{\text{mix}})$ is defined assuming a cubic B-
spline grid with equidistant knots starting at $\rho = 0$ and forcing the derivative at $\rho = 0$ to be zero. A similar matrix $A^{(\text{Crash})}(\rho_{\text{mix}})$ could be defined for a different set of basis functions.

For B-splines it holds that $\sum_{i=1}^{N_x} \Lambda_i(\rho) = 1$ for all $\rho$. As a result of the constant sum, a flat temperature $T_{k,\text{flat}}$ is achieved if all coefficients $x_k$ are equal and set to $T_{k,\text{flat}}$.

However, in case of a sawtooth crash, the temperature profile only needs to be flat up to $\rho = \rho_{\text{mix}}$ and should be unaffected for $\rho > \rho_{\text{mix}}$.

For a given mixing radius $\rho_{\text{mix}}$, it is ensured that the highest basis function is set to $T_{k,\text{flat}}(\rho_{\text{mix}})$ for all knots with $\rho \leq \rho_{\text{mix}}$. For an equidistant grid, the number of spline coefficients to set to $T_{k,\text{flat}}(\rho_{\text{mix}})$ is determined using $n = \left\lfloor \frac{\rho_{\text{mix}}}{\Delta \rho} \right\rfloor + 1$, where $\Delta \rho$ is the distance between the knots and $\left\lfloor a \right\rfloor$ is the largest integer smaller than or equal to $a$.

Using the value of $n$, the crash matrix to calculate the post-crash spline coefficients is given by

$$A^{(\text{Crash})}(\rho_{\text{mix}}) = \begin{bmatrix} 1 \\ \vdots \\ 1 \\ \hline \hline 0_{(N_x-n_m)\times n_m} & I_{N_x-n_m} \end{bmatrix} \begin{bmatrix} V^{(\text{Crash})}(\rho_{\text{mix}}) \end{bmatrix}$$ (A.1)

in which $0_{(N_x-n_m)\times n_m}$ is a matrix of zeros with $N_x - n_m$ rows and $n_m$ columns.
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