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Summary

Optical �bre communication is an essential part of modern telecommunication net-
works. Research activities are aiming to transport and switch information streams
through optical �bre networks most e�ciently. This thesis is devoted to applications
of 1310 nm semiconductor optical ampli�ers (SOAs) in �bre optic telecommunication
networks.

The basic application of 1310 nm SOAs is the ampli�cation of optical signals.
In this thesis dense wavelength division multiplexed SOA based transmission in the
1310 nm wavelength domain is investigated. The 1310 nm SOAs allow high speed
(10-40 Gbit/s) transmission over metro range distances (50-200 km) without any
dispersion compensation in standard single-mode �bre based networks. This is im-
portant for access and metro systems, where the system cost is shared by the limited
number of users.

To alleviate optical-electrical-optical conversion at the interface point between
access-metro and core networks a novel wavelength conversion technique is proposed.
Nonlinear polarization rotation in the 1310 nm SOA permits the realization of 1310-
to-1550 nm wavelength conversion and the aggregation of multiple data streams in
the 1310 nm wavelength domain into one time interleaved data stream in the 1550 nm
wavelength domain.

By utilizing the 1310 nm SOA in a gain transparent con�guration an all-optical
optical time domain multiplexed add-drop switch was realized. The proposed add-
drop switch was widely tested in the laboratory and �eld transmission experiments
allowing 160 Gbit/s transmission over 550 km of standard single-mode �bre and the
realization of a fully functional 160 Gbit/s optical time domain multiplexed network.

Based on this research it is concluded that 1310 nm SOAs are versatile compo-
nents which support essential transmission and switching functionalities with great
opportunities for utilization in advanced telecommunication networks.





Samenvatting

Optische communicatie is een belangrijk onderdeel van de hedendaagse telecommuni-
catie. Onderzoeksactiviteiten richten zich op het zo e�ciënt mogelijk transporteren
en schakelen van informatiestromen in een optisch netwerk. Dit proefschrift gaat
dieper in op applicaties van 1310 nm optische versterkers (SOAs) in optische telecom-
municatie netwerken.

De basistoepassing van de 1310 nm SOA is versterking van optische signalen. In
dit proefschrift is signaaltransport met gol�engte-gestapelde kanalen, gebaseerd op
SOAs in het 1310 nm gol�engte domein, onderzocht. Het is mogelijk om met 1310 nm
SOAs en met hoge snelheden (10-40 Gbit/s) data te transporteren over een standaard
single mode glasvezelnetwerk, over afstanden van 50-200 km en zonder enige vorm
van dispersiecompensatie. Dit is belangrijk voor "access" en "metro" systemen, waar
de kosten van deze systemen worden gedeeld door een beperkt aantal gebruikers.

Een nieuwe gol�engte-conversietechniek is voorgesteld om de optisch-elektrisch-
optische omzettingen bij de overgangen van access, metro en core netwerken, te ver-
mijden. Simultane gol�engteconversie van 1310 nm naar 1550 nm en het samenvoe-
gen van meerdere datastromen in de 1310 nm gol�engtedomein tot één tijdgestapeld
datasignaal in het 1550 nm gol�engtedomein is gerealiseerd door middel van niet-
lineare polarisatie rotatie in de 1310 nm SOA.

Een schakelknooppunt is gerealiseerd met behulp van de 1310 nm SOA in een
"gain" transparante con�guratie, waarin een speci�eke datastroom uit een tijds-
domein gestapeld signaal kan worden toegevoegd, of juist kan worden uitgekop-
peld. Deze schakelaar is uitvoerig getest in het laboratorium en in veldexperimenten.
160 Gbit/s transmissie over 550 km standaard single mode glasvezel en een compleet
functionerend optisch tijdsdomein gestapeld netwerk is gerealiseerd.

Gebaseerd op dit onderzoek het kan worden geconcludeerd dat 1310 nm SOAs
veelzijdige componenten zijn, die essentiële transport- en schakelfunctionaliteiten
bevatten met goede mogelijkheden voor toepasbaarheid in geavanceerde telecommu-
nicatie netwerken.
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Chapter 1
Introduction

In this chapter, the historical development and current trends in optical �bre com-
munication are brie�y discussed. Furthermore, the motivation and research topics of
the thesis are presented.

Optical communication is a form of telecommunications that utilizes the optical
signal as the information carrier. In general, any transmission link can be divided in
three parts: a transmitter, a transmission channel, and a receiver. The transmitter
encodes a message into an optical signal. The transmission channel transports the
data to the receiver. The receiver decodes the message from the received optical
signal.

Apart from the non-technical forms of optical communication like body language
and gesture, many other optical communication techniques were developed through
centuries. Fires, smoke signals, mirrors, ship �ags, and semaphores were the earliest
forms of optical communication. However, the most important and most signi�cant
form of optical communication is optical �bre communication.

In [1] K.C. Kao and G.A. Hockham proposed that optical �bre could be used
as a transmission medium for long distance communication. The �rst optical �bre
suitable for optical communication (attenuation below 20 dB/km) was developed
in 1970 by F.P. Kapron, D.B. Keck, and R.D. Maurer [2]. Further development of
optical glass �bre manufacturing technique decreased the �bre attenuation value to
below 0.2 dB/km.

Since the invention of optical �bre, optical �bre communication experiences
booming growth. Excellent transmission properties, i.e. available bandwidth, low
loss, and resilience to electro-magnetic distortions are making the optical �bre almost
an ideal transmission medium.

The �rst generation of the optical �bre communication systems operated at
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850 nm and utilized a multimode �bre as a transmission medium. The second gener-
ation utilized 1310 nm light sources and a single-mode �bre. Hence, the abbreviation
�O-band� stands for �Original-band� since single-mode �bre based optical commu-
nication started in the 1310 nm wavelength domain. The third generation of the
optical transmission systems utilized the 1550 nm wavelength domain, where stan-
dard single-mode �bre has its lowest attenuation but also non-negligible dispersion
and distributed feedback lasers as an optical signal source. The forth generation
of optical systems utilizes erbium-doped �bre ampli�ers and wavelength multiplex-
ing techniques allowing long haul transmission of multiple optical signals in a single
optical �bre.

Using optical �bre transmission systems a network of high capacity trans- and
inter-continental connections was realized. Recently, in the laboratory experiments a
record 2.56 Tbit/s single wavelength channel transmission has been demonstrated [3].
Commercially available multi-wavelength systems o�er capacity of 160 £ 10 Gbit/s
(1.6 Tbit/s) or 64 £ 40 Gbit/s (2.56 Tbit/s) [4].

Besides �bre based transmission techniques, all-optical signal processing tech-
niques attract considerable attention of researchers. By manipulating optical signals
exclusively in the optical domain several functionalities have been realized omit-
ting optical-electrical-optical conversions in routing nodes. As an example error-free
320 Gbit/s wavelength conversion in a single 1550 nm semiconductor optical ampli-
�er [5] or an all-optical 1£2 routing node [6] can be mentioned.

Next important step in the development of optical �bre communication is inte-
gration of all-optical signal processing functionalities into photonic integrated cir-
cuits. Signi�cant achievements have been already reported like a compact integrated
optical crossconnect [7] or an all-optical memory element [8]. New materials, like
strained silicon are under development to allow integration of optical components
like modulators with the existing silicon-based electronics [9].

Excellent transmission properties of optical �bre allow realization of high capacity
and long distance transmission networks. These networks form a back-bone of the
world-wide network utilized to deliver voice and data services like Internet. Recently
attention moved from the long haul transmission to the short-range transmission
to allow end-users unlimited access to interactive services provided by Internet or
broadband distributive services like HDTV.

Accelerated roll-out of optical access networks takes place in countries like South
Korea, Japan, and United States [10]. Also in Europe several initiatives are under-
taken to provide �bre-based infrastructures to the end-users. An example of that
is undertaking in Nuenen, The Netherlands, where a broadband optical network
"OnsNet" is connecting 7500 premises [11].

Further advancement of optical communication aims at development of in-house
optical networks. Such networks based on easy-to-handle optical �bre like a polymer
optical �bre will allow e�cient delivery of network services in house premises or
o�ces. Already, the delivery technique of radio signals over polymer optical �bre
has been developed and successfully tested [12]

It is clear that optical communication research and applications is moving towards
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Figure 1.1: Photography of the packaged and pigtailed semiconductor
optical ampli�er

the end-user, i.e. access and local networks. The main constrain is here the cost of
the network infrastructure that is shared by a limited number of users in comparison
with the long-haul networks. Therefore the applied solutions have to o�er high
quality services while remaining at low cost.

Although single-mode �bre based optical communication started in the 1310 nm
wavelength domain, contemporary applications of the 1310 nm wavelength domain
are limited. This phenomena can be clearly observed in the conferences where the
number of papers dealing with the 1310 nm wavelength domain is scarce. In the
Proceedings of Optical Fibre Communications Conference 2006 the search inquiry
"1310" results in 25 papers out of 700. This can be explained by the fact that in
the past research was mainly concentrated on long-haul high-capacity transmission
and switching systems. Theses systems are traditionally located in the 1550 nm
wavelength domain.

The standard single-mode �bre is characterized by low value of attenuation and
dispersion in the 1310 nm wavelength domain. These properties allow realization of
cost-e�ective transmission systems in the 1310 nm wavelength domain that can be
successfully applied in the access and metro systems, e.g. in access systems bidirec-
tional communication is commonly established by coarse 1310/1550 nm wavelength
multiplexing. Moreover, transmission systems utilizing the 1310 nm wavelength do-
main can be used in parallel to the already existing 1550 nm wavelength domain
based transmission, which allows more e�cient exploitation of installed �bre infras-
tructure. This is particularly important in highly urbanized areas, where the �bre
installation cost is extraordinary high.

The motivation behind the research presented in this thesis is to demonstrate
that the 1310 nm SOAs, and therefore the 1310 nm wavelength domain, have great
potential in modern communication networks. In particular novel applications of
1310 nm semiconductor optical ampli�ers are explored in this thesis.
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Speci�c subject areas that have been investigated here include:

† the suitability of the 1310 nm SOAs in cost-e�ective high-speed multi-wavelength
transmission systems

† the capability of the 1310 nm SOAs to support transparent optical signal rout-
ing via all-optical signal processing

† the applications of 1310 nm SOAs in switching of the 1550 nm data signals.

The thesis has been structured in three chapters and their content is brie�y outlined
below:

Chapter 2 DWDM transmission in the 1310 nm wavelength domain
Access and metro networks have to be cost-e�ective since they are shared by a lim-
ited number of users. The potential of the 1310 nm wavelength domain to support
multi-wavelength dispersion-compensation-free transmission is extensively analyzed.
Properties of semiconductor optical ampli�ers and standard single-mode �bre re-
garding multi-wavelength transmission are evaluated. Based on the analysis results
dispersion-compensation-free transmission experiments over distances 50-200 km at
bit rates 10-40 Gbit/s are performed.

Chapter 3 1310-to-1550 nm transparent optical connectivity
To realize transparent optical connectivity between access and core networks, all-
optical 1310-to-1550 nm wavelength conversion is necessary. A wavelength conversion
technique utilizing nonlinear polarization rotation in the transparency region of the
SOA is proposed. Several 1310-to-1550 nm wavelength conversion experiments are
performed. Moreover, the proposed wavelength conversion technique is applied to
realize 1310-to-1550 nm transmultiplexing. That is the aggregation of multiple data
streams from the 1310 nm wavelength domain into one time interleaved data stream
in the 1550 nm wavelength domain.

Chapter 4 GT-UNI based add-drop multiplexing
To achieve maximum switching �exibility in optical time domain multiplexed net-
works, an all-optical add-drop switch is necessary. A 1310 nm semiconductor optical
ampli�er is applied in a gain-transparent ultrafast nonlinear interferometer con�gu-
ration to realize all-optical add-drop multiplexing of OTDM signals. The proposed
add-drop switch is tested in the laboratory as well as in �eld trial experiments.
Transmission of 160 Gbit/s signal over distances up to 550 km and a fully functional
160 Gbit/s add-drop network is realized using the developed switch.



Chapter 2
DWDM transmission in the 1310 nm
wavelength domain

In this chapter, feasibility of the DWDM transmission in the 1310 nm wavelength
domain using semiconductor optical ampli�ers is investigated. First, fundamental
properties and limitations of optical �bre, and semiconductor optical ampli�ers are
described and analyzed. Based on the analysis, potential applications of the multi-
wavelength 1310 nm transmission are explored and the transmission experiments are
performed. First, repeated and unrepeated 4£10 Gbit/s transmission is evaluated.
Moreover, unrepeated 100 Gbit/s Ethernet and unrepeated 4£40 Gbit/s transmission
are shown over a 50 km distance using exclusively semiconductor components.1

2.1 Optical �bre
The optical �bre characteristics determine the design of �bre-optic transmission sys-
tems. Three important �bre characteristics are attenuation, dispersion, and polar-
ization mode dispersion (PMD). Moreover, nonlinear �bre e�ects may cause signal
distortions.

2.1.1 Attenuation
Attenuation of the optical �bre determines the maximum transmission distance be-
tween a transmitter and a receiver, or in-line ampli�er(s). The basic attenuation
mechanisms in a �bre are absorption, scattering, and radiative losses of optical en-
ergy. As the optical signal travels along a �bre, its power decreases exponentially
with distance. If P (0) is the optical power in a �bre at the origin (z = 0), then the

1Parts of this chapter are published in [13,14]
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power P (z) further down the �bre attenuates as

P (z) = P (0)e¡fiz; (2.1)

where fi is the �bre attenuation coe�cient given in units of Neper per kilometre
(Np=km). The common procedure is to express the attenuation coe�cient in units
of decibels per kilometre, denoted by dB/km. Designating this parameter by fi, we
have

fi(dB/km) = 4:343fi: (2.2)

Figure 2.1 shows optical �ber attenuation as a function of wavelength. Modern
optical �bre shows minimum attenuation of fi=0.2 dB/km at 1550 nm. At the wave-
length of 1310 nm �bre attenuation increases to about 0.3-0.4 dB/km. The peak in
attenuation at around 1383 nm results from absorption by water molecules. Recently
developed manufacturing process eliminates the incorporation of OH¡ molecules into
�bre opening the whole range 1290-1570 nm [15].
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Figure 2.1: Optical �ber attenuation in a function of wavelength

The important observation is that the optical signal experiences roughly two
times higher attenuation in the 1310 nm wavelength domain in comparison with
the 1550 nm wavelength domain. Therefore for the same transmitter output power
and receiver sensitivity, the transmission distance is almost doubled in the 1550 nm
wavelength domain with respect to the 1310 nm wavelength domain. This implies
that the 1550 nm wavelength domain is preferred for the long-haul transmission, and
that the potential applications of the 1310 nm wavelength domain are medium and
short range transmission systems.

Taking into account the typical values for a 10 Gbit/s transmission system: the
transmitter output power +3 dBm and the receiver sensitivity -18 dBm, the power
budget of 21 dB will result in the transmission range of about 50 km in the 1310 nm
wavelength domain. To cope with attenuation and to increase the transmission
distance optical ampli�ers have to be used. Optical ampli�er technology will be
discussed in Section 2.2.
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2.1.2 Chromatic dispersion
The second important property of a single-mode �bre is chromatic dispersion. In
a single-mode �bre di�erent spectral components travel at slightly di�erent group
velocities. This phenomenon is called group-velocity dispersion (GVD) or simply
�bre dispersion. As a result, di�erent spectral components arrive at di�erent times
at the receiver causing pulse broadening. After a certain amount of broadening,
adjacent pulses can not be individually distinguished and errors will occur at the
receiver. The parameter D

D = ¡
2…c
‚2 fl2; (2.3)

is called the dispersion parameter, where ‚ is wavelength, c is speed of the light
(both in vacuum), and fl2 is the group velocity dispersion (GVD) parameter [16].
The dispersion parameter de�nes the pulse spread as a function of wavelength and is
expressed in the units of ps/nm£km. The GVD parameter fl2 · d2fl=d !2 determines
how much an optical pulse would broaden propagating inside the �bre, where fl is the
propagation constant, and ! is angular frequency. Table 2.1 presents the dispersion
coe�cient values for di�erent types of single-mode �bre (SMF).

The dispersion limit (the 1 dB power penalty caused by dispersion) for the directly
modulated laser can be expressed analytically by

B2L = °
‰

c
jDj‚2

¾
; (2.4)

where B is the bit rate of a data stream, L is the �bre length, and ° is the system
dispersion index which can be maximized by a proper design of the laser linewidth
enhancement factor in combination with the �bre dispersion parameter D [18].
The 1 dB power penalty limit for the system with an external modulator is [16]

B2L =
c

2jDj‚2 : (2.5)

Further work will refer to this limit. It is clear, that four times the increase in the
transmitted bit rate implies 16 times the reduction of the maximum allowable trans-
mission distance. The calculated maximum allowable transmission distance for the

Table 2.1: Typical attenuation and dispersion values for di�erent types of
optical �bres [17]

Attenuation Dispersion
Fibre type [dB/km] [ps/nm£km]

1310 nm 1550 nm 1310 nm 1550 nm
Standard SMF 0.34 0.19 0 17

Dispersion Shifted SMF 0.35 0.22 -17 0
WDM optimized SMF 0.35 0.20 -12 3
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10 Gbit/s standard single-mode �bre (SSMF) based transmission in the 1550 nm
wavelength domain is about 50 km. The distance reduces to 10 km in the case of
25 Gbit/s transmission, and �nally to about 3 km in the case of 40 Gbit/s transmis-
sion.

Obviously, countermeasures can be applied to overcome the dispersion limitation
like passive dispersion compensation, spectrum conjugation, forward-error correction,
or electronic dispersion compensation [19]. But these countermeasures will increase
the system cost and complexity, and reduce �exibility. The compensation cost of
50 km long SSMF using a dispersion compensation �bre varies between 10000 USD
and 25000 USD. Moreover, in the case of 40 Gbit/s transmission the compensa-
tion accuracy requires precise measurements of dispersion, which complicates and
increases cost of the installation.

On the other hand, one may propose usage of a di�erent type of �bre than SSMF,
e.g. Dispersion Shifted single-mode Fibre (DSF). However, SSMF is currently the
most installed �bre [15] and SSMF is the �bre of choice for metro systems. 99% of
the 10 Gbit/s metro systems use SSMF [20]. Therefore a promising candidate to
realize metro (<100 km) and access range high speed transmission (<20 km) is the
1310 nm wavelength domain.

The ITU-T Recommendation G.652 describes characteristics of SSMF [21]. The
chromatic dispersion limit for any wavelength ‚ in the 1310 nm region, is calcu-
lated using the minimum zero-dispersion wavelength ‚0min (the minimum wave-
length at which dispersion vanishes), the maximum zero-dispersion wavelength ‚0max
(the maximum wavelength at which dispersion vanishes), and the maximum zero-
dispersion slope coe�cient S0max (the maximum value of dispersion slope at the
zero-dispersion wavelength) according to [21]:

‚S0max

4

"

1 ¡
µ

‚0max

‚

¶4
#

• D(‚); •
‚S0max

4

"

1 ¡
µ

‚0min

‚

¶4
#

: (2.6)

The values are speci�ed to be: ‚0min = 1300 nm, ‚0max = 1324 nm, and S0max =
0:093 ps/nm2£km. The above equation, when used with these values, can be used
to determine upper limits of the chromatic dispersion coe�cient in the 1550 nm
region [21].

Figure 2.2 shows maximum and minimum dispersion values in the 1310 nm wave-
length domain calculated using Equation 2.6. The absolute dispersion values for the
"O-band" boundary wavelengths (1260 and 1360 nm) can be as high as 6 ps/nm£km.
Obviously, the lowest values of dispersion can be expected between 1300 and 1324 nm,
the zero-dispersion wavelength band.

The wavelength band that guarantees at least 10 times extension of the transmis-
sion distance, with respect to the dispersion value 17 ps/nm£km, is located between
1306 and 1319 nm. The lowest maximum dispersion value of 1.1 ps/nm£km is at
1312 nm. This is particularly important for the systems operating with the bit rate
25 Gbit/s or 40 Gbit/s, where instead of the transmission distance of few kilometres,
a few dozen kilometres ca be easily reached.
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Figure 2.2: Calculated dispersion values in the 1310 nm wavelength domain
[21]

1260 1280 1300 1320 1340 1360
0

100

200

300

400

500

600

700

800

1306 - 1319 nm
wavelength band 

Wavelength [nm]

10 Gbit/s

25 Gbit/s40 Gbit/s

G
ua

ra
nt

ee
d 

di
sp

er
si

on
-c

om
pe

ns
at

io
n-

-f
re

e 
tr

an
sm

is
si

on
 d

is
ta

nc
e 

[k
m

]
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The calculated guaranteed dispersion-compensation-free distance versus wave-
length is presented in Figure 2.3. The distance was calculated using Equation 2.5
and the maximum absolute value of dispersion at the certain wavelength. In such a
way, the minimum distance that can be bridged without dispersion compensation was
obtained. Obviously, for low values of dispersion, e.g. 0.01 ps/nm£km much longer
distances can be bridged without dispersion compensation. However, the presented
graph is based on the highest absolute dispersion value at a given wavelength. It
can be seen that at 10 Gbit/s, the maximal guaranteed dispersion-compensation-free
distance is about 800 km, at 25 Gbit/s 110 km and at 40 Gbit/s 40 km respectively.

From the presented analysis it can be concluded that the systems utilizing the
1310 nm wavelength domain should operate between 1306 and 1319 nm to maximize
dispersion-compensation-free transmission distance. In the 1306-1319 nm wavelength
band, 22 channels can be placed based on 100 GHz spacing between adjacent chan-
nels. When higher dispersion values (shorter transmission distances) are permit-
ted, a wider wavelength band can be utilized to realize dispersion-compensation-free
transmission, e.g. 1300-1325 nm. In such a wavelength band more transmission
channels can be placed. Therefore the required transmission distance determines the
available wavelength band in the case of dispersion-compensation-free transmission.

2.1.3 Polarization Mode Dispersion
The next �bre phenomenon that can limit the range of optical transmission systems
is polarization mode dispersion (PMD). In a single-mode optical �bre, the signal
energy at any given wavelength is resolved into two orthogonal polarization modes.
The di�erence in propagation time between the polarization modes ¢¿ , is called
the di�erential group delay (DGD). This di�erence will result in pulse spreading.
A conceptual model of PMD is presented in Figure 2.4.

Fast

Slow

Dt

FIBRE

Figure 2.4: A conceptual model of PMD

In a single-mode �bre, birefringence originates from non-circularity of the �bre
core, internal stress on it, or externally applied mechanical stress. External stresses
are induced by bending, twisting, or pinching of the �bre. An important feature of
PMD, (in contrast to chromatic dispersion, which is a deterministic phenomenon),
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is that PMD at any given wavelength is not constant. The actual value of the ¢¿
varies with time and wavelength, and can be much lower or higher than the average
value <¢¿>. This feature makes passive compensation of PMD very di�cult. The
average value of DGD can be calculated according to relationship [17]:

< ¢¿ >= PMDC
p

L; (2.7)

where PMDC, which is measured in ps=
p
km is the PMD coe�cient. Because �bre

imperfections are random <¢¿> is proportional to the square root of the propagation
distance and di�erential group delay follows the Maxwellian distribution [22]. The
example of the DGD distribution for <¢¿> = 10 ps is presented in Figure 2.5.
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Figure 2.5: Example of the DGD distribution for <¢¿> = 10 ps

For modern �bres, PMDC is • 0:1 ps=
p
km, for older �bres values of 2 ps=

p
km

easily can be reached. To minimize in�uence of PMD on the signal quality in an
intensity modulated NRZ system, the average value of PMD should be kept below
one-tenth of a bit period [17], e.g. 10 ps in 10 Gbit/s transmission. According
to Equation 2.7 the transmission distance of a 10 Gbit/s transmission system varies
between 10000 km for a low PMDC value (0:1 ps=

p
km), and 25 km for a high PMDC

value (2 ps=
p
km), at 40 Gbit/s respectively 625 km and 1.5 km.

It is important to remember that a PMDC value measured for a particular �bre in
the laboratory or the factory may be di�erent from the one measured when the �bre
is �eld installed, exposed to many additional stresses and changes in environmental
conditions. Field measurements must be performed to assure correct values of the
PMD coe�cient.

2.1.4 Four-Wave Mixing
An increase in the number of transmitted data channels enhances the transmitted
optical power. This can cause nonlinear interactions in the �bre like four-wave mixing
(FWM), cross-phase modulation (XPM), or self-phase modulation (SPM). Those
nonlinear e�ects can cause signi�cant system penalty.
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In the FWM e�ect, two or more waves co-propagating in the nonlinear medium
interact with each other and new waves are generated according to:

fijk = fi + fj ¡ fk; i; j 6= k: (2.8)

An example of three co-propagating waves and 12 newly generated waves is presented
in Figure 2.6.

f1 f2 f3

f113

f123,213

f112 f223 f221 f332 f331

f132,312 f231,321

frequency

Figure 2.6: The FWM e�ect for three co-propagating waves

As we can observe some of the FWM products can appear on the frequencies of
the initial waves, which can cause cross-talk related penalty. The total number of
FWM products NP T generated by the N WDM channels is

NP T =
1
2

(N3 ¡ N2): (2.9)

Table 2.2 contains the NP T values for 4, 8, 16, and 32 channels. It is clear, that
with an increasing number of WDM channels, the number of FWM products grows
rapidly.

Table 2.2: Total number of FWM products
N -number of channels 4 8 16 32

NP T -number of FWM products 24 224 1920 15872

The source of FWM in an optical �bre is the Kerr e�ect. The refractive index n
of many optical materials depends on the optical intensity I [23]:

n = n0 + n2I; (2.10)

where n0 is the ordinary refractive index of the material and n2 is the nonlinear
coe�cient. The optical intensity I can be expressed as P=Aeff , where P is the
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optical power, and Aeff is the mode e�ective area. In silica �bre, the factor n2
varies from 2.2 to 3.4 10¡8 „m2/W [24]. The typical values of Aeff are 80 „m2 for
the standard single-mode �bre, 50 „m2 for the dispersion shifted �bre, and 20 „m2

for the dispersion compensating �bre.
The output power of the FWM product, generated at optical frequency fijk due

to the interaction of signals at frequencies fi, fj , and fk is equal to [25,26]

Pijk(L) = ·
1024…6

n4‚2c2 (Dijk´)2
µ

Leff

Aeff

¶2
Pi(0)Pj(0)Pk(0)e¡fiL; (2.11)

where · is the e�ciency of FWM, L is the �bre length, n is the refractive index of the
�bre, ‚ is the wavelength, c is the light velocity in free space, Dijk is the degeneracy
factor, which has value 3 or 6 for two waves mixing or three waves mixing, ´ is the
third-order nonlinear susceptibility, Pi(0), Pj(0), and Pk(0) are the powers of the
input signals launched into a single-mode �bre, and fi is attenuation of the �bre.
The e�ective interaction length Leff , takes into account power absorption along the
�bre and assumes the power is constant over a ceratin �bre length, is given by [24]

Leff =
1 ¡ e¡fiL

fi
: (2.12)

The e�ciency · of FWM is de�ned as

· =
fi2

fi2 + ¢fl2

2

41 +
4e¡fiL sin2

‡
¢flL

2

·

(1 ¡ e¡fiL)2

3

5 ; (2.13)

where the phase mismatch ¢fl is equal to [27]

¢fl = fl(fi) + fl(fj) ¡ fl(fk) ¡ fl(fijk): (2.14)

Here fl indicates the propagation constant. After expanding ¢fl in a Taylor series
we get

¢fl =
2…‚2

c
(fi ¡ fk)(fj ¡ fk)

•
D(f0) ¡ f(fi ¡ f0) + (fj ¡ f0)g

‚2

2c
D0(f0)

‚
; (2.15)

where D(f) is the chromatic dispersion coe�cient, and D0(f) is the chromatic dis-
persion slope.
For D(f0) = 0, (f0 is a zero dispersion frequency) we get

¢fl = ¡(fi ¡ fk)(fj ¡ fk)f(fi ¡ f0) + (fj ¡ f0)g
…‚4

c2 D0(f0); (2.16)

and for D0(f0) = 0 (constant dispersion value) we get

¢fl = (fi ¡ fk)(fj ¡ fk)D(f0)
2…‚2

c
: (2.17)
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Figure 2.7: Calculated FWM e�ciency vs. channel spacing for di�erent
values of chromatic dispersion
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Figure 2.8: Calculated Pout/PFWM vs. channel spacing for di�erent values
of chromatic dispersion; PIN= +3 dBm

FWM in the optical �bre depends on the �bre parameters like dispersion and e�ective
mode area, as well as also system parameters like wavelength, channel spacing, and
the signal input power.

Figures 2.7 and 2.8 illustrate the e�ect of �bre dispersion and channel spacing on
the four-wave mixing e�ect. Figure 2.7 presents, based on Equations 2.13�2.17, the
calculated FWM e�ciency at 1310 nm versus the channel spacing for di�erent values
of chromatic dispersion of the 50 km long �bre. Fibre parameters are from [24].
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Figure 2.8 shows the calculated ratio of the transmitted power to the FWM products
(f132,312) power as a function of channel spacing for four di�erent values of dispersion
for the same �bre link.

Large channel spacing signi�cantly reduces FWM. Moreover, a high value of dis-
persion can e�ectively suppress FWM generation. However, in the wavelength band
1306 to 1319 nm the absolute dispersion value varies between 0 and 1.7 ps/nm£km.
As it can be seen, quite small absolute values of dispersion (<0.17 ps/nm£km) can
have a dramatic e�ect. For such small values of dispersion large channel spacing
(>200 GHz) has to be adopted.

Equation 2.11 shows that the power of the FWM products depends strongly
on the power of the initial wavelengths. Figure 2.9 presents the calculated, using
Equation 2.11, ratio between the power of the output signal and the power of the
FWM products f132,312 versus the power of the input signal for di�erent values of
the FWM e�ciency. It can be seen that for the input power in the range of a few
dBm, FWM can cause severe cross-talk in transmitted data channels. However, for
the input power below 0 dBm or the FWM e�ciency •10%, the FWM cross-talk
will be signi�cantly reduced.

-8 -6 -4 -2 0 2 4 6 8

20

40

60

h=100%
h=50%
h=10%

Input power [dBm]

P
O

U
T
/P

FW
M

[d
B

]

80

Figure 2.9: Calculated Pout/PFWM vs. the input power for di�erent values
of FWM e�ciency

Figure 2.10 shows another example of a three channel system. In contrast to the
three channel system presented in Figure 2.6 the spacing between adjacent channels
is not equal. The spacing between channels one and two, is twice the spacing between
channels two and four. It can be observed that none of the FWM products appear
on the WDM channels. This example shows us that it is possible to �nd a speci�c
channel allocation scheme, in which none of the FWM products will appear on the
WDM channels. Such a channel allocation scheme is called an unequal channel
spacing allocation scheme.

To realize an unequal channel spacing allocation scheme, the frequency separa-
tion between each pair of WDM channels must be di�erent [28]. This method is
a generalization of what had been proposed in the 1950's to reduce the e�ect of
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f114
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f224,112 f241,421

f442 f441

Figure 2.10: The FWM e�ect for three co-propagating waves with unequal
channel spacing

third-order intermodulation interference in radio systems [29] and is also commonly
applied in CATV coaxial cable systems. In general, for any number of WDM chan-
nels several unequal channel spacing allocation schemes exist. Table 2.3 summarizes
optimal solutions for 3, 4, 8, and 16 WDM channels. Unequal channel spacing al-
location schemes were optimized taking into account the occupied bandwidth. The
spacing between adjacent channels is expressed in auxiliary units [a.u.]. One unit is
equal to the minimum channel spacing between two adjacent channels.

Table 2.3: Examples of an unequal channel spacing allocation scheme
N Spacing between adjacent channels [a.u.] Bandwidth [a.u.]
3 1, 2 3
4 1, 3, 2 6
8 1, 3, 5, 6, 7, 10, 2 34
16 1, 3, 7, 25, 6, 24,1 2, 8, 39, 2, 17, 16, 13, 5, 9 177

The unequal channel spacing allocation scheme can be bandwidth ine�cient in
the case of large channel numbers (8, 16, . . . ). The bandwidth occupied by WDM
channels allocated according to the presented schemes can be very large in com-
parison with equal channel spacing allocation schemes. However, it depends on the
system design parameters, namely a channel allocation grid.

The channel allocation grid is based on the Minimum-Channel-Spacing deter-
mined by the wavelength resolution of the applied wavelength multiplexing technique,
e.g. an arrayed waveguide grating or a passive �bre coupler in combination with
band-pass �lters. To achieve su�cient suppression of the FWM products for the given
input power in the equal channel spacing allocation scheme, the Required-Channel-
Spacing is necessary. When Required-Channel-Spacing=Minimum-Channel-Spacing,
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B: Equal channel allocation schemes RCS=2×MCS

A: Unequal channel allocation scheme
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6×MCS

6×MCS

9×MCS
C: Equal channel allocation schemes RCS=3×MCS

Figure 2.11: Comparison between equal and unequal channel spacing al-
location schemes; four data channels, MCS-Minimum-Channel-Spacing and
RCS-Required-Channel-Spacing

the unequal channel spacing allocation scheme is not necessary.
For the four channel system with Required-Channel-Spacing=2£Minimum-

Channel-Spacing both allocation schemes will occupy the same bandwidth, Fig-
ure 2.11a-b. However, for Required-Channel-Spacing=3£Minimum-Channel-Spacing,
the unequal channel spacing allocation scheme will be more bandwidth e�cient, Fig-
ure 2.11a, c. Therefore in four channel systems with Required-Channel-Spacing
>2£Minimum-Channel-Spacing the unequal channel spacing allocation scheme is
more bandwidth e�cient. In the case of the eight channel system, the unequal
channel spacing allocation scheme will occupy bandwidth of 34£Minimum-Channel-
Spacing. Hence the unequal channel spacing allocation scheme will require Required-
Channel-Spacing>5£Minimum-Channel-Spacing to be more bandwidth e�cient. The
16 channel system will required bandwidth equal to 177£Minimum-Channel-Spacing
to eliminate virtually FWM and Required-Channel-Spacing>11£Minimum-Channel-
Spacing to be more bandwidth e�cient.

In the case of systems, with large number of channels (8, 16, . . . ) another so-
lution can be applied to alleviate the FWM e�ect. The repeated unequally spaced
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channel allocation scheme guaranties su�cient suppression of FWM products while
is more bandwidth e�cient in comparison with the unequal channel spacing allo-
cation schemes [30, 31]. The proposed solution is based on periodical allocation of
the unequally spaced channels. Figure 2.12 shows an example of such an allocation
scheme.

1 3 2

Guard=4

1 3 2

First group Second group

Figure 2.12: Example of the repeated unequally spaced channel allocation
scheme

The �rst group of channels is formed by four unequally spaced channels with the
grid sequence 1-3-2. The �rst channel group is separated from the second group of
unequally spaced channels, with the same channel grid 1-3-2, by a guard band Guard
equal to 4. The FWM products generated within the single channel group do not
appear at the data channels (the unequal channel spacing allocation scheme). The
FWM products generated due to interactions between channels in di�erent groups
may occur at the data channels. However, these products are insigni�cant due to
the low e�ciency of the FWM e�ect caused by a large channel spacing equal to at
least Guard. Groups of the unequally spaced channels separated by the guard band
can be repeated over the available wavelength band.

The resulting channel allocation scheme is more e�cient than in the case of the
unequal channel spacing allocation scheme. For example, the unequally spaced eight
channel system will occupy bandwidth of 34. The eight channel system with the
repeated unequally spaced channels based on a grid sequence 1-3-2-(Guard=4) will
occupy bandwidth of 16. Therefore the bandwidth e�ciency will be improved of
about 50%. Using the same concept, bandwidth utilization will be improved 75% in
the case of the 16 channel system.

It has to be stressed that the mentioned above channel allocation schemes have
to be applied only in the systems with the high input power. When a limited trans-
mission distance is required, the optical power can be limited to the levels where the
FWM e�ect is insigni�cant. Therefore it is a matter of particular application which
channel allocation grid will be applied.
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2.2 Semiconductor optical ampli�er

2.2.1 Ampli�cation technologies

The optical signal propagating through the optical �bre su�ers from attenuation,
see Section 2.1.1. To increase transmission distance and to prevent optical-electrical-
optical conversions all-optical ampli�cation is necessary. In general, three optical am-
pli�er technologies are available: a Raman ampli�er, a doped �bre ampli�er (DFA),
and a semiconductor optical ampli�er (SOA).

The Raman ampli�er relies on nonlinear interaction in the optical �bre. The
doped �bre ampli�er and the SOA are based on stimulated emission phenomena.
Stimulated emission requires an optical pomp in the case of the �bre ampli�er or an
electrical pomp in the case of the SOA. The Raman ampli�er and the doped �bre
ampli�er su�er from the complexity and high cost. But, they show excellent trans-
mission properties, i.e. high gain, low noise �gure, and high saturation output power
as well as due to the large time constant are less pattern depended for the bit rates
in range of Gbit/s. The SOA shows less ideal transmission properties, i.e. lower
gain, higher noise �gure, lower saturation output power, and is pattern depended
at bit rates in the range of Gbit/s due to the short time constant. However, this is
compensated by advantage such as low cost, small size, coverage of the whole �bre
low-loss transmission band, and high potential for photonic integration. The SOA is
approximately two times cheaper than the doped �bre ampli�er. The Raman pomp
costs approximately ten times more than the semiconductor optical ampli�er. In
addition, the SOA can be used as a functional device to realize on-chip ampli�ca-
tion, wavelength conversion, optical memories etc. It has to be mentioned that the
ampli�cation applications favour ampli�ers with the large time constant (continuous
operation) due to the lack of pattern e�ects. However, in the switching applications
the small time constant is preferred (instantaneous operation).

On the whole, all three ampli�cation technologies are available in the 1310 nm
wavelength domain. The praseodymium-doped �bre ampli�er (PDFA) is the �bre
ampli�er operating in the 1310 nm wavelength domain. The main drawbacks of the
PDFA are low conversion e�ciency and coupling losses. Nevertheless, experiments
showed transmission using the PDFA in combination with the Raman ampli�er [32].
However, due to the high cost the PDFA market penetration and market prospect is
low. Another doped �bre ampli�er operating in the 1310 nm wavelength domain is a
bismuth-doped silica �bre ampli�er [33]. The advantages of the Bi-doped silica �bre
ampli�er are 300 nm wide ampli�cation bandwidth, very common 800 nm lasers can
be used for excitation of this medium, and it can be easily spliced to the silica �bre.
However, the Bi-doped silica �bre ampli�er is in a very early stage of development
and shows only very limited gain of less than 6 dB [34]. Therefore the focus will be
the SOA as the most promising and interesting candidate for the applications in the
1310 nm wavelength domain.
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2.2.2 Operation of the SOA
The SOA can be regarded as a semiconductor laser diode without re�ective mirrors
at its facets. Laser oscillations are prevented by applying low re�ectivity coatings,
angled facets, and a buried-facet structure. The structure of an SOA is similar to
a laser diode structure. A bulk active layer, multiple quantum well (MQW), or
quantum dot (QD) active layers are used in the SOA structure. A bulk SOA has
one single active layer. A MQW structure consists of a sandwich of di�erent layers.
A QD SOA has an active layer comprising quantum dots. The typical dimensions of
the MQW SOA active area are: width 3 „m, height 0.08 „m, and length 500 „m.

Current

Input signal

Output signal
& noise

Active region

Figure 2.13: The SOA schematic diagram

Operation of the SOA can be modelled by the following equations [35,36]:

dN
dt

=
I
q

¡
N
¿e

¡
F (N)

E
Pin; (2.18)

F (N) = fl
e(fl¡fiint)L ¡ 1

fl ¡ fiint
= (G ¡ 1)

µ
1 +

fiintL
ln G

¶
; (2.19)

fl =
¡a
AL

(N ¡ Ntr); (2.20)

G = e(fl¡fiint)L; (2.21)
Pout = GPin; (2.22)

`(t) =
2…¡neh

‚A
N; (2.23)

where N is the SOA carrier number, I is the SOA injection current, q is the electronic
charge, ¿e is the carrier lifetime, Pin is the optical input power, E is the energy of a
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photon at wavelength ‚, G is the SOA gain, fiint represents the SOA intrinsic losses,
L is the SOA length, Ntr is the carrier number at the SOA transparency, where the
SOA losses are compensated by gain of the SOA, ¡ is the con�nement factor, which
de�nes fraction of the optical beam transmitted in the optical waveguide, A is the
SOA active region area, a is the gain coe�cient, neh is the refractive index change
per carrier pair and ‚ is the wavelength of the light signal.

When the SOA is pumped electrically with an external injection current, popu-
lation inversion will take place. The SOA's active medium will provide gain to an
externally injected optical signal falling within the gain bandwidth of the ampli�er.
Under high optical injection the population inversion will be reduced due to the
carrier depletion by the stimulated emission and the spontaneous emission. As a
consequence the SOA gain depends on the internal optical intensity, and the output
signal will eventually saturate. In multi-channel systems, gain saturation caused by
one channel modi�es response of the other channels, introducing crosstalk between
channels. Furthermore, the ampli�ed optical signal has a slowly time-varying phase
with respect to the phase of the input optical signal, which is given by `(t).

The SOA recovery time expresses the speed with which the SOA carrier number
returns to the initial value after removal of the injected optical signal. Figure 2.14
visualizes simulated, based on Equations 2.18�2.22, the output signal and the carrier
number in the case of injection of a very short pulse. The input optical pulse is
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Figure 2.14: Calculated response of the SOA to the very short pulse

ampli�ed. First, the carrier number decreases and then recovers to the initial value
N0. Taking into account that the gain of the SOA depends on the carrier number,
following pulses will experience smaller gain, especially in the case of signi�cant
depletion of carriers. Therefore the SOA recovery time can limit the repetition rate
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Figure 2.15: Simulated response of the SOA to the random data signal

of the optical signals injected into the SOA. Typical values of the SOA recovery time
are in the range of several tens to several hundreds of picoseconds.

Many approaches have been shown to reduce the SOA recovery time. The most
straightforward approach is based on increase of the SOA current. But this is lim-
ited by the maximum value of the SOA current. It has been shown that the long
SOAs have shorter recovery time [37]. The SOA recovery can also be accelerated by
injection of an external holding beam [38]. However, it is di�cult to achieve the SOA
recovery in order of few picoseconds using these techniques [39]. Another approach is
utilization of pattern-e�ect-free quantum dot semiconductor optical ampli�ers [40].

Figure 2.15 shows simulated response of the SOA for two di�erent input signals.
Please note that the carrier number "Y" axes have the same scale. When power of
the input signal is low, the SOA is unsaturated and the signal is ampli�ed without
distortions. This is because the carrier number is insigni�cantly a�ected by the
incoming signal and in principle the same gain is provided to the whole data pattern.
Therefore the SOA output signal is an exact replica of the input signal.

However, at high input power the output signal is distorted. The carrier number
is signi�cantly a�ected by the incoming optical signal and therefore gain varies signif-
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icantly in time. When an optical signal is injected into the SOA, the carrier number
decreases. However, when there is no optical signal injected into the SOA the carrier
number recovers, providing more gain to the incoming data signal. These gain vari-
ations depending on the data pattern cause the pattern e�ect. The pattern e�ect is
a source of distortions and crosstalk in the SOA output signal. Therefore to prevent
signal degradation due to the pattern e�ect, operation in the linear ampli�cation
regime (low input power) is required.

The spontaneous recombination of electrons and holes in the ampli�er medium
is a source of an ampli�ed spontaneous emission (ASE) noise. The total power of
the ASE noise for both polarizations can be expressed as [41]

PASE = 2nsp(G ¡ 1)h”B0; (2.24)

where nsp is the spontaneous emission factor, h is Planck's constant, ” is the light
frequency, and B0 is the spontaneous emission bandwidth. The ASE noise is a dom-
inant noise source in the SOA and causes several noise components after detection in
the receiver: shot noise, signal-spontaneous beat noise, and spontaneous-spontaneous
beat noise [41].

A �gure of merit describing degradation of the signal-to-noise ratio (SNR) through
passage of an optical ampli�er is the noise �gure, NF , de�ned as [17]

NF =
SNRin

SNRout
: (2.25)

The SNR is referred to the output of an ideal photodetector and only the following
photocurrent noise terms are taken into account: the signal shot noise and the signal-
spontaneous beat noise. Hence, the noise �gure can be expressed [17]

NF =
1 + 2nsp(G ¡ 1)

G
: (2.26)

When G is large the noise �gure becomes NF = 2nsp. The minimum value possible
for nsp is 1. Hence, the noise �gure of an ideal optical ampli�er is 2 (3 dB). The SOA
noise �gure is usually between 7 and 10 dB.

The optical signal-to-noise ratio (OSNR) at the output of a chain of M ampli�ers
is [42]

OSNR =
Pout

NF Gh”B0M
; (2.27)

where Pout is the output power per channel, NF is the ampli�er noise �gure, G is
the ampli�er gain, h is the Planck's constant, ” is the light frequency, and B0 is the
optical bandwidth [Hz]. The OSNR in [dB] can be written as

OSNR[dB] = Pout ¡ LS ¡ NFdB ¡ 10 log M ¡ 10 log[h”B0]; (2.28)

where all terms are in dB and it is assumed that each ampli�er is compensating
for the loss of the previous span G = LS . From Equation 2.28 it can be concluded
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that the OSNR declines with the number of ampli�ers in the transmission line.
Furthermore, the OSNR increases with the output power of the signals launched into
the transmission line. However, high input power may lead to increased in�uence of
saturation e�ects as well as nonlinear e�ects in the �bre. Hence, a trade-o� exists
between the OSNR after the transmission line and saturation e�ects in the optical
ampli�er as well as nonlinear e�ects in the �bre. In the ampli�er chain the ASE
noise contributes not only to the OSNR reduction but also to the saturation of the
following optical ampli�ers.

An important practical remark is that for the proper operation the SOA requires
optical isolators at the input and at the output. The isolator at the SOA output
prevents saturation of the SOA from the back-coming signals, e.g. the ASE noise
from the following SOAs or the re�ected signals. The isolator at the input prevents
the ASE noise from being sent back along the link. In the system without signal
re�ections in the transmission path just one isolator at the SOA input or output will
prevent unwanted SOA saturation.

2.2.3 Static characteristics of the SOA
The most important parameters characterizing optical ampli�ers are: gain, satura-
tion output power, noise �gure, ampli�cation bandwidth, and polarization sensitivity.
At a high output power, the SOA gain is saturated and compressed. A common pa-
rameter for quantifying gain saturation is the 3 dB saturation output power Psat.
The Psat is de�ned as the ampli�er output power at which the ampli�er small signal
gain is reduced two times (has dropped with 3 dB). The ampli�er gain can be written
implicitly as a function of the output power Pout to the Psat [17]

G = G0 exp
•
¡

G ¡ 1
G

Pout

Psat

‚
; (2.29)

where G0 is small signal gain. The typical gain versus the output power character-
istics of the SOA is presented in Figure 2.16.
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Figure 2.16: SOA gain versus the output power characteristics
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The typical optical ampli�cation bandwidth of the 1310 nm SOA is presented in
Figure 2.17. The estimated 3 dB optical ampli�cation bandwidth is about 70 nm.
The short wavelength tail of the gain pro�le saturates faster and therefore provides
less gain, which is caused by lower density of carriers in the conduction band cor-
responding to higher energy levels. Hence, the long wavelength tail of the SOA
gain pro�le should be used as the operating regime in the ampli�cation applica-
tions. However, in the applications like wavelength conversion based on cross-gain
modulation operation with shorter wavelengths is preferred due to the pronounced
saturation [43].
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Figure 2.17: SOA gain versus wavelength characteristics

The polarization state of the input signal can vary with time and wavelength. Due
to the waveguide structure and the gain material the SOA is polarization dependent.
Cascading of the SOA can pronounce the polarization dependence. The polarization
sensitivity is de�ned as the ratio between provided gains for the orthogonal polariza-
tion modes. Polarization insensitivity is a desirable feature. Several techniques for
realizing the SOA with low polarization sensitivity (<1 dB) have been developed, for
example, square cross-section waveguide, ridge waveguide, and strained-layer super-
lattice structure. Polarization sensitivity of the SOA is undesirable in the transmis-
sion applications. However, in the Chapter 2 the SOA polarization sensitivity will
be explored to realize all-optical signal processing.

Table 2.4 summarizes measured values of the bulk SOA parameters. The parameters
were measured with the nominal SOA current of 300 mA. All parameters except
the gain peak were measured at 1310 nm. The characterized SOAs showed gain
between 13.6 and 19.4 dB, saturation output power between 9.0 and 13.0 dBm and
NF between 7 and 9 dB. The SOAs with low gain and high saturation power can be
used as booster ampli�ers. The SOAs with high gain, moderate saturation output
power, and low NF can be used as in-line ampli�ers or pre-ampli�ers.
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Table 2.4: Measured values of bulk SOA parameters
SOA Gain PSAT Gain Peak Pol. Dep. NF

Symbol [dB] [dBm] [nm] <1
#1 18.5 9.0 1300 <1 7
#2 17.4 9.0 1300 <1 8
#3 13.6 11.0 1280 <1 9
#4 14.6 13.0 1280 <1 8
#5 18.8 10.0 1280 <1 8
#6 14.0 13.0 1280 <1 9
#7 14.0 13.0 1290 <1 9
#8 18.8 10.6 1290 <1 9
#9 22.7 9.0 1300 <1 9
#10 20.7 11.5 1290 <1 8

2.2.4 Dynamic operation of the SOA
In the previous sections the ASE noise, the polarization dependent gain, and the
saturation e�ects were pinpointed as a main source of the signal distortions in the
SOA. Here, the dynamic operation of the SOA will be evaluated in detail by means
of bit error ratio (BER) measurements.

Single channel dynamic operation of the SOA
A single channel test setup is presented in Figure 2.18.
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10 Gbit/s SOA
BER

Tester
Rx

PREC

LD

ATT ATT
OBP

Figure 2.18: Single channel experimental setup

The setup consisted of a continuous wave (CW) laser diode (LD) operating at
1311.5 nm. The CW laser signal was modulated at 10 Gbit/s with the pseudo-
random bit sequence (PRBS) of length 231 ¡ 1. After an intensity modulator (IM),
a variable attenuator (ATT) was placed to adjust the SOA input power level. The
isolators at the SOA input and output were used to eliminate unwanted signal as
well as the ASE noise re�ections. After the SOA, operating with current 200 mA at
temperature 25–C, an optical bandpass �lter (OBP) was placed to reduce the ASE
noise. The power of the data signal PREC was measured by a power meter directly
before a 10 Gbit/s receiver. By adjusting the �rst ATT di�erent levels of the SOA
input (output) power were obtained. The second ATT was used to measure BER.

The SOA operation point was set to demonstrate both noise and saturation
e�ects. Operation with the low output power refers to pre-ampli�cation applications
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where the ASE noise is a source of penalties. Operation with the high output power
refers to booster applications. In-line ampli�cation is characterized by the moderate
output power. Obviously, in booster and in-line applications distortions due to the
pattern e�ects should be limited.

Figure 2.19 presents the measured gain and the power penalty at BER=10¡9

versus the output power. Figure 2.20 shows captured eye diagrams. The measured
SOA gain was 18.2 dB and the PSAT measured with the nonreturn-to-zero (NRZ)
signal was 5.7 dBm. In the case of the low output power, the data signal was
a�ected by the ASE noise and su�ered from the OSNR reduction, see Figure 2.20b.
The OSNR value for the output power equal to -6.3 dBm was 23.8 dB and 18.8 dB
for the output power equal to -11.2 dBm.
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Figure 2.19: Results of single channel measurements: gain and the power
penalty vs the output power

A: Input B: Output-low input

C: Output-optimal input D: Output-high input

Figure 2.20: Measured eye diagrams: (a) SOA input signal, (b-d) SOA
output signals for di�erent values of the input signal power
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The signal with the high output power su�ered from pattern e�ect related dis-
tortions, see Figure 2.20d. The OSNR for the input power >-18 dBm was higher
than 30 dB. As shown in Figure 2.15 and Figure 2.20d, the pattern e�ect occurs in
the "1" rail. The eye centre remained una�ected. Therefore after proper adjustment
of the decision threshold in the receiver, operation with the small power penalty can
be achieved even for the operation in saturation. The power penalty at 3 dB gain
reduction was …1 dB. The low power penalty (< 1dB) operation range was stretched
over 14 dB range of the output power and was limited in the linear ampli�cation
regime by the ASE noise related distortions.

Using another SOA (#10) similar results were achieved in the saturation tail, i.e.
the 1 dB power penalty occurred approximately at 3 dB gain reduction. However, the
1 dB power penalty in the ASE tail was shifted into the linear regime of ampli�cation.
This can be explained by the fact that a new SOA had better NF , namely 8 dB
instead of 9 dB. Therefore the low power penalty (< 1dB) operation range was
stretched over 17 dB dynamic range of the output power.

In the presented experiments the low power penalty operation range in the satura-
tion regime was limited by the 3 dB gain reduction point. In the linear ampli�cation
regime the low power penalty operation range depended on noise of the SOA. To
maximize quality of the output data signal operation in moderate saturation was
desirable.

Multi-channel dynamic operation of the SOA
In the experiment presented, single channel operation was investigated. In the next
experiment, multi-channel operation was veri�ed where the investigated data signal
was in�uenced by the additional data channels. First, the setup used in the previous
experiments was modi�ed, see Figure 2.21.
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Figure 2.21: Multi-channel experimental setup

Besides the three extra lasers operating at 1312.9 nm, 1314.3 nm, and 1315.6 nm,
the 5 km long dispersion shifted �bre (DSF) as well as the SOA were added. The
DSF had an absolute dispersion value of 17 ps/nm£km and partially decorrelated
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the data channels without causing dispersion related signal distortions. The booster
SOA compensated for the losses in a wavelength multiplexer, a modulator, and the
DSF. Moreover, the booster SOA allowed to achieve the high input power injected
into the SOA under test.

Figure 2.22 visualizes results of the performed measurements. As a reference
single channel measurements were used. It is clear from the presented results, that
the single channel and the four channels experienced approximately the same gain
and the same power penalty in the operation with low input power where the impact
of the ASE noise dominates. However, the single channel and the four channel
operation di�ered signi�cantly in the saturation regime.
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Figure 2.22: Results of multi-channel measurements: gain and the power
penalty vs the output power

First, the gain saturation occurs much faster in the case of multi-channel oper-
ation. In the presented experiment, the PSAT of the multi-channel operation was
6 dB lower than in the case of the single channel operation. This agrees with the fact
that the four channels have 6 dB more power than one channel and gain of the SOA
depends on the total optical power in the SOA. Approximately the same happened
to the 1 dB power penalty output power in the saturation regime. The total low
power penalty (< 1dB) operation range in the case of four channel operation reduced
approximately 3 dB in comparison with the single channel operation.

In short, the single and multi-channel operation had similar penalty in low input
(output) power (linear ampli�cation) regime. However, they diverge in the saturation
regime. The optimum operation occurred approximately at the 1 dB gain reduction
point. It is concluded from the presented results that to achieve optimum operation
and to minimize signal distortions in the case of multi-channel operation, the total
input power has to be taken into account. Moreover, the SOA can be driven into
moderate (1-3 dB) saturation without causing signi�cant signal distortions.
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2.3 4£10 Gbit/s transmission experiments
Recently, optical communication systems operating at multi-Gbit/s transmission
speed have become increasingly important in local area networks (LANs), metropoli-
tan area networks (MANs) and storage area networks (SAN) [44].

Unrepeated transmission employs ampli�ers only in a transmitter and a receiver.
The advantage of unrepeated transmission is a lack of in-line ampli�ers. This reduces
the system cost and simpli�es system management. Therefore it is particularly in-
teresting for metro and access range networks. The limitation here is the transmitter
output power and the sensitivity of the receiver. The di�erence between those two
values forms the available power budget and therefore the transmission reach.

This particular cost-e�ective, high-speed, and high-capacity transmission is espe-
cially interesting for the transmission within big city agglomerations like London, or
Paris, or in countries with short distances between major cities like the Netherlands
or highly industrialized areas like Ruhr Area in Germany. More applications are
connections between SAN's massive data processing centres separated by the metro
distances or applications where a huge amount of data has to be collected and trans-
ported like a system of radio telescopes [45]. Application of the 1310 nm wavelength
domain is interesting here because it allows already existing telecom tra�c to be kept
in the 1550 nm wavelength domain. Therefore the data tra�c at 1310 nm can be
carried in parallel to the 1550 nm data tra�c without any disturbances and changes
in the system architecture using an already existing �bre infrastructure. Obviously,
this applies only to unrepeated and uncompensated SSMF links, which are in general
access and metro links.

The previously reported unrepeatedWDM transmission experiment in the 1310 nm
wavelength domain (2£10 Gbit/s, 1314.8 nm, and 1316.3 nm) reached the transmis-
sion distance of 63.5 km using semiconductor pre-ampli�ers [46]. In [47] unrepeated
8£10 Gbit/s (1305.8 nm, 1306.7 nm, 1307.4 nm, 1308.1 nm, 1309.0 nm, 1309.8 nm,
1310.7 nm, and 1311.6 nm) transmission over 141 km is presented. However, it re-
quired two complicated and expensive Raman ampli�ers. Moreover, the data chan-
nels were not demultiplexed in the receiver but only �ltered to perform the BER
measurements. Here, an unrepeated 4£10 Gbit/s transmission experiment using
semiconductor optical ampli�ers over 75 km of SSMF will be described.

2.3.1 Experimental setup
Figure 2.23 presents the experimental setup. The experimental setup had three
parts: a 4£10 Gbit/s transmitter, a SSMF link, and a 4£10 Gbit/s receiver. In the
transmitter, four laser diodes operated in CW conditions at wavelengths 1311.5 nm,
1312.9 nm, 1314.3 nm, and 1315.6 nm. A following arrayed wave-guide grating
(AWG) multiplexed all four CW signals in the wavelength domain. Figure 2.24 shows
the transmittance characteristics of the applied AWG. The AWG wavelengths were:
1311.5 nm, 1312.9 nm, 1314.3 nm, 1315.6 nm, 1317.0 nm, 1318.4 nm, 1319.8 nm,
and 1321.2 nm. The average AWG insertion loss was 3.2 dB. The 3 dB passband
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Figure 2.23: Unrepeated 4£10 Gbit/s experimental setup
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Figure 2.24: Transmittance of the AWG

width was measured to be 0.5 nm. The polarization dependent loss was about 1 dB.
A subsequent Mach-Zehnder intensity modulator (IM) modulated simultaneously

all four CW signals at the bit rate 10 Gbit/s with the PRBS of length 231 ¡ 1. The
polarization controllers adjusted the polarization state of the input CW signals to
achieve optimal modulation performance. A 5 km long DSF (|D|=17 ps/nm£km)
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decorrelated the signals after the modulator. Such a short DSF did not cause any
signal distortions related to dispersion. A variable ATT attenuated the modulated
signals at the input of an SOA 1 (G = 14:0 dB, Psat = 13:0 dBm, NF = 9) to
achieve optimized signals at the SOA 1 output. The SOA 1 operated with the
current 400 mA. After the SOA 1 all signals entered a transmission link.

The 12.9 km long SSMF was the basis span of the transmission link. Therefore the
total length of the transmission link was a multiple of 12.9 km. The e�ective length of
the transmission link was about 13.5 km. The applied SSMF conformed ITU-T Rec-
ommendation G.652. Average �bre attenuation at 1310 nm was 0.32 dB/km, the zero
dispersion wavelength 1314 nm, and average dispersion at 1310 nm 0.26 ps/nm£km.
However, the measured loss of the 12.9 km long �bre span was a bit higher, …4.5 dB
due to the connector and splice losses. After the transmission line the data signals
entered an optical receiver.

The optical receiver consisted of a variable attenuator, an asymmetrical coupler,
a pre-amplifying SOA 2 (G = 20:7 dB, Psat = 11:5 dBm, NF = 8), a demultiplexing
AWG, an optical-to-electrical converter with data and clock recovery, and a BER
tester. The AWG performed wavelength demultiplexing as well as ASE-cutting. The
variable attenuator and the asymmetrical coupler were necessary to perform the BER
measurements.

2.3.2 Results and discussion
To establish the power budget two values are necessary, i.e. the transmitter output
power and the receiver sensitivity. To minimize SOA saturation e�ects and maximize
the signal quality, the SOA was driven into moderate saturation and the transmitter
output power was set to about 0 dBm per channel, see Figure 2.25a. Therefore
optimal signals at the transmitter output were achieved, left column in Figure 2.26.
In the next step, back-to-back (without a transmission �bre) sensitivity of the receiver
was measured. The receiver ATT adjusted power of the optical signals to perform
the BER measurements.

Figure 2.27a shows the measured BER in the function of the receiver input power
PREC in a back-to-back con�guration (without transmission �bre). The average
power sensitivity at BER=10¡9 was -32.4 dBm. The limiting factor was the ASE
noise. Taking into account the transmitter output power, the power budget was
about 33 dB. Unfortunately, attenuation of the 100 km transmission link was about
38 dB. Therefore the 100 km transmission distance could not be bridged. Driving
the SOA into deep saturation will cause penalty related to the saturation e�ects and
FWM in a �bre. Moreover, to perform reliable BER measurements the ATT and the
asymmetrical coupler were necessary. As a result, the 75 km long transmission link
was utilized in the following experiments.

In the next experiment, the SSMF transmission link was inserted between the
transmitter and the receiver. Figure 2.25b presents the optical spectrum measured at
the output of the transmission line. The FWM products were not visible. However,
after increasing the input power to about +3 dBm per channel the FWM products
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Figure 2.25: Measured optical spectra of unrepeated 4£10 Gbit/s trans-
mission

became visible. Figure 2.25c shows the optical spectrum measured after the pre-
amplifying SOA 2. Due to the low input power, signi�cant OSNR reduction occurred
in the SOA 2. As mentioned earlier, the ASE noise and therefore the OSNR reduction
limited performance of the receiver. Hence, it is important to apply the ampli�ers
with low noise �gure. The right column in Figure 2.26 shows the eye diagrams
measured at the output of demultiplexing AWG. The eye diagrams are clearly open.
However, beating of the ASE noise with the data signal is visible in the right column
of Figure 2.26.

Finally, the BER performance after the 75 km transmission was measured. The
measured average power sensitivity at BER=10¡9 was -31.8 dBm. Therefore in-
signi�cant reduction (0.6 dB) of the receiver sensitivity occurred. No error �oor was
observed at the measured BER levels. The receiver sensitivity reduction is attributed
to the polarization sensitivity of the receiver. The employed SOA 2 polarization sen-
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Figure 2.26: Measured eye diagrams of the transmitted 10 Gbit/s data
signals

sitivity was about 1 dB. After removing the ATT and the asymmetrical coupler the
long term measurements of one channel were performed. No error occurred during
2 days 21 hours 50 minutes long measurement.

To perform BER measurements in the range of 10¡15 the extremely long measure-
ment time is required. The BER measurement of 10¡15 in a four channel system will
take almost two weeks at 10 Gbit/s. During such long measurements environmental
stability play a critical role. Additionally, availability of the laboratory equipment
for such a long time period is also a serious limitation. De�nitely, such long mea-
surements are performed in the case of commercial systems. In the research work
the BER values are usually measured in the range 10¡12 to 10¡3. Moreover, in the
research papers the BER value of 10¡9 is often refereed as an error-free value. Hence,
in the next experiments, the BER values were measured exclusively between 10¡12

and 10¡3. Therefore the absence of the error �oor will always refer to the measured
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Figure 2.27: Results of 4£10 Gbit/s BER measurements

BER range.
In this section, unrepeated 4£10 Gbit/s transmission was demonstrated in the

1310 nm wavelength domain over the 75 km long SSMF. The presented results show
that unrepeated multi-wavelength transmission can be applied to bridge metro dis-
tances at 10 Gbit/s. Moreover, using unrepeated transmission the transmission dis-
tance previously reported with the repeated transmission [48] was reached. Unfortu-
nately, the 75 km distance is on the edge of what can be reached without dispersion
compensation in the 1550 nm wavelength domain. Therefore to fully explore the
potential of the 1310 nm wavelength domain, next experiments will concentrate
on extended reach repeated 10 Gbit/s transmission and higher bit rate unrepeated
transmission in the 1310 nm wavelength domain.

2.4 Extended reach 4£10 Gbit/s transmission experiments
Previously reported 1310 nm semiconductor based WDM systems operated at dis-
tances below 100 km [46, 48, 49], therefore not fully exploiting advantages of the
transmission in the 1310 nm wavelength domain. The simulation results presented
in [50] showed the feasibility of more than 100 km transmission in the 1310 nm
wavelength domain using SOAs. However, there was no experimental evidence of
that. Here, error-free 4£10 Gbit/s 1310 nm dense WDM (DWDM) transmission
using SOAs over 200 km of SSMF will be demonstrated. The whole system has a
simpli�ed and cost-e�ective design.
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2.4.1 Experimental setup
Figure 2.28 shows a schematic diagram of the experimental setup.
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Figure 2.28: Extended reach 4£10 Gbit/s experimental setup

Four low-cost distributed feedback laser diodes (DFB) operating in CW conditions
formed the input of a Mach-Zehnder IM. The lasers operated at: 1311.5 nm, 1312.9 nm,
1314.3 nm, and 1315.6 nm following the AWG grid. The external IM modulated all
four channels at 10 Gbit/s with the PRBS of length 231 ¡ 1. After passing through
a DSF (total dispersion 42.5 ps/nm), to partially decorrelate the bit-patterns, an
SOA booster (SOA 1) ampli�ed simultaneously four 10 Gbit/s DWDM signals. An
variable ATT adjusted the SOA 1 input signal level to achieve optimal quality of the
signal at the SOA output, i.e. maximized OSNR and reduced saturation e�ects.

After ampli�cation the DWDM signals entered a 200 km long transmission line.
The transmission line consisted of four 50 km long spans of SSMF. The average span
loss was 19 dB. The polarization state of the transmitted signals was not controlled
in the transmission line. PMD was not in�uencing the signal quality. The e�ective
length of the transmission line was 13.2£4 [24]. The average power per channel
injected into the transmission spans was -3.8 dBm. Therefore the FWM e�ect was
alleviated. Three SOAs (SOA 2�SOA 4) compensated for the transmission losses.
Packaged and pigtailed SOAs were used. Table 2.5 summarizes the key parameters
of all SOAs used in the experiments.
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Table 2.5: Key parameters of the employed bulk SOAs
SOA Gain Psat Gain Peak Noise Figure
# [dB] [dBm] [nm] [dB]
1 14.0 13.0 1290 9
2 19.4 11.1 1290 8
3 20.7 11.5 1290 8
4 19.3 10.2 1290 8
5 18.5 9.0 1300 7

The SOA characterization wavelength was 1310 nm and the nominal SOA driving
current was 300 mA. However, during the experiments the following SOA currents:
300 mA (SOA 1), 150 mA (SOA 2), 225 mA (SOA 3), 250 mA (SOA4), and 134 mA
(SOA 5) were applied. Those currents provided su�cient gain to compensate for
transmission losses and the saturation output power, while minimizing the ASE
noise. The SOA polarization dependence of gain was less than 1 dB. After the
transmission line the DWDM signals entered a DWDM receiver.

The DWDM receiver consisted of a pre-amplifying SOA 5, a variable ATT, a
demultiplexing AWG, a 10 Gbit/s data receiver and a BER tester. In contrast to the
previous experiments, the received optical power PREC was measured just before the
10 Gbit/s receiver. By doing so, it was stressed that the receiver card, e.g. 10 Gbit/s
Ethernet card does not have to be collocated with the preampli�er. The possible
scenario is that all four signals will enter an o�ce building. After pre-ampli�cation
and wavelength demultiplexing they will be distributed within the building through
the existing �bre network for example, plastic optical �bre based network. However,
is such a combined-�bre transmission link, POF can only be used for down-stream
communication.

2.4.2 Results and discussion
Figure 2.29 shows the optical spectra taken by an optical spectrum analyzer before
and after the 200 km transmission. No FWM in the SOAs and the transmission �ber
was observed. Simulations indicate that in such a system con�guration, excluding the
ASE noise, the FWM e�ect can be observed after transmission of more than 1500 km.
All SOAs in this experiment were in moderate saturation in order to balance the
output signals for highest OSNRs. The accumulated ASE noise drove the SOAs into
saturation and therefore limited the maximum allowable data signal output power.
As a result the OSNR, averaged over all channels, decreased from 36 dB to 21 dB.
Figure 2.30 shows degradation of the signal OSNR along the transmission link. The
highest degradation 6.8 dB of the OSNR occurred in the SOA 2, the lowest 0.7 dB
in the SOA 5.

Accumulation of the ASE noise is visible in Figure 2.31. Comparing the optical
spectra after the SOA 1 and the SOA 5 the ASE noise bandwidth compression is
evident. Moreover, the ASE noise peak shifted towards the longer wavelengths.
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Figure 2.29: Measured optical spectra of repeated 4£10 Gbit/s transmis-
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Figure 2.31: Accumulation of the ASE noise in the 200 km long transmis-
sion link

A solution to the ASE noise accumulation can be application of intermediate �ltering.
The intermediate �lters placed at the output of each SOA will reduce the ASE
noise injected into the transmission link and therefore reducing saturation of the
following SOAs. The drawback of the proposed solution is limitation of the available
wavelength band.

Figure 2.32 shows the measured eye diagrams. The eye diagrams of all channels
show a clear eye opening and indicate excellent operation of the transmission system.
However, the beating of the signal with accumulated ASE noise and the residual
saturation e�ects in the SOAs can be observed on the "1" rail of the output eye
diagrams.

Figure 2.33 visualizes results of the BER measurements. The SOA settings were
preserved during all measurements. The back-to-back (B2B) performance was mea-
sured by directly connecting the transmitter to the receiver section. No BER error
�oor was observed and the average power penalty after 200 km transmission at
BER=10¡9 was 2.5 dB. The power penalty is attributed to the accumulation of the
ASE noise, therefore degradation of the OSNR and residual saturation e�ects in the
SOAs.
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Figure 2.32: Measured eye diagrams of the transmitted 10 Gbit/s signals
in the extended transmission reach experiments

Here, DWDM transmission of 4£10 Gbit/s over 200 km SSMF without any
dispersion compensation has been demonstrated. The ASE noise and the saturation
e�ects limited the system performance and the transmission distance to 200 km
of SSMF. The FWM e�ect appeared not to be a limiting factor. To the best of
author's knowledge [46�49], a transmission record of WDM transmission distance in
the 1310 nm wavelength domain was reached, con�rming the results of simulations
[50].
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Figure 2.33: Results of 4£10 Gbit/s extended reach BER measurements

2.5 4£25 Gbit/s transmission experiments
One of the solutions to ful�ll the ever growing demand for bandwidth in the metro
area, with already high market penetration is Ethernet. The existing physical layer
(PHY) optical standards for 10 Gbit/s Ethernet [51] are summarized in Table 2.6.

Table 2.6: Existing Optical PHY standards for 10 Gbit/s Ethernet [51]

10 GbE Medium Access Controller (MAC)
10 Gigabit Media Independent Interface (XGMII)
10 Gigabit Attachment Unit Interface (XAUI)

WWDM Serial Serial
LAN PHY LAN PHY LAN PHY
(8B/10B) (64B/66B) (64B/66B+WIS)

WWDM WWDM Serial Serial Serial Serial Serial Serial
PMD PMD PMD PMD PMD PMD PMD PMD
850 nm 1310 nm 850 nm 1310 nm 1550 nm 850 nm 1310 nm 1550 nm
SX4 LX4 SR LR ER SW LW EW
10GBase-X 10GBase-R 10GBase-W

The 10 Gbit/s Ethernet standard de�nes eight physical medium dependents
(PMDs). A serial local area network (LAN) PHY is de�ned for short reach (SR)
over multi-mode �bre (MMF) or long reach (LR) and extended reach (ER) over
single-mode �bre. The short reach PMDs utilize 850 nm wavelength domain, long
and extended reach PMDs 1310 nm and 1550 nm wavelength domains, respectively.
The reach of the existing 10 Gbit/s varies between 300 m for MMF at 850 nm,



42 DWDM transmission in the 1310 nm wavelength domain

through 10 km of SSMF at 1310 nm, and up to 80 km of SSMF at 1550 nm. The
wide WDM (WWDM) PHY uses four parallel lanes at 3.125 Gbit/s [51].

The traditional bit rate growing factor for the Ethernet hierarchy is 10. However,
it is still not clear if the next Ethernet standard will be 100 Gbit/s, or the tradi-
tion will be broken and it will be set to 40 Gbit/s. The most probable 100 Gbit/s
PHY standard is discussed in [51]. Due to the limited bandwidth-distance prod-
uct of MMFs and the targeted market of high capacity switches connections in the
metro range, most likely the 100 Gbit/s Ethernet standard will support only SSMF
transmission. Table 2.7 shows the proposed 100 Gbit/s Ethernet PHY standard.

Table 2.7: Proposed Optical PHY standard for 100 Gbit/s Ethernet [51]
100 Gigabit Media Independent Interface (CGMII)
100 Gigabit Attachment Unit Interface (CAUI)

WWDM DWDM Serial
LAN PHY LAN/MAN PHY WAN PHY
(nB/mB) (xB/yB) (FEC)

WWDM WWDM DWDM DWDM Serial Serial
PMD PMD PMD PMD PMD PMD

1310 nm 1550 nm 1310 nm 1550 nm 1310 nm 1550 nm
LX4 EX4 LX10 EX10 LW EW
100GBase-X4 100GBase-X10 100GBase-W

In general, three possible solutions can be distinguished: 4£25 Gbit/s WWDM,
10£10 Gbit/s dense WDM (DWDM), and single channel 100 Gbit/s transmission.
All solutions can operate in the 1310 nm wavelength domain as well as in the 1550 nm
wavelength domain. However, the 100 Gbit/s Ethernet has not been yet standard-
ized. De�nitely, in the 1550 nm wavelength domain the 100 Gbit/s Ethernet standard
has to follow the ITU-T wavelength grid. However, the ITU-T standardization does
not cover yet DWDM in the 1310 nm wavelength domain. Therefore all possible
solutions can be considered.

Obviously, dispersion is one of the major limitations. Without dispersion com-
pensation the transmission distance at 100 Gbit/s is limited to the 2-5 km in the
1310 nm wavelength domain and to 0.4-0.8 km in the 1550 nm wavelength domain.
To bridge longer distances a tuneable dispersion compensation will be required to
adapt for changes over time in the dispersion value.

Very recently, several 100 Gbit/s experiments were demonstrated [52�55]. The
presented experiments based on the single channel 100 Gbit/s transmission. However,
this transmission concept requires very accurate dispersion and PMD compensation,
or application of forward-error correction (FEC). FEC is accomplished by adding
redundant information to the data signal. The redundancy is used at the receiver
to correct bit-errors. In 100 Gbit/s Ethernet applications, FEC can operate at the
base rate of multiplexed signals, e.g. 10 Gbit/s using Reed-Solomon codes. However,
FEC introduces delays, increases size and power consumption. Moreover, the cost
of this state-of-the-art transmission system will probably be very high due to the
technological di�culties to make such an advanced product.
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The solution based on wavelength multiplexing will be more resistant to disper-
sion and at the bit rate 25 Gbit/s distances between 25-50 km can be bridged at
1310 nm and between 6-13 km at 1550 nm. Respectively, distances of 150-300 km
and 40-80 km can be bridged at the bit rate 10 Gbit/s [51]. Several companies
are already working on integrated multi-wavelength transmitters and receivers [56].
But the large number of transmission wavelengths leads to increased number of back-
plane channels, which complicates design, adds more opto-electronic components,
and is de�nitely less bandwidth e�cient.

Therefore it is believed that the most feasible solutions to realize a 100 Gbit/s
Ethernet is 4£25 Gbit/s WDM transmission in the 1310 nm wavelength domain. It
requires much less sophisticated technology, much longer distances can be bridged
without any dispersion compensation, which reduces the system cost and simpli�es
the installation procedure, and the power consumption can be kept low. The trans-
mitter and the receiver module can be in general integrated providing a very good
manufacturing yield. Here, 4£25 Gbit/s WDM transmission experiments in the
1310 nm wavelength domain will be described. It will be demonstrated that already
existing technology can support cost-e�ective 100 Gbit/s Ethernet transmission.

2.5.1 Experimental setup
Figure 2.34 presents the experimental setup. The setup can basically be divided in
three parts: an optical 100 Gbit/s transmitter, a �bre link, and an optical 100 Gbit/s
receiver. The transmitter consisted of four DFB lasers operating in CW condition.
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Figure 2.34: 4£25 Gbit/s experimental setup
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Figure 2.35: Picture of the mounted EAM

The laser's wavelengths were based on a wavelength grid of a following AWG. To
assure maximum transmission distance we chose an operation in the band 1306-
1319 nm (see Section 2.1.2) at wavelengths 1311.5 nm (channel I), 1312.9 nm (channel
II), 1314.3 nm (channel III), and 1315.6 nm (channel IV). The channel spacing was
equal to 1.4 nm, which corresponds to …250 GHz at the wavelength of 1310 nm.

After passing through the polarization controllers, that were used to achieve
optimal signal quality at the output of a modulator, all four signals were combined
by an AWG and then simultaneously modulated by an electro-absorption modulator
(EAM) at the bit rate 25 Gbit/s. The data format was nonreturn-to-zero (NRZ)
with PRBS of a repetitive length 231 ¡ 1.

The EAM applied in the experiments is a commercially available device, designed
for the operation in the 1310 nm wavelength domain with the maximum bit rate 40
Gbit/s. The device was manufactured by CIPhotonics, UK and has typically the
modulation depth of 13 dB, the minimum insertion loss of 8.5 dB, the small signal
3 dBe RF bandwidth of 31 GHz, and maximum RF voltage (peak-to-peak) of 4 V.
Figure 2.35 shows a picture of the mounted EAM. To achieve proper operation of
the EAM additional external components were necessary. To terminate the electrical
signal a DC-block and a 50 › termination was connected to the electrical output of
the EAM. At the electrical input a bias-tee was used to set the desired level of
the DC-bias voltage. Under the EAM a Peltier cooler was placed to assure constant
temperature of an EAM package. The temperature sensor was mounted in the copper
plate between the EAM and the Peltier cooler. Probably, in the next versions of the
1310 nm EAM the supplier will already mount all necessary components inside the
package. Following the advice of the producer the EAM temperature was set to 20–C.
It was communicated by the producer that at higher temperatures higher extinction
ratios were measured as well as higher insertion losses.

First, before employing the 1310 nm EAM in transmission experiments the static
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Figure 2.36: Measured characteristics of the 1310 nm EAM

characteristics of the EAM were measured. By applying di�erent levels of the DC
voltage, changes in the EAM absorption were measured by the optical power meter
at the EAM optical output. Measurements at three di�erent wavelengths: 1310 nm,
1315 nm, and 1320 nm, (the wavelength range of the AWG used in the experiments)
were performed. Figure 2.36 presents measured characteristics. It can be seen that
for the maximum voltage swing of 4.6 V the extinction ratio of …15 dB can be
achieved at 1310 nm. For the voltage swing between -0.5 V and -2.2 V the extinc-
tion ratio of …10 dB can be achieved. The presented characteristics also show the
wavelength dependency of the EAM. The wavelength dependency can be compen-
sated by applying di�erent values of the swing voltage and the DC-bias for di�erent
wavelengths. The measured dynamic insertion loss was 11.5 dB.

After the 1310 nm EAM, the modulated signals passed through 2.5 km of the
DSF, with the absolute dispersion value of 17 ps/nm£km at 1310 nm, in order to
partially decorrelate the bit sequences of the data channels. By doing so, the next
optical ampli�ers did not receive identical data signal levels at once. After being
ampli�ed by an SOA booster (SOA 1, G = 14:0 dB, Psat = 13:0 dBm) the signals
were coupled in a 3 dB coupler with a 12.5 GHz clock signal. The SOA 1 was
operating with the current 400 mA.

To drive a bit error ratio (BER) tester, a clock signal at a frequency equal to
the half bit rate is necessary. Unfortunately, 25 Gbit/s data and clock recovery
units are not commercially available yet and their design goes beyond scope of this
thesis. Therefore to avoid usage of the back-to-back clock signal an intermediate
solution was applied. The 12.5 GHz clock signal was transmitted at the separate
wavelength channel. To compensate the delay of each data channel with respect to
the clock signal the clock delay in a BER tester was adjusted to achieve the best
BER performance.

The clock signal was generated by modulating a CW signal in an external Mach-
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Zehnder modulator at frequency 12.5 GHz. After ampli�cation in a second booster
SOA 2 (G = 22:7 dB, Psat = 9:0 dBm), operating with current 400 mA, the clock
signal was coupled with the data signals and injected into transmission line. At
the receiver, after pre-ampli�cation the clock signal was separated from the data
channels in a demultiplexing AWG and after the O/E conversion was used to drive
the 25 Gbit/s BER tester. The optical power of the clock signal was set 3 dB higher
than the optical power of the data channels to assure operation of the BER tester,
even for the low values of the input power at the receiver. However, in the �eld
installed systems a clock recovery from each data channel is necessary.

Four spans of SSMF, conforming the ITU-T Recommendation G.652, each 12.9 km
long formed the transmission link. The total length of the transmission link was
51.5 km. The average attenuation at 1310 nm was 0.33 dB/km, the average zero-
dispersion wavelength 1314.1 nm and the average dispersion slope 0.0871 ps/nm2£km.
The transmission link loss, with connector and splice losses was 18.5 dB.

After 51.5 km transmission, the signals entered a 100 Gbit/s receiver. A variable
ATT at the receiver input adjusted the input power levels for the purpose of the BER
measurements. To measure the receiver sensitivity, the power level of WDM channels
at the ATT output was tapped o� by an asymmetrical coupler. An optical spectrum
analyzer (OSA) measured the optical power and spectral locations of the WDM
signals. The receiver section consisted of a pre-amplifying SOA 3 (G = 20:7 dB,
Psat = 11:5 dBm), operated with current 350 mA, a demultipexing AWG, and a
photoreceiver module connected to a BER tester.

2.5.2 Results and discussion
Figure 2.37 shows the optical spectra measured at the following points: A-the trans-
mitter output, B-the �bre output, and C-the pre-ampli�er (SOA 3) output. All these
points are marked in the Figure 2.34. The input signal levels were set to about
0 dBm per channel and the clock signal was set 3 dB higher. These power levels did
not cause signi�cant FWM in the �bre. To observe the FWM e�ect the power levels
>3 dBm will be required. The input OSNR of the data signals was about 30 dB and
about 36 dB for the clock signal. After the transmission link the the optical power
dropped to about -19 dBm for the data channels and to about -16 dBm for a clock
channel. Obviously, the OSNR value was preserved.

The pre-amplifying SOA 3 ampli�ed the signal to about -3 dBm per channel.
Accumulation of the ASE noise is visible. The accumulated ASE noise in the SOAs
decreased the OSNR value. The OSNR value of data channels dropped to about
23 dB. The OSNR value was preserved after the AWG. However, the total amount
of the ASE noise injected into the photodiode was reduced by the AWG �ltering.
The data and clock signals were further demultiplexed in the wavelength domain
by an AWG, similar to the one already described in the previous section, and fed
into a photodiode in combination with the transimpedance ampli�er. The presented
power values indicate that none of the used SOAs was operating in a deep saturation
regime. Therefore mainly noise contributed to the signal distortions.
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Figure 2.38 shows signal traces of the transmitted clock signal. The 12.5 GHz
transmitted clock had a period of 80 ps. Figure 2.39 presents input and output
eye diagrams of the transmitted 25 Gbit/s data signals. All eye diagrams show
clear eye openings and indicate excellent operation of the transmission system. The
accumulation of the ASE noise and the beating of the signal with the ASE noise in
the "1" rail can be observed in the output eye diagrams. Despite the wavelength
dependency of the EAM all eye diagrams show a similar shape. It was achieved by
adjusting the EAM DC-bias to the following levels: -1.3 V Channel I, -1.3 V Channel
II, -1.6 V Channel III, and -1.5 V Channel IV. The same values of the DC-bias were
used during the BER measurements.

The performance of all channels was evaluated by measuring BER versus the
input optical power, PREC in Figure 2.34. The results of the BER measurements
are shown in Figure 2.40. The back-to-back measurements were performed by di-
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Figure 2.39: Measured eye diagrams of the transmitted 25 Gbit/s data
signals
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Figure 2.40: Results of 4£25 Gbit/s BER measurements

rectly connecting the transmitter to the receiver. The average power sensitivity at
BER=10¡9 was -26.1 dBm. No error �oor was observed. All channels showed similar
BER performance. Residual di�erence in the optical power of the data channels vis-
ible in Figure 2.37 will cause spreading in the BER values of di�erent channels. This
can be overcome by the power adjustment to assure proper operation of the worst
channel. Hence, all other channels will show better performance. The second solu-
tion is the perfect alignment of the power levels of the data channels. The average
power sensitivity at BER=10¡9 after transmission was -25.5 dBm. This resulted in a
negligible power penalty of 0.6 dB for the 50 km transmission. Again, no error �oor
was observed and all channels showed similar BER performance. The very small
value of the power penalty indicates that the FWM e�ect is not a signi�cant issue
in this experiment. The optical spectra con�rm this observation.

The presented system has still some margins that can be further explored to in-
crease the transmission reach. In the transmitter, the 3 dB coupler used to provide
clock signal to the BER tester can be removed. Obviously, clock recovery from the
data signal has to be provided at the receiver. This directly increases the available
transmitter output power. However, the increased input power may lead to gen-
eration of FWM e�ect products. The FWM e�ect can be omitted by an unequal
channel spacing (Section 2.1.4). Therefore the transmitter output power in the range
of few dBm per channel can be expected. It is believed that this solution should be
included in the future 100 Gbit/s Ethernet standard.

To perform the BER measurements an asymmetrical coupler and a variable at-
tenuator was inserted in the receiver. The combined (internal) losses of those two
components are equal to 4 dB. These components are not necessary in real systems
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giving additional margin in a power budget. To summarize, the presented system
has some margins that can be used to increase the transmission reach. Based on
these observations it can be concluded that the transmission distance of about 60-
70 km is feasible. Figure 2.41 shows a sketch of a potential implementation of the
4£25 Gbit/s transmission system in the 1310 nm transmission domain.
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Figure 2.41: A possible realization of the 100 Gbit/s transmission system

In this section, the feasibility of the 100 Gbit/s Ethernet transmission in the
1310 nm wavelength domain was evaluated. The 4£25 Gbit/s transmission was in-
dicated as the most promising candidate to realize the 100 Gbit/s Ethernet transmis-
sion. The proposed transmission system has several major advantages over the other
solutions: the components and technology already exist, exclusively semiconductor
optical components are used, which allows for sub-system integration, no dispersion
compensation is required for the considered (…50 km) distances, the installation
cost is reduced, and the limited number of data channels reduces the size and power
consumption. Disadvantages here are the maximum dispersion-compensation-free
transmission distance in the range of 60-70 km, potential low spectral e�ciency due
to the FWM e�ect countermeasures, and the increased number of optical components
with respect to the single channel transmission. Taking into account the design rules
presented earlier in this chapter the 4£25 Gbit/s transmission system with the data
channels between 1311.5 nm, and 1315.6 nm was designed. The results of measure-
ments showed error-free operation with negligible penalty for 50 km transmission. A
limiting factor was accumulation of the ASE noise. The FWM e�ect was not signif-
icant in these experiments. Additionally, possible sources of system reach extension
were pointed out.

2.6 4£40 Gbit/s transmission experiments
In contrast with the Ethernet standard described in Section 2.5 the bit rate in-
crease factor for the synchronous digital hierarchy (SDH) transmission systems is
four. The SDH multi-Gbit/s bit rates are: 2.48832 Gbit/s, 9.95328 Gbit/s, and
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39.81312 Gbit/s. As was explained in Section 2.1.2, 40 Gbit/s transmission in the
1550 nm wavelength domain using SSMF will require dispersion compensation accu-
racy of 3 km. One of the viable markets for 40 Gbit/s transmission systems is in the
metro area. This implies additional inconvenience when utilizing the 1550 nm wave-
length domain. To achieve such accurate dispersion compensation �rst the chromatic
dispersion measurements are necessary. The necessity of dispersion measurements
complicates the system installation. Again, the 1310 nm wavelength domain o�ers
a viable solution to support 40 Gbit/s transmission without any dispersion compen-
sation for the considered distances.

The previously reported 40 Gbit/s transmission experiments in the 1310 nm
wavelength domain, e.g. [57] addressed only a single channel transmission. Here,
4£40 Gbit/s transmission experiments will be described. The experimental setup
allowed unrepeated 4£40 Gbit/s error-free transmission over the 50 km long SSMF.
Again, only semiconductor components were used.

2.6.1 Experimental setup
In a �rst trial, it was anticipated to reuse the setup from the previous 4£25 Gbit/s
experiments by basically increasing the bit rate. Unfortunately, it was not possible
to achieve error-free operation of all channels for the desired transmission length,
namely 50 km of SSMF. The optical power delivered to the receiver was too low to
assure error-free operation. As a next step it was considered to increase the input
power to the level of about +5 dB. However, this led to the signi�cant generation of
the FWM e�ect products. After changing the wavelength grid from the equal one
to the unequal one and removing the variable attenuator the worst channel BER of
4 ¢10¡9 was achieved, which was still below expectations. It must be stressed that for
a shorter transmission length, i.e. 37.5 km the system operated error-free in the initial
con�guration. Finally, an extra semiconductor ampli�er was added in the receiver
to provide enough optical power to the photodiode. By gain distribution, higher net
gain was achieved while keeping the low ASE noise level. This con�guration was
used in the experiments described below.

Figure 2.42 shows the �nal experimental setup. The transmitter consisted of
four DFB lasers operating in CW condition at wavelengths: 1311.5 nm (Channel
I), 1312.9 nm (Channel II), 1317.0 nm (Channel III), and 1319.8 nm (Channel IV).
The unequal channel allocation scheme 1:4 ¡ 4:1 ¡ 2:8 nm was used to eliminate the
FWM related penalty. All four CW signals were combined in a following AWG. The
polarization controllers were used to adjust input polarization to an EAM. In the
EAM all signals were modulated simultaneously at the bit rate 40 Gbit/s with the
PRBS of length 231 ¡1. To decorrelate the bit patterns a 2.5 km long DSF was used.
The DSF had the absolute dispersion value of 42.5 ps/nm. Application of a 5 km long
DSF will lead to signal distortions due to accumulated dispersion. To compensate
for the losses in the EAM, the DSF, and to maximize the transmitter output power
an SOA booster was used. To drive the SOA 1 (G = 14:0 dB, Psat = 13:0 dBm) a
current of 400 mA was used and the SOA was cooled down to -3.1–C. The 20 GHz
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Figure 2.42: 4£40 Gbit/s experimental setup

clock signal needed to drive a BER tester was transmitted at 1558.2 nm. To couple
the data and the clock signals a 1310/1550 nm wideband coupler was used.

Next, the data and the clock signals were fed into a transmission line. The trans-
mission line was formed by four spans of SSMF, conforming the ITU-T speci�cation
G.652. The parameters of all four spans are summarized in Table 2.8.

Table 2.8: Parameters of the used �bre spans; L-length, fi-attenuation,
ZDW-zero-dispersion wavelength, D-dispersion @ 1310 nm, and DS-
dispersion slope

Span L fi ZDW |D| DS
[km] [dB/km] [nm] [ps/nm£km] [ps/nm£km2]

I 12.89 0.327 1313.4 0.257 0.0876
II 12.88 0.326 1313.3 0.255 0.0872
III 12.87 0.326 1312.6 0.248 0.0871
IV 12.88 0.325 1313.7 0.258 0.0869

After the transmission link, the transmitted signals entered a 160 Gbit/s WDM
receiver. First, the data and the clock signals were separated in a wideband coupler.
Then the clock signal was ampli�ed in an erbium-doped �bre ampli�er (EDFA).
After �ltering in a following OBP (0.5 nm bandwidth) the clock signal was injected
into a photodiode. Finally, a 20 GHz electrical signal was used to drive the BER
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tester. The input power of the data channels was measured by an OSA at the 10%
port of an asymmetrical coupler. All data channels coming from the 90% port of
the asymmetrical coupler were ampli�ed simultaneously by an SOA 2 (G = 14:0 dB,
Psat = 13:0 dBm) operating with current 200 mA. Next, the data wavelengths were
demultiplexed in a subsequent AWG. Finally, a single channel was ampli�ed in an
SOA 3 (G = 18:5 dB, Psat = 9:0 dBm) and �ltered in an OBP of the 3 dB passband
width equal to 1.2 nm. The optical signal was converted to the electrical signal in a
following photodiode connected to a BER tester.

The major di�erence between the 4£25 Gbit/s setup and the 4£40 Gbit/s setup is
utilization of an unequal channel allocation scheme to prevent the FWM e�ect related
penalty. The second di�erence is transmission of the clock signal at the 1550 nm.
This was the only solution, taking into account the available infrastructure, to pre-
vent usage of the back-to-back clock signal in the 50 km transmission experiments. It
was veri�ed that due to the signal walk-o� the BER measurements with the back-to-
back clock signal were not stable enough to give credible data. Again the di�erence
in delay between data channels and clock signal was compensated manually in the
BER tester. The third di�erence is application of the additional SOA in the receiver,
which increased the available gain.

2.6.2 Results and discussion
Figure 2.43 and Figure 2.44 show optical spectra captured at the various points of
the experimental setup. The optical spectrum after the DSF is shown in Figure
2.43a. The average channel power was -10.6 dBm. The average channel power after
the SOA 1 was +5.7 dBm, see Figure 2.43b. Therefore the gain provided by the
SOA 1 was 16.3 dB. The average channel power injected into the transmission line
was +4.6 dBm, see Figure 2.43c. The calculated insertion loss of the 1310/1550 nm
wideband coupler was 1.1 dB. The OSNR value at the beginning of the transmission
link was 36 dB.

After the transmission link the average channel power dropped to -13.5 dBm,
see Figure 2.43d. The insertion loss of the transmission link was 18.1 dB. The
OSNR value was preserved. The strong FWM e�ect product is clearly visible at
the wavelength 1314.3 nm. The ratio between the average channel power and the
power of the FWM product was 23.2 dB. It is clear, that such a strong signal will
cause crosstalk in the data channel. Therefore an unequal channel spacing allocation
scheme was necessary to prevent FWM related penalty. The other peaks in the
optical spectrum around 1308 nm were the sidemodes of the applied lasers. These
sidemodes are also visible in Figure 2.43b-c.

Figure 2.44e presents the 90% output of the asymmetrical coupler. The aver-
age channel power was -18.6 dBm. The 5.1 dB drop in the optical power, with
respect to the power value directly after �bre, was caused by the insertion loss of
the 1310/1550 nm wideband coupler, the variable attenuator and the losses in the
asymmetrical coupler. The power di�erence between the 90% and the 10% output of
the asymmetrical coupler was 10.3 dB. The 10% output of the asymmetrical coupler
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Figure 2.45: Optical spectrum and signal trace of the transmitted clock

was used to monitor the power level during the BER measurements, see Figure 2.44f.
Figure 2.44g presents the optical spectrum after the SOA 2. The average channel
power was -4.6 dBm and the OSNR value dropped to 24.7 dB. The reduction of the
OSNR value was caused by the accumulation of the ASE noise. Figure 2.45 presents
the optical spectrum and the eye-diagram of the transmitted 20 GHz clock signal.
The transmitted clock had a period of 50 ps.

Figure 2.46 shows input (after the transmitter) and output (after the OBP) eye-
diagrams of the transmitted 40 Gbit/s data signals. All eye diagrams show clear eye
opening and indicate excellent operation of the transmission system. To compensate
the wavelength dependence of the applied EAM the DC-bias voltage of the EAM
was set to -1.45 V for Channel I, -1.45 V for Channel II, -2.10 V for Channel III,
and -2.25 V for Channel IV. Additionally, the SOA 3 current was adjusted to values:
…110 mA Channel I, …115 mA Channel II, …150 mA Channel III, and …250 mA
Channel IV. The di�erent values of the SOA 3 current and therefore SOA gain,
compensated for the di�erences in transmittance of the demultiplexing AWG and
the polarization sensitivity. Signal optimization (the EAM DC bias and the SOA 3
current) was applied on each individual channel. Hence, in general all signals had
the same power levels after the SOA 1 and the SOA 2. Application of the additional
SOA 3 in the receiver gave more �exibility when optimizing the performance of all
channels. This is allowed, as in a real system four separate EAMs and SOAs 3 will be
applied. The presented values of the EAM DC-bias voltage and the SOA 3 current
were used during all BER measurements. The accumulation of the ASE noise and the
beating of the signal with the ASE noise in the "1" rail as well as saturation e�ects
can be observed in the output eye diagrams. The saturation e�ects were caused by
the SOA 1 that was driven into the saturation to obtain the high output power.

The performance of all channels was evaluated by measuring BER versus the in-
put optical power, PREC in Figure 2.42. Results of the BER measurement are shown
in Figure 2.47. The back-to-back measurements were performed by directly connect-
ing the transmitter to the receiver. The average power sensitivity at BER=10¡9

was -20.1 dBm. No error-�oor was observed. All channels showed similar BER per-
formance. The average power sensitivity at BER=10¡9 in the 50 km transmission
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Figure 2.46: Measured eye diagrams of the transmitted 40 Gbit/s data
signals

experiment was -19.3 dBm. This resulted in a negligible power penalty of 0.8 dB for
the 50 km transmission. Again, no error �oor was observed and all channels showed
similar BER performance. Additionally, the penalty caused by the multi-channel
operation was veri�ed. It was realized by turning o� three lasers, while leaving one
operating. The improvement in the power sensitivity at BER=10¡9 was …2 dB.
From the system design and operating conditions was concluded that the SOA 1 was
operating in the saturation regime.

In this experiment, 4£40 Gbit/s transmission in the 1310 nm wavelength domain
was successfully demonstrated. Error-free transmission was achieved with negligible
penalty over the 50 km of SSMF. A limiting factor was accumulation of the ASE
noise. The FWM e�ect was omitted by an unequal channel spacing allocation scheme.
The total power budget of the designed system was 25 dB with the receiver sensitivity
… ¡19:0 dBm.
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2.7 Conclusions
In this chapter, feasibility of the DWDM transmission using the SOAs in the 1310 nm
wavelength domain was investigated extensively. First, two essential components,
namely SSMF and an SOA were analyzed. From the presented analyses it was
concluded that due to higher attenuation, with respect to the 1550 nm wavelength
domain and less ideal ampli�cation properties of SOAs, with respect to EDFAs,
transmission in the 1310 nm wavelength domain can be applied to cover metro range
distances. As an optimal wavelength band the wavelength range 1306-1319 nm was
pinpointed. Operation in this particular wavelength band guaranties ten times dis-
tance extension for SSMF, with respect to the 1550 nm wavelength domain, taking
into account the dispersion related penalty. Four-wave mixing in an optical �bre
can limit the system performance. To avoid this, the input optical power has to
be limited or a channel allocation scheme with unequal channel spacing has to be
applied.

By analyzing the SOA operation it was concluded that the ampli�cation perfor-
mance of the SOA is limited by the ASE noise and the saturation e�ects. The ASE
noise limits performance for the low SOA input power, i.e. pre-ampli�er applica-
tions. The saturation e�ects limit the performance for the high SOA input power,
i.e. booster applications. It was shown in 10 Gbit/s experiments that operation at
PSAT causes the power penalty of 1 dB. In multi-wavelength systems the total input
power has to be taken into account when setting the SOA operation point. The
optimal ampli�cation performance occurs in the moderate saturation.

Secondly, transmission experiments were performed. An error-free operation was
achieved with the negligible power penalty without any dispersion compensation
in the following experiments: unrepeated 4£10 Gbit/s transmission over 75 km
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of SSMF, repeated 4£10 Gbit/s transmission over 200 km of SSMF, unrepeated
4£25 Gbit/s (100G Ethernet) transmission over 50 km of SSMF, and unrepeated
4£40 Gbit/s transmission over 50 km of SSMF. The proposed transmission sys-
tems bridged in general the maximal dispersion-compensation-free distance in the
case of 4£25 Gbit/s and 4£40 Gbit/s transmission. In comparison with the previ-
ously reported transmission experiments in the 1310 nm wavelength domain [46�48],
the transmission distance and the system capacity was increased signi�cantly while
remaining cost e�ective. Taking into account 4£10 Gbit/s transmission [48] the dis-
tance was extended 2.5 times. Such an extension was predicted using simulations
in [50]. On the other hand the bit rate of the transmitted signals was increased up
to four times when comparing to the results published by the others [46�48]. The
distance and capacity extension was achieved by applications of the SOAs with ap-
propriate transmission properties, a high speed electro-absorption modulator, and
an AWG as a wavelength multiplexer. The presented experiments showed that the
1310 nm wavelength domain can support high speed DWDM transmission.

DWDM transmission in the 1310 nm wavelength domain has important advan-
tages over the other technologies in the distance range considered. The DCF based
dispersion compensation costs in the range of 10000-25000 USD per 50 km of SSMF.
Moreover, increased bit rates require increased dispersion compensation accuracy.
The 2.5 Gbit/s transmission link after upgrade to 10 Gbit/s will require most likely
readjustment of dispersion compensation. Therefore by omitting the dispersion com-
pensation the system cost is directly reduced. Additionally, it reduces installation
cost and time as well as simpli�es future upgrades. For example, in the place of
initial 4 £ 10 Gbit/s transmission 2 £ 10 Gbit/s and 2 £ 40 Gbit/s transmission can
be realized just by changing the transmitter and the receiver card. Such an upgrade
in the 1550 nm wavelength domain may require additional dispersion compensation
which increases the upgrade cost. Application of semiconductor components gives
the prospect of sub-system integration, e�cient manufacturing and therefore signif-
icant size, power consumption and cost reduction.

Moreover, the data tra�c in 1310 nm wavelength domain can be carried in par-
allel to the already existing data tra�c in the 1550 nm wavelength domain. The
1310 and 1550 nm signals can be multiplex using low-loss wide-band couplers. This
will be particularly interesting in the areas where the �bre capacity in the 1550 nm
wavelength domain is exhausted. A 100 Gbit/s Ethernet link can be added, over
the existing �bre infrastructure without any changes in the existing 1550 nm infras-
tructure scheme. However, such a direct upgrade can be only realized in the case of
unrepeated 1550 nm transmission links. In the case of repeated transmission links
the EDFAs have to be bypassed by the 1310 nm signals.

DWDM systems in the 1310 nm wavelength domain may have poor spectral ef-
�ciency and therefore the limited capacity. For a required transmission distance,
a dispersion-compensation-free wavelength band is limited. Moreover, the FWM
e�ect can enforce usage of less bandwidth e�cient channel allocation schemes. Nev-
ertheless, using the repeated unequal channel allocation scheme the WDM systems
with capacity 10£40 Gbit/s can be realized to bridge dispersion-compensation-free
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distances of 40-50 km. However, shorter transmission distances allow utilization of
wider wavelength bands. Furthermore, short transmission distances can be bridged,
for a given receiver sensitivity, with the lower optical input power. Therefore the
FWM e�ect can be signi�cantly alleviated without necessity of special channel al-
location schemes. This signi�cantly increases the spectral e�ciency and the o�ered
system capacity.

Based on the results presented in this chapter, it is believed that there is an
attractive potential to utilize the 1310 nm wavelength domain in the metro and access
area, especially to realize high speed (>10 Gbit/s) transmission. From the point of
Ethernet or IP switching it is not important, which wavelength domain is utilized.
However, the applied solutions have to be cost-e�ective because the system cost is
shared by a limited number of users. Figure 2.48 shows an example of a network
architecture utilizing the 1550 nm wavelength domain for long-haul transmission and
the 1310 nm wavelength domain for access and metro range transmission. In such a
network all-optical 1310-to-1550 nm bridging can be required. The next chapter is
devoted to that.



Chapter 3
1310-to-1550 nm transparent optical
connectivity

This chapter is dedicated to transparent connectivity between the 1310 nm and 1550 nm
wavelength domain. First, nonlinear polarization rotation in an SOA is phenomeno-
logically described and analyzed. Then potential system applications are explored.
All-optical 1310-to-1550 nm wavelength conversion is evaluated and error-free wave-
length conversion is realized at bit rates up to 20 Gbit/s. The �nal experiments
are dedicated to all-optical 1310-to-1550 nm transmultiplexing. Multiple wavelength
channels in the 1310 nm wavelength domain are aggregated all-optically into one time
domain multiplexed channel in the 1550 nm wavelength domain.1

3.1 Introduction
In the previous chapter, it was demonstrated that the 1310 nm wavelength domain
can successfully support cost-e�ective high-speed DWDM transmission. The pro-
posed transmission systems can be applied to bridge short and medium distances.
An already established and a widely applied application of the 1310 nm wavelength
domain is up-stream transmission in passive access networks.

Passive optical networks (PONs), like broadband PON (BPON) or asynchronous
transfer mode PON (APON), Ethernet PON (EPON), and gigabit PON (GPON)
utilize the 1310 nm wavelength domain for communication from an optical network
terminal (ONT) to an optical line terminal (OLT) [10,64,65]. A reverse down-stream
communication is realized in the 1490 nm wavelength domain, see Figure 3.1. The
ONT is placed in a user site and the OLT in a central o�ce.

1Parts of this chapter are published in [58�63]
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Coarse wavelength domain multiplexing (CWDM) systems utilize the whole low-
loss �bre wavelength band (1270�1610 nm) to realize short and medium reach trans-
mission. CWDM is characterized by wide channel spacing, namely 20 nm. Therefore
cost-e�ective transmission through a combination of uncooled lasers, larger tolerance
windows for wavelength selection, and wide pass-band �lters can be realized [66].
Another application of the 1310 nm wavelength domain is Ethernet transmission,
described in Section 2.5. To summarize, systems operating in access and metro
range utilize the 1310 nm wavelength domain (PON and Ethernet) or the 1270�
1610 nm low-loss �bre wavelength band (CWDM). However, the long-haul network
is traditionally centred on the 1550 nm wavelength domain, see Figure 3.2.

Therefore in order to realize end-to-end signal-transparent connectivity between
access network users, transparent optical connectivity between metro-access and core
network is necessary. A key component in the all-optical metro-access to core network
interface is an ultra wideband wavelength converter. Taking into account potential
mass applications, research focusses on transparent connectivity between access and
core network, i.e. wavelength up-conversion. Utilization of all-optical wavelength
up-converters enhances network �exibility, allowing all-optical wavelength conver-
sion between di�erent transmission windows and therefore avoiding the bottleneck
of optical-electrical-optical conversions. Ultra wideband wavelength up-converters
applied in metro-access systems have to deliver high performance while remaining
cost-e�ective.

Several 1310-to-1550 nm wavelength converters have been reported [67�70]. The
wavelength converter based on a LiNbO3 waveguide has an advantage of ultra fast
operation and modulation-format independency [67]. However, signal regeneration is
not possible and reported device is polarization sensitive. A cost-e�ective alternative
to wavelength converters utilizing an expensive LiNbO3 waveguide are wavelength
converters employing semiconductor optical ampli�ers.

The demonstrated wavelength converter based on a split contact SOA [68] utilized
a polarization insensitive integrated device. However, the device operation was lim-
ited due to the limited recovery time to 500 Mbit/s and the output signal had limited
on-o� ratio equal to 3. A distributed feedback SOA [69] showed similar performance.
Error-free 1.25 Gbit/s 1310-to-1550 nm wavelength conversion was achieved by an
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Figure 3.2: Utilization of the �bre low-loss wavelength band

SOA operating in a hybrid Mach-Zehnder Interferometer con�guration [70]. The re-
ported wavelength converter required low input power and showed limited (1.5 dB)
polarization sensitivity. However, a complicated control mechanism was necessary.
The 1310-to-1550 nm wavelength converters presented until now su�ered from high
cost or in general low performance. Here, a novel all-optical 1310-to-1550 wavelength
converter based on nonlinear polarization rotation in a single SOA will be described
and evaluated.

3.2 Nonlinear polarization rotation
3.2.1 Polarization concept
Polarization is de�ned in terms of the pattern traced out in the transverse plane by
the electric �eld vector as a function of time [17]. The propagating optical signal
consists of two transverse components: electric (TE) and magnetic (TM). Transverse
Electric and Transverse Magnetic components of polarized light can by represented
mathematically by [71]

ET E(z; t) = E0T E cos(¿ + –T E) (3.1)
ET M (z; t) = E0T M cos(¿ + –T M ) (3.2)

where ¿ = !t ¡ kz is the propagator. The subscripts T E and T M refer to the
components in the x and y directions, E0T E and E0T M are the maximum amplitudes,
–T E and –T M are the corresponding phases, respectively. The resultant pattern
traced out in a �xed xy-plane by the electric �eld is described by

E2
T E

E2
0T E

+
E2

T M
E2

0T M
¡ 2

ET E

E0T E

ET M

E0T M
cos – = sin2 – (3.3)

where – = –T M ¡ –T E is the di�erence in phase between the two transversal compo-
nents [71]. Figure 3.3 shows the transverse components of the electrical �eld and the
polarization ellipse. It is clear that changes in the signal amplitude and the relative
signal phase will introduce changes of the polarization ellipse.
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3.2.2 Nonlinear polarization rotation in an SOA
The waveguiding characteristics of an SOA are described by two orthogonal polariza-
tion modes: the transverse electric (TE) and the transverse magnetic (TM) modes.
Due to the asymmetric waveguide geometry the SOA is generally a birefringent de-
vice [72]. The TE/TM gain asymmetry introduces additional birefringence in the
SOA via carrier density changes when external light is injected into the SOA [72�74].
The refractive index changes are di�erent for the TE and TM components, see Figure
3.4.

y-axis TM mode

x-axis TE mode

z-axis

DnTE� D nTM

Incident light

Figure 3.4: SOA waveguide structure

Changes in the refractive index for the propagating modes result in variations
of the signal phase. The phase di�erence µ between the TE and TM modes can be
expressed as [73]:

µ = `T E ¡ `T M =
1
2

µ
fiT E¡T EgT E

ÀT E
g

¡
fiT M ¡T M gT M

ÀT M
g

¶
L (3.4)

where `T E and `T M are the phases for the TE and TM components, fiT E=T M is the
phase modulation factor that relates the carrier (gain) change and the phase change,
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Figure 3.5: Polarization based switching in an SOA

¡T E=T M is the con�nement factor, gT E=T M is the gain, ÀT E=T M
g is the group velocity

for the TE and TM components respectively, and L is the length of the SOA.
The variable SOA birefringence leads to changes of the signal polarization state at

the SOA output [72�74]. This polarization rotation can be explored in a subsequent
polarizer. After proper adjustment, the signal without the rotated polarization can
not pass through the polarizer. However, the signal with the rotated polarization
can pass through the polarizer.

Graphical representation of switching based on polarization rotation in the SOA is
presented in Figure 3.5. First, the signal passes through the SOA una�ected. A sub-
sequent polarizer is adjusted in such a way that the signal can not pass through it.
In the second case, an additional signal is injected into the SOA. The SOA bire-
fringence is changing. The polarization state of the initial signal rotates due to the
changed SOA birefringence. As a result the signal with the rotated polarization can
pass through the polarizer. Therefore on/o� switching can be achieved by injecting
an external signal into an SOA.

Nonlinear polarization rotation is a nonlinear function of the input light inten-
sity. The advantage of nonlinear polarization rotation is that it allows all-optical
signal switching in a single semiconductor component like the SOA or the EAM [75].
Hence, no challenging integration is required to achieve interferometric switching.
However, the polarization state of the optical signals has to be carefully tuned. Be-
cause the polarization rotation depends on the SOA gain the limitation here is the
SOA recovery time, which a�ects the carrier number and therefore gain of the SOA,
see Section 2.2. Therefore to optimize performance of nonlinear polarization rota-
tion, semiconductor optical ampli�ers with high polarization dependency, high gain,
and the short recovery time have to be applied [76].

Nonlinear polarization rotation in the SOA has been already applied for: demulti-
plexing [77], wavelength conversion in the gain region of the SOA [78�80], realization
of logical functions [81,82], 3R regeneration [83], and a �ip-�op memory [84].
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3.2.3 Nonlinear polarization rotation in the transparency region of
the SOA

The phase change due to the changes in the carrier number occurs in the gain re-
gion of the SOA as well as in the transparency region of the SOA, where the data
energy is below the bandgap energy [70]. Taking into account the 1310 nm SOA,
the full width gain region of the SOA is the 1310 nm wavelength domain and the
transparency region is the 1550 nm wavelength domain. The phase change in the
transparency region of the 1310 nm SOA was demonstrated and utilized for 1310-to-
1550 nm wavelength conversion using the Mach-Zehnder Interferometer [70]. Other
applications of this e�ect will be discussed in the next chapter. Here, nonlinear po-
larization rotation in the transparency region of the SOA will be investigated and
potential applications will be extensively explored.

Figure 3.6 shows the experimental setup used to verify nonlinear polarization
rotation in the transparency region of the SOA. A CW signal at 1310 nm with
adjustable signal power was injected into a 1310 nm SOA. The SOA current was set
to 300 mA. The 1310 nm SOA was employed in a bidirectional con�guration.
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Figure 3.6: Experimental setup used to verify nonlinear polarization rota-
tion in the transparency region of the SOA

In the previous wavelength conversion experiments based on nonlinear polar-
ization rotation in the SOA, a bidirectional con�guration [79] or an unidirectional
con�guration [76, 78] was applied. Both con�gurations supported excellent opera-
tion of the wavelength converter. Therefore in general both modes of operation can
be applied to achieve 1310-to-1550 nm wavelength conversion. The advantage of
the bidirectional con�guration is possibility of wavelength conversion to the same
wavelength. However, this advantage does not apply in the case of gain transparent
operation. The bidirectional con�guration was chosen to prevent two high power
incoming signals (1310 nm and 1550 nm) to appear at the same facet of the SOA.
This countermeasure was necessary to prevent damage of the switching SOA.

A linearly polarized 1550 nm CW signal coming from the opposite direction was
fed into the 1310 nm SOA. The 1310 nm signal introduced changes in the 1310 nm
SOA birefringence. As a result, the polarization of the 1550 nm signal at the SOA
output was changed. This was explored by a subsequent polarization beam splitter
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(PBS) in combination with a polarization controller (PC3). After passing through the
PBS, the optical power of the 1550 nm signal was measured by an optical spectrum
analyzer (OSA).

Figure 3.7 presents optical spectra emerging from point A in Figure 3.6 and from
point B in Figure 3.6 of the 1310 nm SOA; to perform measurements an additional
3 dB coupler was inserted at the given points. It can be seen that no ASE noise was
added to the 1550 nm signal. Due to re�ections in the SOA, some of the 1310 nm
data signal was also present at the A output. It is however subsequently supresses
by the WC1. The 1550 nm signal experienced high attenuation in the 1310 nm
SOA. The SOA attenuation at 1550 nm was measured to be 20 dB at 400 mA SOA
current. This high attenuation values are due to �bre-SOA coupling loss, waveguide
scattering and free-carrier absorption [70].
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Figure 3.7: Optical spectra captured at either side of the 1310 nm SOA

High losses in the 1310 nm SOA can be compensated in two ways. First, by
applying a 1550 nm CW laser with high output power. The commercially available
CW lasers can easily deliver +13 dBm optical output power. The limitations here
are put by the power handling capabilities of the SOA. Second, by utilizing optical
post-ampli�cation. An optical ampli�er, an EDFA or a 1550 nm SOA will provide
ampli�cation to the 1550 nm signal coming from the SOA and therefore compensate
for losses in the switching SOA. Combination of both solutions gives the best system
performance. The CW signal with high input power assures a high OSNR value
after the 1550 nm optical ampli�er. This is particularly important in the case of
subsequent transmission of the 1550 nm signal.

Two modes of operation were investigated. These two modes correspond to
the non-inverting and the inverting operation respectively and were realized by the
proper adjustment of the PC1�PC3. The PC1 and the PC2 adjusted the polariza-
tion stste of the incoming 1310 nm and 1550 nm CW signals respectively. The PC3
adjusted the polarization state of the 1550 nm signal before the PBS to maximize the
contrast between signal with and without rotated polarization. In the non-inverting
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mode of operation, the PCs were adjusted in such a way that increased power of
the 1310 nm signal caused increase in power of the 1550 nm signal. In the inverting
mode of operation, increased power of the 1310 nm signal caused decrease in power
of the 1550 nm signal. Figure 3.8 shows the normalized power of the 1550 nm signal
in the function of the 1310 nm signal power for both modes of operation. The 0 dB
reference is equal to about -15 dBm of the optical power. It is clear that to obtain
nonlinear polarization rotation, high input power is needed.
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Figure 3.8: Static measurements of the 1550 nm output power vs. the
1310 nm input power

Changes in the 1310 nm input power lead to changes in the 1550 nm output
power. The 1550 nm signal was in the transparency region of the 1310 nm SOA and
no gain was provided to the 1550 nm signal. Therefore cross-gain modulation (XGM)
did not cause these changes. By removing the PBS it was veri�ed that the 20 dB
change in the 1310 nm input power caused the 1.2 dB change in the SOA absorption
at 1550 nm. Moreover, the non-inverting and the inverting operation was achieved,
which basically can not be achieved by XGM or cross-absorption modulation. These
results indicated that nonlinear polarization rotation in the transparency region of
the SOA was a dominant e�ect in the presented experiment.

The curves presented in Figure 3.8 are similar to the ones of a Mach-Zehnder
Interferometer (MZI). This re�ects that the proposed polarization switch operates in
a similar way to the MZI, since both are based on intensity driven phase changes and
the di�erent polarizations play the role of di�erent light paths in the MZI [73]. There-
fore important properties of interferometric switches like non-inverting and inverting
mode of operation and the signal regeneration capability apply to the proposed con-
cept. The signal reshaping capability is clearly visible in the non-inverting operation.
For the input power dynamic range of 17 dB the output power dynamic range was
28 dB. It was veri�ed that at 2.5 Gbit/s for an input extinction ratio (ER) 3.5 dB
at 1310 nm the output ER equal to 7.7 dB could be obtained at 1550 nm, which
basically agrees with the static measurements and proves regenerative capabilities.

However, at 10 Gbit/s the signal reshaping capability was not observed. The
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similar observation is reported for in-band wavelength conversion based on nonlinear
polarization rotation [79]. In the dynamic operation, the SOA carrier number does
not reach a steady-state value due to the slow recovery time of the SOA. In the static
measurements, the SOA carrier number can reach the steady state value.

The inverting operation showed for the same range of input power, an output
power range equal to 8 dB. Therefore to achieve the reshaping capability higher
input power is required. Here, the limitations were: the available 1310 nm input
power and the maximum allowable input power to the 1310 nm SOA. The state-of-
the-art SOAs can handle power up to +15 dBm. However, the device used in the
presented experiments is from the early 1310 nm SOA generations. Therefore input
powers needed to be limited, as extra precautions were necessary to prevent damage
to the device.

3.3 1310-to-1550 nm wavelength conversion
In the previous section, nonlinear polarization rotation in the transparency region
of the SOA was described phenomenologically and demonstrated experimentally.
A straightforward application of this mechanism is all-optical wavelength conversion
from the 1310 nm wavelength domain to the 1550 nm wavelength domain. In this
section applications of the investigated mechanism to the various kinds of 1310-to-
1550 nm wavelength conversion will be demonstrated. Inverting and non-inverting
wavelength conversion, and wavelength conversion with simultaneous nonreturn-to-
zero to return-to-zero data format conversion will be investigated. Finally, 1310-to-
1550 nm wavelength conversion in between two transmission links will be shown.

3.3.1 Wavelength converter setup
Figure 3.9 shows a schematic of the 1310-to-1550 nm wavelength converter setup.
An intensity modulated NRZ signal at 1310 nm entered the wavelength converter
through a polarization controller (PC1). Next, the 1310 nm NRZ signal passed
through a 1310/1550 nm wideband coupler (WC1) and �nally entered a 1310 nm
SOA. The PC1 was adjusted to achieve the optimum wavelength conversion perfor-
mance. The multi-quantum well SOA employed, had an active area with a length of
800 „m. A 1550 nm CW signal passed through a second wideband coupler (WC2)
and was fed into the 1310 nm SOA.

The 1310 nm SOA was employed in a bidirectional con�guration and the 1550 nm
signal travelled through the 1310 nm SOA in the opposite direction to the 1310 nm
NRZ signal. The polarization of a 1550 nm CW signal was adjusted by a polarization
controller (PC2) to be approximately 45– to the orientation of the SOA polarization
axes. This adjustment maximized the e�ect of nonlinear polarization rotation on the
1550 nm signal. In the system applications, the 1550 nm signal will be generated
locally in the converter node. Therefore the polarization state of the 1550 nm CW
signal can be easily controlled and ensured to be stable, to guarantee optimal perfor-
mance of wavelength conversion. The presence of the WC2 was not essential for the



70 1310-to-1550 nm transparent optical connectivity

multi-Gbit/s
NRZ

@ 1310 nm

CW
@ 1550 nm

13
10

/1
55

0 
nm

W
id

eb
an

d 
C

ou
pl

er

13
10

/1
55

0 
nm

W
id

eb
an

d 
C

ou
pl

er

PC1 PC2

SOA
1310 nm

1550 nm

1310 nm

PC3
PBS

All-optical
1310-to-1550 nm 

wavelength converter

ATT

OBP

EDFA
PREC

Rx
Multi-Gbit/s

BER
Tester

WC1 WC2

IN

OUT

45°

Figure 3.9: 1310-to-1550 nm wavelength converter setup

proper operation of the wavelength converter and the CW signal at 1550 nm coming
from the PC2 could be directly fed into the 1310 nm SOA. During experiments the
1310 nm output of the WC2 was used for monitoring purposes.

Due to the changeable SOA birefringence the 1550 nm signal at the SOA output
had a changed state of polarization with respect to the 1550 nm signal without any
1310 nm signal present. After passing through the SOA, the 1550 nm signal was sep-
arated from the 1310 nm signal in the WC1 and entered a polarization �lter formed
by a PBS and a polarization controller (PC3). The PBS had an extinction ratio bet-
ter than 20 dB. After the PBS, the 1550 nm signal entered a pre-ampli�ed receiver.
The pre-ampli�ed receiver consisted of a variable attenuator (ATT), an EDFA, an
optical band-pass �lter (OBP), and a multi-Gbit/s data receiver in combination with
a BER tester.

3.3.2 Non-inverting and inverting operation
First, the non-inverting and inverting operation under dynamic conditions were in-
vestigated. Figure 3.10 schematically visualizes both modes of operation. As transfer
functions, the curves from Figure 3.8 are applied. In the non-inverting mode of op-
eration the low input signal level corresponds to the low output signal level. In the
inverting mode of operation the low input signal level corresponds to the high output
signal level.

It is clear that the transfer curves determine the signal shape after conversion.
In the case of non-inverting conversion, the signal shape is preserved due to the
positive slope of the almost linear transfer curve. In the case of inverting conversion,
the signal shape will be distorted due to the nonlinear transfer curve. Moreover, a
signi�cant reduction of the extinction ratio can be expected if the slope is shallow.
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Figure 3.10: Non-inverting and inverting mode of operation

A 10 Gbit/s NRZ signal was generated in an IM with a PRBS of length 231 ¡ 1.
The power of the input 1310 nm signal was set to 4.6 dBm and the power of the
1550 nm CW laser was set to 7.0 dBm. The output 1550 nm signal was evaluated in
the pre-ampli�ed 10 Gbit/s receiver. In the experiments an SOA current of 300 mA
was maintained. The system was optimized to achieve �rst non-inverting and then
inverting wavelength conversion.

Figure 3.11 shows captured eye diagrams and signal traces. Both inverting and
non-inverting conversions are presented. The eye diagram and the signal trace for
non-inverting conversion show clear open eye and indicate excellent operation of the
wavelength converter. Some asymmetry in the eye diagrams can be observed. It
was demonstrated in [85�87], that the injected light reduces the SOA recovery time.
Therefore the rise time of the non-inverted signal, when the signal is injected into
the SOA, is shorter than the fall time, when there is no signal.

The inverted signal is distorted. The strongly nonlinear transfer function causes
signal distortions and reduction of the extinction ratio. Moreover, the inverted signal
has the long rise time and the short fall time, which agrees with the principle of the
inverting operation. However, pronounced di�erence between the fall time of the
non-inverting operation and the rise time of the inverting operation can be observed.

This apparent di�erence is caused by the limitations of the digital communica-
tion analyzer, used to capture eye diagrams and signal traces. In the non-inverting
operation, the falling edge of the signal could not be entirely visualized due to the
minimal value of the signal that can be visualized. In the inverting mode of opera-
tion, the slow rising edge is entirely visible. High optical power in "0" and "1" levels
overcomes limitations of the digital communication analyzer. Nevertheless, in both
cases the eye is clearly open giving a prospect for an error-free detection.
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In the next step, the performance of the proposed wavelength converter was
investigated by measuring the BER. Results of the BER measurements are visualized
in Figure 3.12. The BER of a non-inverted and an inverted 1550 nm signal as well
as a 10 Gbit/s reference signal was measured as a function of optical power before a
pre-amplifying EDFA. As a reference an optimized 1550 nm NRZ signal generated in
the same IM was used. In all cases no error-�oor was observed, which indicated again
excellent operation of the wavelength converter. The power penalty at BER=10¡9

for the non-inverting conversion was 2.4 dB and 6.9 dB for the inverting conversion.
The power penalty was caused by the slow recovery time of the SOA. By adjusting
the PC1 we veri�ed the polarization sensitivity at BER=10¡9 to be less than 1 dB.

In the next non-inverting wavelength conversion experiment the bit rate was
increased to 20 Gbit/s. The SOA current was increased to the maximum value,
namely 400 mA. Average power of the input NRZ 1310 nm signal was set to 5.3 dBm,
while power of the 1550 nm laser CW was set to 7.0 dBm.

As a reference a 1550 nm NRZ signal generated in the same IM was used. Re-
sults of the BER measurements and the captured 20 Gbit/s eye diagrams are shown
in Figure 3.13. No error-�oor was observed and the power penalty at BER=10¡9

was 3.8 dB. This higher power penalty, in comparison with the 10 Gbit/s operation,
originated from the limited extinction ratio of the converted signal, due to the pro-
nounced in�uence of the SOA recovery time. The limited extinction ratio between
"0" and "1" level is visible in the captured eye diagram. Nevertheless, error-free
wavelength conversion at 20 Gbit/s was achieved.

-32 -30 -28-26 -24

-10

-9

-8

-7

-6

-5

-4

Received power [dBm]

lo
g(

B
it

E
rr

or
 R

at
e)

back-to-back
converted

10 ps/div

10 ps/div

Input @ 1310 nm

Output @ 1550 nm

Figure 3.13: Results of the BER measurements and the captured eye
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3.3.3 1310-to-1550 nm wavelength conversion with simultaneous
data format conversion

Core network transmission systems intended for operation at bit rates higher than
40 Gbit/s usually transmit return-to-zero (RZ) pulses with a pulse duration of a few
picoseconds and utilizing optical time domain multiplexing (OTDM) technique [88] to
overcome the speed limitations of electronic multiplexing, see Section 4.1. Therefore
to realize a transparent optical network a new network subsystem is required to
change the NRZ data format, widely used in the access-metro networks, to the RZ
data format used in high speed OTDM networks.

Desirably, the data format conversion subsystem should perform simultaneously
1310-to-1550 nm wavelength conversion to reduce system complexity, i.e. instead
of separate 1310-to-1550 nm wavelength conversion and afterwards NRZ-to-RZ data
format conversion or vice versa, both operations should be performed simultaneously
in one subsystem. An ultra wideband wavelength and data format converter should
o�er all-optical multi Gbit/s wavelength and data format conversion capability to
avoid optical-electrical-optical conversions, while remaining cost-e�ective. Again,
nonlinear polarization rotation in the transparency region of the SOA o�ers a solution
to this problem.

To achieve simultaneous 1310-to-1550 nm wavelength conversion and NRZ-to-
RZ data format conversion a CW laser source in the wavelength converter setup
presented in Figure 3.9 was replaced by an optical clock source. The optical clock
source provided at the multi-GHz repetition rate a train of very short optical pulses,
with the pulse width in the range of few picoseconds. A mode-locked ring laser was
applied for this, which generated a 10 GHz clock signal at 1550 nm with the pulse
full-width at half maximum (FWHM) =2 ps, measured using an autocorrelator.

An additional variable time delay line was inserted after the optical clock source
to adjust the position of the 10 GHz clock pulses in the time domain. The position
of the pulses in the time domain was adjusted to achieve optimum wavelength and
data format conversion. The power of the input 1310 nm NRZ signal (PRBS 231 ¡1)
remained unchanged and the average power of the 1550 nm clock signal was set to
6.0 dBm.

Based on the previous results, further experiments concentrated on 1310-to-
1550 nm non-inverted conversion. Using the autocorrelator the 1550 RZ signal pulse
FWHM was measured to be 2.2 ps at the converter output. Figure 3.14 shows the
input 1310 nm NRZ eye diagram, the output 1550 nm RZ eye diagram, and the
reference back-to-back 1550 nm RZ eye diagram. The eye diagram of the converted
1550 nm RZ signal shows a clear open eye and indicates excellent operation of the
converter. However, some residual, not completely suppressed clock signal in the "0"
level can be observed as well as variations in the "1" level.

Finally, the BER measurements were performed. The results of the BER mea-
surements are visualized in Figure 3.14. As a reference an optimized 1550 nm RZ
signal was used. The reference signal was generated in the same clock source and
modulated in a following intensity modulator. No error-�oor was observed and the
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Figure 3.14: BER measurements and captured eye diagrams of the 1310
nm NRZ to 1550 nm RZ non-inverted conversion; PRBS 231 ¡ 1

power penalty at BER=10¡9 was 2.0 dB. This result is similar to the power penalty
for 1310-to-1550 nm conversion without NRZ-to-RZ data conversion.

The experimental results indicated that the converted 1550 nm RZ signal could
be used as a tributary channel in an OTDM data stream up to 160 Gbit/s. Again,
by adjusting the PC1 (the 1310 nm signal) the polarization sensitivity at BER=10¡9

was veri�ed to be less than 1 dB.

3.3.4 1310-to-1550 nm wavelength conversion in between two trans-
mission links

Although nonlinear polarization rotation in the SOA was applied previously for in-
band wavelength conversion [78�80] the transmission feasibility of the converted sig-
nals has not been veri�ed. Moreover, the transmission feasibility was not veri�ed in
the case of other ultra wide-band wavelength conversion techniques [67�70]. In this
section, all-optical 1310-to-1550 nm wavelength conversion in between two transmis-
sion links is reported.

Figure 3.15 shows the experimental setup. In a transmitter the 10 Gbit/s NRZ
signal at 1310.7 nm with the PRBS of length 231 ¡ 1 was generated. The power of
the 1310 nm NRZ signal was set to 0 dBm. Then the modulated signal was fed into
a 25 km long SSMF based transmission line. SSMF is currently the most deployed
�bre, particularly in the access and metro systems [15, 20]. The transmission reach
of access systems is speci�ed to be less than 20 km [10, 64]. Therefore undoubtedly
the maximum transmission distance in the 1310 nm wavelength domain was bridged
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in this experiment.
After the �rst transmission line, the 1310 nm signal entered an all-optical 1310-

to-1550 nm wavelength converter. The power of the input signal to the wavelength
converter was equal to -8.4 dBm (point A in Figure 3.15). The applied wavelength
converter was a modi�ed version of the one used in the previous experiments. At
the wavelength converter input a 1310 nm SOA was added to increase power of the
1310 nm signal injected into the switching SOA. To prevent unwanted saturation of
the switching SOA the ASE noise originating from the pre-amplifying 1310 nm SOA
was reduced in a following OBP with the 3 dB bandwidth of 1.2 nm.

The switching SOA operated with 400 mA driving current. Power of the 1550 nm
laser was set to 7.0 dBm. To improve OSNR of the 1550 nm signal, the amplifying
EDFA was applied directly after the 1310/1550 nm coupler. After the EDFA, a PBS
in combination with a PC was placed. As an additional advantage, 3 dB reduction
of the ASE noise was achieved in the PBS. The power of the 1550 nm signal at the
wavelength converter output was set to 0 dBm (point B in Figure 3.15).

The second transmission line was formed by two 50 km long SSMF spans, two
dispersion compensation �bre (DCF) modules and two EDFAs to compensate for
losses in the transmission link. Together, the DCF modules compensated for dis-
persion of 1619 ps/nm. Therefore full compensation of accumulated dispersion of
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a 100 km SSMF link was achieved. After passing through the second transmission
line, the 1550 nm signal was evaluated in a 10 Gbit/s receiver, consisting of an OBP,
a variable ATT and a 10 Gbit/s data receiver in combination with the BER tester.

Figure 3.16 presents the measured 10 Gbit/s eye diagrams and the optical spectra:
a 1310 nm signal after 25 km transmission at the wavelength converter input (A), a
1550 nm signal at the wavelength converter output (B), and a 1550 nm signal after
the 100 km transmission line (C); points A, B, and C in Figure 3.15 respectively. All
eye diagrams show a clear open eye.
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Figure 3.16: Eye diagrams and optical spectra measured at the various
points of the experimental setup

The input 1310 nm signal had the best OSNR, namely 38 dB. The converted
1550 nm signal had the OSNR value equal to 28 dB and the 1550 nm signal after
transmission had the OSNR value equal to 26 dB, shown in the right column of
Figure 3.16. The OSNR degradation was caused by accumulation of the ASE noise
in the EDFAs applied in the transmission line. Reduction of the 1550 nm signal
OSNR leaded to the BER degradation.

Figure 3.17 shows the measured BER curves. No BER error-�oor was observed.
By comparing the 1310 nm input signal with the 1550 nm converted signal the
wavelength conversion power penalty at BER=10¡9 was estimated to be 1.2 dB. By
comparing the 1550 nm signal before and after transmission the transmission power
penalty at BER=10¡9 was estimated to be 0.5 dB.
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Figure 3.17: BER measurements of 1310-to-1550 nm wavelength conver-
sion in between two transmission links

In conclusion, in this section 1310-to-1550 nm wavelength conversion in between
two SSMF based transmission links was demonstrated. Error-free wavelength con-
version and transmission at 10 Gbit/s was achieved. Therefore the transmission
feasibility of the 1310-to-1550 nm converted signals was veri�ed experimentally.

3.4 1310-to-1550 nm transmultiplexing
In the previous section 1310-to-1550 nm wavelength conversion has been demon-
strated utilizing nonlinear polarization rotation in a single SOA. In the experiments
presented a single NRZ data channel in the 1310 nm wavelength domain was con-
verted into a single NRZ data channel in the 1550 nm wavelength domain. This
approach is bandwidth ine�cient in the particular case of a large number of data
channels at low bit rate, i.e. at the interface between access and core networks. Ob-
viously, it is desirable and economically advantageous to combine multiple low bit
rate data streams from the 1310 nm wavelength domain into one data stream in the
1550 nm wavelength domain. Conversion of WDM data streams into one OTDM
data stream is called transmultiplexing.

Figure 3.18 shows a conceptual model of transmultiplexing. The incoming data
streams at di�erent wavelengths are processed in such a way that the output data
stream at a certain wavelength is formed from the time interleaved input data
streams. Therefore from the multiple input data streams a single OTDM data stream
is created at the transmultiplexer output. The bit rate of the OTDM data stream
is a multiple of the bit rate of the input data streams. Transmultiplexing can be
performed on multiplexed data from di�erent wavelengths as well as on the same
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Figure 3.18: Conceptual model of transmultiplexing

wavelength to form one data stream at the chosen wavelength.
Several transmultiplexing techniques have been demonstrated [89�95]. Presented

techniques utilized cross-gain modulation in an SOA [89�91], cross-phase modulation
in an optical �bre [92�94], or cross-absorption modulation in an electro-absorption
modulator [95]. However, the demonstrated transmultiplexing techniques operated
exclusively in the 1550 nm wavelength domain. Here, nonlinear polarization rota-
tion in the SOA will be utilized to achieve 1310-to-1550 nm transmultiplexing, i.e.
multiple WDM data streams in the 1310 nm wavelength domain will be combined
into one OTDM data stream in the 1550 nm wavelength domain, see Figure 3.19.
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Figure 3.19: 1310-to-1550 nm transmultiplexing
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3.4.1 Architecture of the transmultiplexing node
In general, two architectures of the transmultiplexing node can be distinguished, see
Figure 3.20. In both architectures the following functional blocks are required: the
NRZ-to-RZ data format converter, the optical delay, and the wavelength converter.
Certainly, if the appropriate RZ data format is used in the access network NRZ-to-RZ
data format conversion is not necessary.
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Figure 3.20: Transmultiplexer architectures; WC�wavelength converter

In the �rst architecture, all 1310 nm WDM channels are converted into the
1550 nm wavelength domain separately. Hence, for N data channels N wavelength
converters are required. After NRZ-to-RZ data format conversion, that can be done
also in the wavelength converters, the converted data streams are delayed against
each other to achieve an uniform ODTM data stream at the OTDM multiplexer out-
put. As an OTDMmultiplexer, a passive �bre coupler can be used. The disadvantage
of the �rst scheme is that each wavelength channel requires a separate wavelength
converter. This increases system complexity, cost, and reduces scalability.

In the alternative architecture, transmultiplexing is achieved utilizing one 1310-
to-1550 nm wavelength converter performing simultaneously wavelength conversion
and OTDM multiplexing. To achieve that, the incoming NRZ data streams are
�rst converted to the RZ data streams. Then the signals are delayed appropriately.
Finally, all signals are injected into a wavelength converter where transmultiplex-
ing is performed. The advantages of this architecture are simpli�ed design, limited
complexity, and lower cost; the disadvantages: requires N separate NRZ-to-RZ con-
verters or all data streams have to be in-phase. Hence, the second architecture will
be utilized in the further experiments. In both architectures synchronization of the
transmultiplexing node is an important issue and it will be discussed in the separate
section.
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3.4.2 2£5 Gbit/s 1310 nm to 10 Gbit/s 1550 nm transmultiplexing
First, feasibility of 1310-to-1550 nm transmultiplexing based on nonlinear polariza-
tion rotation in a single SOA was veri�ed. Figure 3.21 presents the experimental
setup. The experimental setup can be divided in three parts: a 1310 WDM trans-
mitter, a transmultiplexing subsystem, and an OTDM receiver. In the transmitter,
two 5 Gbit/s NRZ signals were generated by modulating CW signals at 1310.9 nm
and 1313.8 nm in a �rst intensity modulator (IM) driven with a PRBS of length
231 ¡ 1.
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Figure 3.21: Experimental setup of 2£5 Gbit/s to 10 Gbit/s transmulti-
plexing

Next, the 1310 nm WDM signals entered the transmultiplexing subsystem. In a
data format converter, a second IM was driven by a periodic electrical signal. The
driving signal had a pulse width of 100 ps and period of 200 ps, see Figure 3.22a.
Hence, the data format converter reshaped the incoming NRZ signals into the 50%
duty cycle RZ signals with a pulse width set to 100 ps, which equals the pulse width
of a 10 Gbit/s NRZ signal, see Figure 3.22b. It has to be mentioned that it can be
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only done in the presented way when the two data streams are su�ciently in-phase.
The NRZ-to-RZ data format conversion allowed further time domain multiplexing
to achieve a 10 Gbit/s signal at the transmultiplexer output. A following SOA
compensated for losses in both intensity modulators.

A: 5 GHz periodic signal

50 ps/div

B: RZ 1310 nm signal

C: Converted RZ 1550 nm signal

100 ps

Figure 3.22: The 5 GHz periodic signal (A), the RZ 1310 nm signal (B),
and the converted RZ 1550 nm signal (C)

After the data format converter, the WDM signals were split by a �bre coupler
into two arms. Each arm consisted of an OBP to select one of the wavelengths,
an SOA to amplify the signal to the desired level, and a polarization controller
to adjust the signal polarization state. In one of the arms an optical delay line was
inserted. The WDM data channels were delayed approximately 350 bits with respect
to each other to decorrelate them, and to align them correctly in the time domain.
As a result, an aggregate 10 Gbit/s data stream consisting of two time domain
interleaved 5 Gbit/s signals, at two di�erent wavelengths was formed at the output
of a following �bre coupler. The optical power of the WDM channels was set to be
4 dBm per channel at the coupler output. After passing through the next OBP (3 dB
bandwidth 5 nm) the signals were injected into a 1310-to-1550 nm transmultiplexer.

As a transmultiplexer the 1310-to-1550 nm wavelength converter described in
Section 3.3.1 was used. The incoming time interleaved RZ signals introduced ad-
ditional birefringence in the 1310 nm SOA. Therefore the 1550 nm signal at the
transmultiplexing SOA output had a changed state of polarisation with respect to a
1550 nm signal without any 1310 nm signal present. This resulted in multiplexing
of the 1310 nm WDM signals into one 1550 nm OTDM signal. The power of the
1550 nm CW signal was set to 6 dBm and the transmultiplexing SOA driving current
was set to 400 mA.

After passing through the transmultiplexing SOA the 1550 nm signal entered a
polarization �lter formed by a PC in combination with a PBS. The polarization �lter
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was adjusted in such a way that the 1550 nm signal with the rotated polarization
passed through the PBS. After ampli�cation in an EDFA to compensate for atten-
uation in the transmultiplexing SOA followed by an OBP, the 1550 nm signal was
fed into an OTDM receiver. The OTDM receiver consisted of a 10-to-5 Gbit/s de-
multiplexer, realized by an intensity modulator driven by a 5 GHz periodic electrical
signal, a variable ATT, a data receiver and a BER tester.

50 ps/div

50 ps/div

A: Input 5 Gbit/s NRZ at 1310 nm

B: Output 10 Gbit/s NRZ at 1550 nm

Figure 3.23: Measured eye diagrams of 2£5 Gbit/s to 10 Gbit/s trans-
multiplexing
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Figure 3.24: BER measurements of 2£5 Gbit/s to 10 Gbit/s transmulti-
plexing
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Figure 3.23a presents an input 5 Gbit/s signal at 1310 nm captured using a
communication analyzer. The eye diagram of the converted 10 Gbit/s 1550 nm
signal (see Figure 3.23b) shows a clear open eye and indicates excellent operation of
the transmultiplexer. Finally, the performance of the proposed transmultiplexer was
investigated in the BER measurements.

Figure 3.24 shows the BER curves for the converted two channels and a reference
back-to-back signal as a function of measured optical power before a 5 Gbit/s data
receiver. As a reference an optimized 5 Gbit/s NRZ signal at 1550 nm was used. To
allow reliable comparison with the converted signals the reference 5 Gbit/s signal was
reshaped in the 10-to-5 Gbit/s demultiplexer driven by the 5 GHz periodic signal. No
BER error-�oor was observed, both channels showed almost identical performance
and the power penalty for the conversion at BER=10¡9 was 2.6 dB.

In conclusion, a novel transmultiplexing technique based on nonlinear polariza-
tion rotation in a single SOA has been demonstrated. The time interleaved signals
at two di�erent wavelengths in the 1310 nm wavelength domain introduced alternate
changes in the SOA birefringence. As a result, the polarization state of the 1550 nm
output signal rotated, which was explored by the polarization �lter.

3.4.3 4£2.5 Gbit/s 1310 nm to 10 Gbit/s 1550 nm transmultiplex-
ing

Figure 3.25 presents the experimental setup used to realize 4£2.5 Gbit/s 1310 nm
to 10 Gbit/s 1550 nm transmultiplexing. The 2.5 Gbit/s bit rate is the standardized
bit rate for up-stream communications in access networks such as GPON [10,64,65].
Similarly to the previous experiment, the experimental setup can be divided into
three parts: a 4£2.5 Gbit/s transmitter, a transmultiplexing subsystem, and a 1550
nm OTDM receiver.

In the transmitter, four CW signals at 1311.5 nm, 1312.9 nm, 1314.3 nm and
1315.6 nm were coupled together in a passive �bre coupler and modulated simulta-
neously in an IM at bit rate 2.5 Gbit/s with PRBS of length 231¡1. The polarization
state of the CW signals was adjusted to achieve maximum modulation performance.
To compensate for losses in the 6 dB �bre coupler and the modulator, all four NRZ
2.5 Gbit/s signals were ampli�ed simultaneously in an SOA. The power level of each
signal was set to -7 dBm per channel at the transmitter output, see Figure 3.26a.

After the transmitter the signals entered a transmultiplexing subsystem. The
transmultiplexing subsystem comprised a NRZ-to-RZ data format converter, a WDM
channel time delay, and an all-optical 1310-to-1550 nm transmultiplexer. In the data
format converter the NRZ data format of 2.5 Gbit/s signals was changed to the RZ
data format with 25% duty cycle, i.e. FWHM 100 ps.

As a data format converter a second IM driven by an electrical signal sequence
"1000" was used. The "1000" sequence was repeated with the period equal to 400 ps
(2.5 GHz). The data format converter was synchronized using a back-to-back elec-
trical clock signal. In general, as a data format converter an EAM driven by the
2.5 GHz sinusoidal electrical signal can be used. Unfortunately, a 1310 nm EAM
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was not available at the moment of experiments. To compensate for losses in the IM
an SOA was applied. Figure 3.27 presents the input 1310 nm 2.5 Gbit/s NRZ signal,
the periodic "1000" electrical signal and the converted 1310 nm RZ signal. Optical
spectrum after the NRZ-to-RZ data converter is presented in Figure 3.26b.

After the data format converter the RZ WDM signals entered a WDM channel
delay. The WDM channel delay had two functions: to decorrelate and to adjust
the WDM channels to form the uniform OTDM data stream at the output of the
transmultiplexer. In a real system the �rst function will not be necessary because
the incoming data streams will be anyway decorrelated. The second function will
be realized by the delay lines placed in the incoming �bre links, see Figure 3.20.
However, those two functions were necessary to achieve proper operation of the
proposed transmultiplexer in the laboratory experiments.

In the WDM channel delay, �rst all signals were demultiplexed in the wave-
length domain by an AWG described in Section 2.3. The AWG not only performed
a demultiplexing operation on the wavelength channels but also the ASE noise �l-
tering. Then the data channels were delayed against each other. The time delay
was realized by inserting the �bre spans of length 5 m, 10 m, and 15 m and the
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Figure 3.27: 1310 nm signal before (A) and after (C) NRZ-to-RZ data
format conversion, and the driving 2.5 GHz "1000" electrical signal (B)

variable delay lines. The variable delay lines synchronized exact positions of the
RZ pulses in the time domain to form the uniform output data stream. In prac-
tical realizations, the optical delay lines of 400 ps will be required to achieve the
necessary delay at a bit rate of 2.5 Gbit/s. Assuming the same aggregate bit rate,
where AggregateBitRate = NumberOfChannels £ BaseBitRate, for the higher
transmultiplexing factor, e.g. 8-to-1 longer delay lines will be required according to
the relationship: RequiredDelay = 1=BaseBitRate. Such long delay lines allow
maximum �exibility when adjusting position in the time domain of the RZ pulses
before the transmultiplexing sub-system.

To compensate for losses and to set output power to the desired value the 1310 nm
SOAs were used. After the SOAs all signals were combined in the following AWG.
The application of the AWG has advantages of low insertion loss and simultaneous
ASE �ltering. The drawback of the proposed solution is the necessity of a �xed
wavelength allocation grid in the access network.

Finally, an aggregate 10 Gbit/s data stream consisting of four time domain in-
terleaved 2.5 Gbit/s signals at four di�erent wavelengths was formed at the output
of the second re-combining AWG. Further, the composite 10 Gbit/s signal entered a
1310-to-1550 nm transmultiplexer described in the previous section. Optical power
of the WDM channels was adjusted to be -2 dBm per channel at the wide-band cou-
pler output, see Figure 3.26c. In the all-optical transmultiplexer, all four 1310 nm
signals were simultaneously multiplexed in the time domain and converted into the
1550 nm wavelength domain. The optical spectrum of the 1550 nm output signal is
presented in Figure 3.26d.
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Figure 3.28 shows eye diagrams for the converted 1550 nm signals. All eye di-
agrams demonstrate a clear open eye and indicate excellent operation of the trans-
multiplexer. Transmultiplexing of single or three channels was achieved by blocking
the optical signal paths of the other channels. Asymmetry in the rise and the fall
time is visible. This asymmetry is a main cause of the transmultiplexing penalty.

50 ps/div

50 ps/div

50 ps/div

A: Single 1550 nm signal

B: Three 1550 nm signals

C: Four 1550 nm signals

Figure 3.28: Transmultiplexed 1550 nm signals

In the presented experiments, the �nal OTDM signal has an NRZ data format,
i.e. N incoming neighbouring in the time domain "1" signals with the pulse width T
lead to the �nal "1" signal with the pulse width equal to N£T at the transmultiplexer
output, see Figure 3.29. This feature was realized by proper choice of the RZ pulse
width and correct alignment of the adjacent signals in the time domain. To achieve
transmultiplexing to the RZ format the input RZ pulse width has to be very short.
The limitation here is a slow falling edge of the converted signal. It can be concluded
from Figure 3.28 that to achieve the RZ signal at the transmultiplexer output the
adjacent signals have to be spaced in the time domain at least 200 ps.

The 1550 nm OTDM signal was fed into an OTDM receiver. The OTDM re-
ceiver consisted of an OTDM demultiplexer, a variable ATT, a data receiver, and a
BER tester. An IM driven by a 2.5 GHz "1000" periodic electrical signal realized
demultiplexing of the 10 Gbit/s data stream to the 2.5 Gbit/s data stream. The
demultiplexer was synchronized using an electrical clock signal.

Figure 3.30 visualizes the BER curves for the transmultiplexed signals and a
reference signal as a function of measured optical power before the data receiver.
As a reference we used the aggregate 10 Gbit/s signal at the output of the second
AWG, i.e. four time interleaved 2.5 Gbit/s WDM signals in 1310 nm wavelength
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Figure 3.29: RZ-to-NRZ transmultiplexing, T-pulse width

domain. Both reference and transmultiplexed signals were evaluated in the same
OTDM receiver. No BER error-�oor was observed. All four demultiplexed reference
signals showed almost identical performance as well as all four transmultiplexed
signals. The transmultiplexing power penalty at BER=10¡9 was 3 dB.
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Figure 3.30: BER measurements of 4£2.5 Gbit/s to 10 Gbit/s transmul-
tiplexing

In Section 3.3.3, 1310-to-1550 nm wavelength conversion with simultaneous NRZ-
to-RZ data format conversion was demonstrated. In the last experiment, the 1550 nm
CW source was replaced by a 10 GHz optical clock at 1550 nm generated by a mode-
locked laser. The input power of the 1310 nm signals remained unchanged and the
average power of the 1550 nm clock signal was set to 7 dBm. The pulse FWHM was
measured using an autocorrelator at the transmultiplexer output to be 2.2 ps. The
eye diagrams for the transmultiplexed 1550 nm signal show a clear eye opening, see
Figure 3.31. However, signal distortions due to the limited extinction ratio of the
transmultiplexed signal are visible in the "0" level as well as variations in the "1"
level.
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Figure 3.31: Transmultiplexed RZ 1550 nm signals

Results of the BER measurements are presented in Figure 3.32. As a reference
a 2.5 Gbit/s 2 ps FWHM signal at 1550 nm was used. Again, no error-�oor was
observed, all channels showed almost identical performance and the transmultiplex-
ing power penalty at BER=10¡9 was 2.8 dB. These results demonstrate that the
transmultiplexed 1550 nm signal can be used as a tributary channel in an OTDM
data stream up to 160 Gbit/s.
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Figure 3.32: BER measurements of 4£2.5 Gbit/s to 10 Gbit/s transmul-
tiplexing with simultaneous NRZ-to-RZ data format conversion
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3.5 Synchronization of the 1310-to-1550 nm interconnect
The presented wavelength conversion concept operates asynchronously without any
re-timing and bu�ering capabilities but it may provide some signal regeneration ca-
pabilities. Basically, the 1310 nm data is copied into the 1550 nm signal preserving
timing of the input signal. In the case of 1310-to-1550 nm wavelength conversion
without data format conversion the situation is simple. A single data stream at
1310 nm is copied into one data stream at 1550 nm. Then the 1550 nm data stream
is transported further through the core network. Therefore synchronization is not
required. However, when 1310-to-1550 nm wavelength conversion with simultane-
ous NRZ-to-RZ data format conversion or transmultiplexing is required, to achieve
uniform network operation synchronization of access and core network is necessary.

The important assumption is that the access network acts as a slave with respect
to the core network and therefore the clock signal of the access network has to be
synchronized to the core network. The access network node receives the data from
the core network. Therefore the clock signal of the core network is distributed to the
access nodes. The clock signal of the access node synchronizes to the received signal
from the core network. As a result, the access node is roughly synchronized to the
core network. To perform �nal synchronization the optical delay lines compensating
for changes in the phase of the incoming signal and adjustment of the clock signal
generator in the access node can be applied. Both cases require an active control
loop.

In the �rst case, the control loop is realized in the interface node and is formed
by a clock signal comparator, a delay line control and a delay line. The di�erence
between core and access network clock signals is detected and applied to control
the optical delay line. By adjusting the optical delay line, changes in the phase
of the incoming data signal from the access node are compensated. This solution
allows for compensation of slowly varying phase changes. The advantage is that the
compensation takes place in the interface node and therefore simplifying architecture
of the access node.

In the second case, the di�erence between clock signals is detected and sent to
the access node, e.g. by an additional control channel realized as a logical channel
or at a separate wavelength. In the access node, the clock frequency is adjusted
to compensate the clock signal di�erence. The advantage of this scheme is that it
allows precise compensation for the clock signal variations. However, it requires an
additional control channel. Moreover, the control loop reacts with the delay caused
by processing electronics and it complicates design/architecture of the access node.
Figure 3.33 visualizes both cases. In practical applications to achieve maximum
�exibility both solutions have to be applied.

An interesting case is when a re�ective SOA (R-SOA) is utilized in the access
nodes. In the access systems utilizing the R-SOA, the remote optical source, placed
in the central o�ce or the core-to-access interface node, sends the CW optical signal
to the access node, where the CW signal is modulated with the user data. Next,
the modulated signal is sent back from the access node to, e.g. the core-to-access
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Figure 3.33: Schematic diagram of access and core network synchroniza-
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interface node [96, 97]. The advantage of this access network system is that the
optical sources are removed from the access nodes simplifying system design and
management.

However, when instead of the CW signal the RZ signal is sent to the access
node, a simple synchronization method of incoming from the user data signals can
be realized, see Figure 3.34. An RZ signal generator in the interface node generates
a RZ signal at the certain clock frequency. The RZ signal is transported through the
�bre link to the access node. In the access node, the RZ signal is modulated with
the user data. To perform modulation, the clock signal retrieved from the RZ signal
is used to synchronize driving electronics. To retrieve the clock signal from the RZ
signal an electrical low-pass �lter can be used.

Then the modulated RZ signal is coming back to the converter node. In the
converter node the RZ signal is converted with simultaneous data format conversion
into an (OTDM) data stream at the desired wavelength. The converted data stream
is transmitted further through the core network.
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Figure 3.34: Schematic diagram of access and core network synchroniza-
tion utilizing R-SOA
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To control the RZ signal generator two clock signals are used: the clock signal
of the core network and the clock signal of the modulated RZ signal. In the case of
a di�erence between the core network clock signal and the RZ clock signal, the RZ
generator frequency is adjusted to eliminate di�erence. As a result, the incoming
modulated RZ signal is synchronized to the core network. The presented solution
has the advantage of simplifying architecture of the access node, while achieving high
�exibility in synchronization of incoming data signals. Moreover, the control scheme
is very simple to realize and delays are reduced to minimum.

When exclusively wavelength and data format conversion is required the RZ sig-
nal can have, e.g. 80-90% duty cycle. The slow recovery time of the SOA eliminates
virtually the RZ data format at the converter output. However, in the transmul-
tiplexing applications the RZ signals may have already the desired duty cycle, i.e.
20-25% in the case of 4-to-1 transmultiplexing. As a result, NRZ-to-RZ conversion
is omitted simplifying the transmultiplexing node architecture.

3.6 Conclusions
In this chapter transparent optical connectivity between the 1310 nm and the 1550 nm
wavelength domain has been investigated. First, potential applications of ultra-wide
band wavelength conversion were identi�ed. Transmission in the 1310 nm wave-
length domain is standardized for the up-stream communication, from the user, in
the access networks. To realize transparent optical connectivity between access and
core network, all-optical 1310-to-1550 nm wavelength up-conversion is necessary. To
achieve this a novel 1310-to-1550 nm wavelength conversion technique is proposed.

The proposed wavelength conversion technique is based on nonlinear polarization
rotation in a single SOA. Through variations in the SOA birefringence, changes in the
signal polarization state are enforced, which are further explored by the polarization
�lter. This e�ect was applied to the signals in the transparency region of the SOA. As
a result, 1310-to-1550 nm wavelength conversion was realized using a single 1310 nm
SOA.

The static and dynamic operation of the wavelength converter based on the pro-
posed technique was successfully evaluated in various experiments. It was demon-
strated that the proposed technique has in general 2R regeneration capabilities, and
non-inverting or inverting operation can be achieved. Error-free non-inverting and
inverting conversion at 10 Gbit/s was achieved. The limiting factor was slow re-
covery time of the SOA. By replacing a CW source with an optical clock source,
1310-to-1550 nm wavelength conversion with simultaneous NRZ-to-RZ data format
conversion was achieved. This simultaneous wavelength and data format conver-
sion is particularly important when the core network utilizes 160 Gbit/s or higher
OTDM transmission. Operation of the proposed wavelength converter was veri�ed
in the transmission experiments as well. Error-free 1310-to-1550 nm wavelength
conversion in between two SSMF transmission links was realized.

To realize e�cient conversion of the multiple data streams from the access net-
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work into the core network a novel transmultiplexing technique was proposed and
realized. Transmultiplexing allows multiplexing of multiple low bit rate data streams
into one data stream. The proposed 1310-to-1550 nm transmultiplexing technique
utilized nonlinear polarization rotation in an SOA. Error-free 2£5 Gbit/s to 10 Gbit/s
and 4£2.5 Gbit/s to 10 Gbit/s transmultiplexing has been demonstrated.

The proposed 1310-to-1550 nm wavelength conversion/transmultiplexing tech-
nique has several key advantages: it enables transparent all-optical networking, a
single SOA is used, it operates at high bit rates (demonstrated 20 Gbit/s), it o�ers
in general 2R regeneration, NRZ-to-RZ data format conversion and the converted
RZ signal can be used as a tributary channel in an OTDM data stream. In princi-
ple, the proposed technique may be used for any up-conversion from the SOA gain
region with simultaneous NRZ-to-RZ data format conversion. The other semicon-
ductor based 1310-to-1550 nm wavelength converters had a limited speed to below
500 Mbit/s [68, 69] and in general lack of regeneration capabilities, or they required
complicated control mechanism (demonstrated operation below 1.5 Gbit/s) [70]. The
periodically polled LiNbO3 waveguide has an advantage of high speed operation.
However, it lacks regeneration capabilities, it is polarization sensitive, and it is ex-
tremely expensive.

In the practical realizations couple of constrains have to be addressed. For the
proper operation of the proposed wavelength converter, precise polarization adjust-
ment of the 1550 nm signal is necessary. However, since this signal will be generated
locally in the wavelength conversion node the polarization state of the 1550 nm sig-
nal can be easily controlled by application of polarization maintaining components.
It was shown in the presented experiments that the proposed wavelength converter
is less sensitive to the polarization state of the 1310 nm signal. Nevertheless, to
achieve optimal and stable performance a tuneable polarization controller can be ap-
plied at the 1310 nm input of the 1310-to-1550 nm wavelength converter. The other
constrain are high losses in the 1310 nm SOA experienced by the 1550 signal which
a�ects indirectly quality of the 1550 nm signal. This can be alleviated twofold: by
application of a high output power 1550 nm CW laser or post-ampli�cation. The
combination of both solutions will give the best OSNR value of the post-ampli�ed
1550 nm signal.

The advantages and disadvantages of the proposed wavelength conversion tech-
nique apply to the transmultiplexing operation as well. The presented by others
techniques, based on a nonlinear-optical loop mirror [94] or an EAM [95] allowed
transmultiplexing up to an aggregate OTDM data stream of 60 Gbit/s and 80 Gbit/s
respectively. However, the other techniques transmultiplex signals exclusively within
one wavelength band with a remote prospect to realize 1310-to-1550 nm transmulti-
plexing.
The demonstrated results prove that the proposed concept is a strong candidate to
realize transparent optical connectivity between access-metro and core networks in
all-optical communication networks.



Chapter 4
GT-UNI based add-drop multiplexing

This chapter discusses application of the 1310 nm SOA in an all-optical add-drop
multiplexer. Using the 1310 nm SOA in a gain-transparent ultrafast nonlinear inter-
ferometer (GT-UNI) con�guration, all-optical OTDM add-drop multiplexing of 1550
nm signals was realized. The add-drop multiplexer was tested in the laboratory as
well as in �eld trial experiments showing excellent performance up to 160 Gbit/s.1

4.1 OTDM technology
Future optical communication networks will operate with much higher transfer ca-
pacities per �bre than the present ones. It is an open issue whether this will be
accomplished by a higher number of wavelengths per �bre (wavelength division mul-
tiplexing) or by higher bit rates per wavelength, or most likely a combination of both.
Present optical transmission systems o�er a transmission capacity up to 40 Gbit/s
per wavelength channel. The bit rate of the transmitted signals is presently limited
by electronics. Only very recently, electronics operating at 100 Gbit/s was demon-
strated [52]. The solution that overcomes this limitation is optical time division
multiplexing (OTDM) [103].

In an OTDM system, data streams at a base bit rate are interleaved in the time
domain to form a data stream at a higher bit rate. To achieve this, the data streams
have to be encoded into pulses with duration much smaller than a base repetition
rate. Figure 4.1 shows an example of the OTDM data stream. A data stream at
the base bit rate B is encoded onto return-to-zero (RZ) pulses with repetition rate
T = 1=B. N of such base rate data streams form after multiplexing in the time
domain a �nal data stream at an aggregate bit rate N £ B. One RZ pulse occupies
a fraction of a time slot tS = 1=(N £ B).

1Parts of this chapter are published in [98�102]
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Figure 4.1: Sketch of an OTDM data stream

The OTDM transmission system consists of an OTDM transmitter, a transmis-
sion link, and an OTDM receiver, see Figure 4.2. In the transmitter an OTDM data
stream is generated. First, short RZ pulses are generated. As a source of RZ pulses
passive or active mode locked lasers are used. An alternative is the application of
an electro-absorption modulator (EAM) driven by the electrical clock signal carving
pulses from a CW input signal. Then the data stream is encoded onto RZ pulses
and �nally multiplexed in the time domain.
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Figure 4.2: OTDM transmission system

Subsequently, the OTDM data stream is transmitted through the �bre link. The
�bre link consists of the transmission �bre, optical ampli�ers, as well as dispersion
and PMD compensation. After the transmission link, the OTDM data stream enters
the OTDM receiver. In the OTDM receiver, the OTDM data stream is demultiplexed
to the base rate data streams. After optical-to-electrical conversion the base rate data
streams are processed further in the electrical domain. To realize demultiplexing
nonlinear e�ects in a �bre or an SOA can be utilized. Again, an alternative is
demultiplexing utilizing an electrically driven EAM. To achieve proper operation of
the demultiplexer a clock recovery sub-system is necessary. The clock recovery sub-
system synchronizes operation of the demultiplexer with the incoming ODTM data
stream.
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Figure 4.3: OTDM transmission network

Using the presented OTDM transmission system any transmission network can
be realized, e.g. the one presented in Figure 4.3. The presented network is based
on point-to-point connections. However, such a solution su�ers a lack of e�cient
switching capabilities. To remove one data channel from the incoming data stream
(drop operation) and to insert simultaneously a new data stream (add operation)
all channels have to be �rst demultiplexed and only then a new OTDM data stream
can be formed. This approach requires a signi�cant number of OTDM demultiplex-
ers in each switching node, which complicates system architecture and signi�cantly
increases the system cost.

To achieve network �exibility a new network component is required. An all-
optical add-drop multiplexer will perform add and drop operations without unnec-
essary demultiplexing of all channels. In an intermediate step (through operation)
one empty time slot is created in the incoming OTDM data stream. The through
operation is also called in the literature the continue operation. To keep consistent
with the previous publications the through term will be used. Drop, through, and
add operations in the add-drop multiplexer are schematically visualized in Figure
4.4. Obviously, the add-drop multiplexer has to be synchronized and therefore a
clock recovery sub-system is required.

Through Add

Drop

Add-drop multiplexer

Figure 4.4: Add-drop multiplexer
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The add-drop multiplexer can be applied in networks based on the ring struc-
ture as well as on the mesh structure. In both cases, �exible all-optical switching
is achieved allowing all-optical OTDM networking. A schematic example of both
network types is presented in Figure 4.5. In each network node, add-drop operation
is performed.
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Figure 4.5: Ring and mesh add-drop network

Several all-optical add-drop multiplexers operating at 40 Gbit/s based on an
electro-absorption modulator [104], cross phase modulation in the �bre [105], and
a monolithic Mach-Zehnder Interferometer [106] have been demonstrated. Switches
based on semiconductor components are promising candidates to realize add-drop
multiplexing because of the high potential for photonic integration.

In the case of the SOA based interferometric switches there are two factors that
limit the switch performance. First, component imperfections limit performance
of interferometric setups like a Mach-Zehnder Interferometer. Secondly, the slow
SOA recovery time and therefore gain variations cause an amplitude modulation of
the data signals passing through the SOA. The �rst problem can be overcome by
applying the switch where the operations: drop, through, and add can be optimized
separately. The second problem can be solved by utilizing a switch con�guration
where the data signal is not a�ected by the gain recovery of the SOA. Here, an
add-drop multiplexer will be presented where both limitations are alleviated. It is
achieved by utilizing the gain-transparent (GT) operation of the ultra-fast nonlinear
interferometer (UNI).

Research presented in this chapter was conducted in the framework of the Eu-
ropean Commission 5th Framework Programme FASHION (ultraFAst Switching in
HIgh-speed OTDM Networks) project.
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4.2 Gain-transparent ultrafast nonlinear interferometer
4.2.1 Gain-transparent switching
In a conventional interferometric switch con�guration the data and control signals
are co-located in the gain region of the SOA. The optical control pulse depletes
the carriers in the SOA causing a change of gain (amplitude) and refractive index
(phase). The phase change experienced by the data signal is used for interferometric
switching. However, the gain change causes an amplitude modulation of the trans-
mitted data. This unwanted e�ect degrades the quality of the further transmitted
signal. Moreover, ASE noise is added to the transmitted data signal. Figure 4.6a
shows schematically the conventional mode of the SOA operation. Both the data
and the control signals are co-located in the gain region of the switching SOA.
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Figure 4.6: Conventional and gain-transparent operation of the SOA

In a gain-transparent mode of operation, only the control signal is located in the
gain region of the SOA. The gain-transparent operation of the SOA is shown in the
Figure 4.6b. The control signal is located at 1310 nm. The data signal is located
at 1550 nm. However, the control signal changes the refractive index at 1310 nm
as well as 1550 nm with an associated phase shift for the data channel enabling
the interferometric switching. However, the amplitude change of the data signal is
insigni�cant and no ASE noise is added. The optical spectra captured in a gain-
transparent con�guration are shown in Figure 3.7. It has been demonstrated that a
gain-transparent operating SOA shows three times smaller phase shift, but also eight
times smaller gain variations in comparison to a conventionally operated SOA [107].
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The gain-transparent operation of the SOA was �rst applied to realize wavelength
conversion from 1300-to-1550 nm in a Mach-Zehnder Interferometer (MZI) [70].
Later applications to the demultiplexing experiments in a SLALOM and a MZI
con�guration have been shown [108�111]. In this thesis applications of nonlinear po-
larization rotation in the transparency region of the SOA have been already demon-
strated in Chapter 3.

4.2.2 Principe of ultrafast nonlinear interferometer
Polarization switching in an ultra-fast nonlinear interferometer (UNI) was �rst re-
ported in [112] and furthermore with the improved setup in [113]. The principle of
UNI switching can be described as follows. First, two orthogonal polarization modes
of the incoming data stream are delayed against each other in the time domain, see
Figure 4.7a. Then, the data stream together with a control pulse is injected into a
switching SOA, see Figure 4.7b. The control pulse induces gain and phase changes.
However, those changes are not experienced in the same way by the orthogonal po-
larization modes of the input data stream. The leading pulse "2" does not experience
the phase change, but the trailing pulse "2'" and the following pulses "3" and "3'"
experience the phase change. To achieve the maximum switching performance the
control pulse has to be located just after the leading "2" pulse and the trailing "2'"
pulse just after the control pulse. Limitation here is the pulsewidth of the control
and data pulses.
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Figure 4.7: Scheme of ultrafast nonlinear interferometer



4.2 Gain-transparent ultrafast nonlinear interferometer 101

After the SOA, the control pulse is separated from the data stream and the pulse
delay between the orthogonal polarization modes is cancelled, see Figure 4.7c. As a
result, the orthogonal sub-pulses pair "1-1'" does not have the phase di�erence and
the pair "3-3'" has the negligible phase di�erence caused by the slow recovery time of
the SOA. However, pair "2-2'" has the signi�cant phase di�erence. In Chapter 3, it
was shown that the phase di�erence between the orthogonal pulses can be utilized to
realize polarization switching. Therefore the recombined pulse "two" has a di�erent
polarization state with respect to the pulses "one" and "three".

Polarization switching described and utilized in the previous chapter was based
on birefringence of the SOA, i.e. asymmetry of the SOA gain. Here, polarization
switching is achieved by introducing a phase shift between the time delayed orthog-
onal polarization modes. In both cases the phase variations lead to the polarization
state changes that are further explored to achieve switching of the data signals.
However, the GT-UNI switch was not based on nonlinear polarization rotation.

The demultiplexing experiment at 40 Gbit/s utilizing the UNI switch was de-
scribed in [114] and later at 80 Gbit/s in [115]. The 160-to-10 Gbit/s and 160-
to-40 Gbit/s demultiplexing experiments in the GT-UNI switch were presented in
[116, 117]. The polarization independent GT-UNI switch was described in [118].
However, add-drop multiplexing was not investigated in the GT-UNI switch.

4.2.3 GT-UNI switch
Figure 4.8 shows the experimental set-up of the GT-UNI switch. Figure 4.9 presents
one of the GT-UNI switch realizations. The operation principle of the GT-UNI
switch can be explained as follows. An OTDM data signal at 1550 nm enters the
GT-UNI switch by an optical circulator (Circ1). Subsequently, the data is launched
into a highly birefringent polarization maintaining �bre (PMF). The polarization
state at the PMF input, controlled by a polarization controller (PC1), is set such
that the data pulses have equal components in the main axes of the PMF. Thus, after
leaving the PMF, each data pulse is split into an orthogonally polarized fast and slow
pulse with approximately equal intensities, and both sub-pulses are separated in time
relative to each other by a delay ¿sw equal in the proposed scheme to 5 ps.

An alternative method to achieve pulse delay in the time domain of the orthogonal
polarization modes is presented in Figure 4.10. The polarization state of the incoming
data signal is adjusted in such a way that after the PBS both orthogonal polarization
modes have equal amplitudes. In one of the arms an optical delay line is inserted.
The delay line adjusts the relative delay between pulses. Finally, both pulses are
recombined after the following PBS. The presented method has the advantage of
more �exible adjustment of the ¿sw delay. However, to achieve reliable operation
thermal stabilization is required. Therefore in the proposed GT-UNI setup a solution
based on the PMF was applied, which is more resilient to temperature changes. Since
the GT-UNI switch is based on delay between two orthogonal polarization modes, it
is polarization sensitive. Hence, at the 1550 nm OTDM input of the GT-UNI switch
an (automatic) polarization control has to be applied.
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Figure 4.8: GT-UNI switch

Next, the two sub-pulses are coupled via Circ2 into a fold-back loop containing
a 1310 nm SOA. The 1310 nm SOA is a 800 „m MQW ampli�er and the gain peak
is at 1290 nm (29 dB gain with 300 mA drive current). The data pulses in the
SOA experience an attenuation of more than 20 dB. This loss is attributed to �bre-
SOA coupling, waveguide scattering, and free-carrier absorption in the SOA active
layer. After passing the SOA, the sub-pulses are ampli�ed in an erbium-doped �bre
ampli�er (EDFA). In the 1310 nm SOA no ASE noise is added to the data signal.
However, due to high attenuation the data signal experiences OSNR reduction in the
following EDFA.

After ampli�cation, the sub-pulses are re-launched into the same birefringent
PMF by Circ2. Here, the polarization state of the data sub-pulses is adjusted by
the PC2 in such a way, that the sub-pulse fast component is projected into the slow
axis of the PMF, and vice versa. By this, the delay between the two sub-pulses is
reversed and a recombined pulse will appear at the PMF end.

At the output of the Circ1, the recombined OTDM data signal is split into
two arms: drop and through. Each arm contains a polarization �lter formed by
a polarization controller (PC3 and PC4) in combination with a polarization beam
splitter (PBS1 and PBS2). In the absence of a control pulse, both data sub-pulses
experience the same conditions in the loop, and therefore the polarization state of
the recombined pulse is unchanged. As a result, the recombined pulse with the
unchanged phase conditions and therefore the polarization state will leave the GT-
UNI switch via the through port (PC3 and PBS1).
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Figure 4.9: Photography of the GT-UNI switch

For switching, a high-intensity control pulse is launched into the SOA. A 1310 nm
mode-locked semiconductor laser generates the periodic control pulses. A variable
delay ¿1 is used to adjust the temporal position of the control pulses with respect
to the data pulses. For optimum switching performance, a high-intensity control
pulse should be inserted between the two data sub-pulses. The insertion is realized
through a coarse wideband wavelength coupler (WC).

After saturating the SOA, the control pulses are removed from the loop by a
second WC. By doing so, the control signals can be reused for other applications.
One of the applications is monitoring of the control signal. In such a way, the control
signal is monitored without losses in signal power before the switching SOA. Another
application is the reuse of the control signal in the following GT-UNI switch, placed
in the same add-drop node. Hence, one control signal source can provide the control
signal to several switches allowing multiple add-drop multiplexing in the same add-
drop node. This reduces the add-drop switch cost and complexity while increasing
switching capabilities.

When a single control pulse is present between the data sub-pulses, the leading
sub-pulse preserves its original phase and the trailing sub-pulse experiences a phase
shift. The polarization state of the recombined data pulse is rotated with respect to
the polarization state of unswitched one. Hence, the data pulse leaves the switch via
the drop port (PC4 and PBS2).

In the ideal case, the nonlinear phase shift is … rad and orthogonal polarization
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rotation takes place. Hence, a single PBS can be used to achieve drop and through
operations. If the phase shift is less than … rad, as in most practical cases, a fraction
of drop pulses appears in the through port, causing reduction of a contrast ratio
between remaining through channels and the emptied time slot and detrimental
optical crosstalk for a possible add channel. In the proposed setup, drop and through
channels are optimized separately in parallel. Therefore the cross-talk caused by the
limited polarization rotation is minimized.

After one channel is dropped, a new base rate data channel is inserted into the
empty time slot in the through data stream. The add operation is realized in a
passive �bre combiner, where the through and the add data streams merge together.
To achieve proper alignment in the time domain of the newly added channel an
additional delay line is used ¿2. As a result, a new OTDM data stream is formed at
the through and the add output.

The proposed setup di�ers from the setup presented in [116]. In the GT-UNI
loop an optical ampli�er (EDFA) is included. Because of this, the reduction of signal
quality due to the OSNR degradation is minimized. However, the most important
improvement is the application of the �rst circulator (Circ1). In the initial setup
[116], only one circulator was applied. By adding a second circulator more �exibility
in the system optimization is achieved. First, cancellation of the pulse delay by
means of PC2 adjustment does not in�uence directly any of the outputs, as in the
previously reported setup [116]. Therefore the properly recombined OTDM signal
is realized at the output of the Circ1. Moreover, by application of a 3 dB power
splitter the drop and through operations are optimized separately compensating for
the limited phase change.

4.3 GT-UNI based add-drop multiplexer
4.3.1 Switching window characteristics
In the previous section, a gain-transparent ultrafast nonlinear interferometer was de-
scribed. The proposed interferometer supports simultaneous add-drop multiplexing.
Next, the add-drop multiplexer was evaluated in the laboratory experiments. First,
the switching window was measured.
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The switching window characteristics were measured by injecting the 1550 nm
repetitive pulses into the add-drop switch. Figure 4.11 shows the experimental setup.
The GT-UNI switch presented in Figure 4.8 was extended by addition of a 1310 nm
mode-locked laser operating with the repetition frequency of 10 GHz and a 1310 nm
SOA to amplify the control signal. The control pulse had the pulse width of 3 ps
and the avarage power of about +8 dBm. These two components are not shown
in Figure 4.11. As a source of a 1550 nm signal a �bre mode-locked laser with the
repetition frequency of 10 GHz was used (2 ps pulse width). To the drop and through
outputs of the GT-UNI switch power meters were connected. The output power was
measured as a function of the control signal time delay. Before measurements the
GT-UNI switch was adjusted to give optimal switching performance.
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Figure 4.11: Evaluation setup of the GT-UNI switching window

Results of the switching window measurements are visualized in Figure 4.12. A
high drop and through contrast of more than 20 dB was measured. The estimated
switching window width at half maximum was 4.7 ps for the drop operation and 6.2 ps
for the through operation. Taking into account that the 160 Gbit/s OTDM signal
has a time interval between adjacent pulses of 6.25 ps, these values indicate that
the presented switch allows add-drop multiplexing at a bit rate up to 160 Gbit/s.
In [113] the UNI switch was presented with a switching window width of 200 fs.
However, only the drop operation was reported. In the next experiments dynamic
operation of the GT-UNI based add-drop multiplexer was evaluated.
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Figure 4.12: GT-UNI switching window measurements
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4.3.2 80 Gbit/s add-drop multiplexing
Figure 4.13 shows the experimental setup of 80 Gbit/s add-drop multiplexing. Op-
tical clock pulses of 2 ps FWHM at 1550 nm with repetition rate 9.95328 GHz were
generated in a �bre mode locked laser (FMLL). The optical clock signal was mod-
ulated in an external intensity modulator at bit rate 9.95328 Gbit/s with PRBS
length of 27 ¡ 1 . To compensate for losses in the modulator, the modulated signal
was ampli�ed in an EDFA. Then the 10 Gbit/s RZ signal was interleaved in the time
domain to form an OTDM data stream at 80 Gbit/s.
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Figure 4.13: 80 Gbit/s add-drop multiplexing experimental setup

Interleaving was realized with polarization maintaining �bre based delay and add
stages. The stage delay was chosen in such a way that PRBS characteristics of the
output OTDM signal were preserved. To realize that the input PRBS data stream is
delayed and added by (27 ¡ 1)=n bit periods with n = 2; 4; 8; :::. It was achieved by
adjustment of the delay line as well as amplitude of the delayed signals to maximize
suppression of the base rate clock component. The 80 Gbit/s time interleaved data
stream was interleaved in further experiments to form a 160 Gbit/s PRBS data
stream, as depicted in Figure 4.14.

10 Gbit/s 20 Gbit/s 40 Gbit/s 80 Gbit/s 160 Gbit/s

Delay Delay Delay Delay

Figure 4.14: 10-to-160 Gbit/s multiplexing based on delay and add stages
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After ampli�cation, the 80 Gbit/s OTDM data stream was injected into an add-
drop multiplexer. In the add-drop multiplexer, the GT-UNI performed the add and
through operations. The drop channel was directly evaluated in a 10 Gbit/s receiver
by means of a BER tester. In the empty time slot of the through channel an add
channel was inserted. It was realized in a passive �bre coupler. The position of the
add channel was adjusted in the time domain by an optical delay line. The resulting
add+through data stream was then gated in a tandem con�guration of EAMs.

The �rst EAM was driven by an RF signal at frequency 40 GHz (4£9.95328 GHz).
The second EAM was driven by the 9.95328 GHz RF signal. The DC-bias of the
EAMs and amplitude of the RF signals were adjusted to achieve su�ciently narrow
switching window, i.e. 10 ps. Such a narrow gating window was necessary to demul-
tiplex the 80 Gbit/s OTDM data stream to the 10 Gbit/s base rate tributaries. The
demultiplexed add+through channels were �nally evaluated in the 10 Gbit/s receiver
and the BER tester.

Figure 4.15 presents eye diagrams of the outputs of the GT-UNI switch. Figure
4.15a shows a 80 Gbit/s input data stream, Figure 4.15b a 10 Gbit/s drop channel,
and Figure 4.15c seven remaining 10 Gbit/s channels in the through port. The perfect
clearing of the drop time slot is visible. After dropping one channel a 10 Gbit/s data
channel at the same wavelength was inserted in the empty time slot to form again
the 80 Gbit/s data stream, see Figure 4.15d. All eye diagrams in Figure 4.15 show
a clear open eye and indicate proper operation of the GT-UNI switch at 80 Gbit/s.

Next, the BER measurements were performed. As a reference, an optimized
10 Gbit/s signal in a back-to-back con�guration was measured. Figure 4.16a shows
the BER measurements for eight drop channels and for seven 10 Gbit/s through chan-
nels. The average power penalty at BER=10¡9 for the drop channels was 3.7 dB
and for the through channels 2.7 dB. The di�erence between the worst and the best
channel in both cases was about 1.4 dB, proving proper operation of the GT-UNI
switch. The BER performance spreading was mainly caused by the environmen-
tal instabilities in�uencing the 10-to-80 Gbit/s multiplication stage. Figure 4.16b
presents the BER performance of one of the drop channels and the inserted, in the
empty time slot, add channel, demonstrating OTDM networking. The sensitivity
penalty at BER=10¡9 for the drop channel was 4.0 dB and for the inserted add
channel 3.0 dB. The sensitivity penalty was caused by a combination of the reduc-
tion of OSNR, polarization misalignment, and in the case of the inserted add channel
the interferometric crosstalk with the residual optical signal of the dropped channel.
However, these interferometric e�ects were so small, that they are barely observed
in Figure 4.15 and in the BER measurements.

In the conducted experiment excellent performance of a GT-UNI add-drop switch
was demonstrated. Error-free operation of drop, through and add functionalities
was achieved. Insigni�cant penalties for all operations were observed. These results
indicate the great potential of the GT-UNI switch for OTDM networking. In the
next experiments, the GT-UNI switch will be evaluated in the 160 Gbit/s add-drop
networking experiments.
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4.4 160 Gbit/s GT-UNI based add-drop node
The experiments presented in the previous section were performed in a back-to-
back con�guration. No transmission was included and the experimental system was
synchronized using an electrical master clock signal. In this section, add-drop mul-
tiplexing experiments including transmission through �bre links will be described.
The sketch of the investigated OTDM add-drop network is shown in Figure 4.17.
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Figure 4.17: Add-drop multiplexing in between two transmission links;
CR clock recovery

4.4.1 Clock recovery
Clock recovery (CR) is an essential part of any transmission system. The transmitted
data signal experiences random time position variations during propagation through
the transmission �bre. These �uctuations lead to a signal phase uncertainty at the
network node. An appropriate clock recovery is especially crucial in ultra high-speed
OTDM systems, where the data channels are multiplexed in the time domain. In
the OTDM data processing node a part of the input data signal is used to drive a
clock recovery sub-system, see Figure 4.17. The clock recovery sub-system locks to
the incoming data signal and generates a base rate clock signal. This type of clock
recovery where the recovered clock is at a base rate is called a pre-scaled subharmonic
clock recovery.

The in�uence on demultiplexing performance of crosstalk and timing jitter is
investigated in [119]. It is shown that large timing jitter between the signal and
control pulses causes an error �oor in the BER performance. The relative root-mean
square (rms) timing jitter value is estimated as the sum of squared rms jitter values
of the data signal and the clock signal.

¾relative =
q

¾2
signal + ¾2

clock (4.1)

It was found that the minimum BER is obtained when the switching window width
equals the data signal time slot width and the rms value of the relative timing jitter
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has to be less than 1/12.2 times the data signal time slot width to ensure BER< 10¡9

and 1/14.1 times the data signal time slot width to ensure BER< 10¡12 [119]. For
the 160 Gbit/s data signal Tslot is equal to 6.25 ps, which leads to ¾relative<512 fs
at BER< 10¡9 and ¾relative< 443 fs at BER< 10¡12.

Many CR methods have been reported. Among them phase-locked loop (PLL)
based systems are the most established ones [120]. A PLL based CR utilizing EAMs
has advantages in terms of stability and compactness. An EAM based CR scheme
was demonstrated in [121, 122]. A CR setup based on a di�erential scheme in a
bidirectionally operated EAM (200 kHz holding range) was presented in [123]. Here,
a novel CR scheme employing a single EAM will be described and evaluated.

Figure 4.18 presents the setup of the proposed CR, which consists entirely of
commercially available components. An input 160 Gbit/s (16£10 Gbit/s) OTDM
signal enters an electro-optical PLL oscillator through a 40 GHz EAM. The EAM
output is detected by a photodetector (PD), ampli�ed by a limiting ampli�er (LA),
and bandpass �ltered by a combination of a high-Q �lter (Q»1000) and a bandpass
ampli�er (BPA). A radio frequency (RF) mixer combines the �ltered data signal
with a locally generated 10 GHz clock of a voltage-controlled oscillator (VCO) for
phase detection. The resulting phase error is processed in an active lowpass �lter
(LPF) and is subsequently used to drive the VCO. The gating signal is derived from
the VCO output, which is then quadrupled (£4) to 40 GHz.

160 Gbit/s data
EAM PD

Mixer
RF

LPF10 GHz
VCO 

´́́́ 4

high-Q
filter

recovered
electrical clock

LO
BPA

IF

LA

Figure 4.18: Schematic of the proposed clock recovery circuit

The quadrupler consists of two doublers in cascade, each sandwiched by high-gain
ampli�ers. For normal operation (»5¡8 dBm input power), the ampli�ers produce
su�cient power to saturate the doublers, resulting in a frequency multiplied output
signal (40 GHz sine) with a constant amplitude. However, if the input power is
below threshold (<3 dBm), the power to the �rst doubler is too low to switch on
the ampli�er, which in turn provides too little power for the second doubler. As
a consequence, the output 40 GHz signal has a strong amplitude component with
100 ps interval, see Figure 4.20a. This e�ect is further pronounced by the nonlinear
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Figure 4.19: Photography of the clock recovery setup

characteristic of the EAM. Figure 4.20b shows a 160-to-40 Gbit/s demultiplexed by
the EAM signal, which has a strong 10 Gbit/s component.

The performance of the clock recovery was evaluated in two steps. First, the
recovered signal trace, the RF spectrum and the rms timing jitter of the recovered
clock signal were measured. Secondly, the clock recovery setup was applied in back-
to-back 160-to-10 Gbit/s demultiplexing experiments.

Figure 4.21 shows the signal trace, the RF spectrum and the single sideband
(SSB) phase noise of the recovered clock. The carrier-to-noise ratio at 10 kHz o�set
was measured to be 92 dBc/Hz. Integrating the single sideband phase noise over an
interval 10 kHz¡10 MHz resulted in the rms timing jitter of around 205 fs. The rms
timing jitter measured by a digital communication analyzer with a precision time
base module con�rmed this value.

Figure 4.22 shows the measured rms timing jitter as a function of the EAM
input optical power. The rms timing jitter decreases as the input optical power
to the EAM increases. This is largely caused by the increase of the signal-to-noise
ratio of the photodiode output for higher input powers. For input powers between

100 ps 100 psA B

20 ps/div 20 ps/div

Figure 4.20: Response of the quadrupler (A) and of the EAM (B) for a
160 Gbit/s OTDM input signal
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-4 and +6 dBm the rms timing jitter was 200-210 fs, which correspond to the VCO
jitter performance. Switching the PRBS length to 231 ¡ 1 produced almost identical
results. However, in this case the PRBS character of the 160 Gbit/s signal was
not preserved and the data channels were somewhat correlated. A true 160 Gbit/s
PRBS signal based on a 231 ¡ 1 PRBS will require extremely long delays in the
passive 10-to-160 Gbit/s multiplexer.

The rms timing jitter of less than 250 fs was measured over the wavelength range
1545-1560 nm. The holding range of the clock recovery setup was examined by
adjusting the base rate once locking was achieved. The holding range was veri�ed
to be approximately 10 MHz, which is limited by the bandwidth of the operational
ampli�ers in the LPF. The presented measurements show excellent quality of the
recovered clock signal. According to the calculations presented above, the proposed
clock recovery should allow error-free 160-to-10 Gbit/s demultiplexing.

Finally, the performance of the recovered clock signal was investigated in 160-
to-10 Gbit/s back-to-back demultiplexing experiments. The experimental setup is
given schematically in Figure 4.23.

2 ps
10 Gbit/s

PRBS 27-1

´ 16
MuX

¸ 16
DeMuX
GT-UNI

CR

EDFA

10 Gbit/s
Receiver

+
BERT

Prec

160 Gbit/s transmitter 160 Gbit/s receiver

Figure 4.23: 160-to-10 Gbit/s back-to-back demultiplexing setup

The receiver consisted of an optical ampli�er, a 160-to-10 Gbit/s demultiplexer,
a 10 GHz clock recovery setup, and a 10 Gbit/s optical receiver. The BER was
evaluated in a BER tester (BERT). The sensitivity performance was related to input
power to the optical receiver at BER=10¡9. For 160-to-10 Gbit/s demultiplexing
the drop output of the GT-UNI switch was used. The power of the input signal
was +10 dBm for the GT-UNI switch and +3 dBm for the CR setup. The results
of measurements using the master and the recovered clock signals are depicted in
Figure 4.24.

The sensitivity values for the master clock were observed in general to be …1 dB
worse than those for the recovered clock because the master clock was not always
phase-matched to the data coming from the transmitter, as the transmitter con-
tained relatively long �bres. Moreover, the RF ampli�ers used to deliver the RF
signal degraded performance of the electrical master clock signal. This di�erence
is insigni�cant if the complexity and the large variations of the ambient conditions
of the experimental setup during laborious and time-consuming BER measurements
are taken into account.
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Figure 4.24: CR evaluation: receiver sensitivity values at BER=10¡9

4.4.2 Transmission experiments
The demultiplexing performance of the GT-UNI based add-drop switch was further
evaluated in the transmission experiments. Laboratory and �eld trial experiments
were performed. To provide synchronization to the incoming data stream a clock
recovery sub-system was applied.

Laboratory transmission
Figure 4.25 presents the laboratory transmission setup. The 160 Gbit/s data stream,
obtained by bit-interleaving 16£10 Gbit/s channels (1.6 ps pulse-width, 27¡1 PRBS,
and 1551 nm wavelength), was launched into a transmission line consisting of two
SSMF spans of about 80 km each, the DCF modules, and the EDFAs. EDFAs were
used to compensate for the losses in SSMF and DCFs.
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DCF80 km
SSMF

´ 2

A B C

Figure 4.25: 160 Gbit/s laboratory transmission setup

Figure 4.26 shows the eye diagrams captured using an optical sampling oscil-
loscope (OSO) before (A) and after (B) 160 km transmission. The eye shape is
preserved and the eye diagram is clearly open after 160 km transmission. The pulse-
width was measured to be 1.9 ps after the transmission link. The system penalty due
to polarization mode dispersion was alleviated by coupling the optical data signal to
the principal states of polarization of the transmission link.
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Figure 4.26: Results of 160 Gbit/s laboratory transmission experiments

After the transmission link, the GT-UNI based demultipexing node was placed.
In the demultiplexing node, �rst the clock recovery was performed. Average optical
power was about +10 dBm at the GT-UNI input and about +3 dBm at the clock
recovery input. The recovered electrical clock was used to synchronize the GT-UNI
demultiplexer (the rms timing jitter of about 210 ps). The demultiplexed drop signals
were evaluated in a 10 Gbit/s receiver in combination with a BER tester.

Figure 4.26 presents the BER values of the demultiplexed channels as a function
of input power to the 10 Gbit/s receiver. Figure 4.26c shows the 10 Gbit/s drop
signal captured using the OSO. A proper operation of the demultiplexer is visible
and the neighbouring channels are adequately suppressed. For reference, a BER
measurement of a 10 Gbit/s back-to-back signal in an identical optical pre-ampli�ed
receiver is shown. The drop channels of the GT-UNI show a sensitivity penalty of
about 5-9 dB in comparison to the 10 Gbit/s reference signal. Spreading over all
channels was present due to imperfections and instabilities in the multiplication and
compensation stage.

Field trial transmission

Next, �eld trial transmission experiments were conducted. Figure 4.27 shows the
experimental setup. The 160 Gbit/s transmitter and receiver were sited in Ipswich.
The EDFAs and DCFs were co-located in Ipswich and Newmarket, United Kingdom.
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Figure 4.27: 160 Gbit/s �eld-trial transmission setup

In the transmitter, a 160 Gbit/s data stream was generated by interleaving copies
of a 10 Gbit/s return-to-zero (RZ) signal, which was generated in an erbium-glass
oscillator pulse generating laser (ERGO-PGL). The ERGO-PGL generated the clock
pulses with a pulse width of 2 ps FWHM at a wavelength of 1551.7 nm and at
a repetition rate of 9.95328 GHz. The signal was modulated with PRBS of length
27¡1 in an external intensity modulator. 10-to-160 Gbit/s multiplication of the data
stream was achieved with four PMF based delay and add stages. To get a realistic
160 Gbit/s data stream the delay was adjusted such that an input 27¡1 PRBS at
10 Gbit/s resulted in an output 27¡1 PRBS at 160 Gbit/s (PRBS-maintaining mul-
tiplication). Due to the long �bres in the transmitter and no thermal stabilization,
this subsystem was a source of instabilities in the further experiments.

The transmission line consisted of up to eight 68.85 km spans of SSMF, DCFs,
and EDFAs to compensate for the losses in SSMF and DCMs. The �bres have
been buried in the ground for more than �ve years and are connecting Ipswich and
Newmarket. The �bre parameters are shown in Table 4.1. Launch powers into the
transmission �bers and the DCM were 8 dBm and 6 dBm, respectively. Degradation
due to PMD was minimized by coupling the data signal to the principal states of
polarization of the �bre link. Chromatic dispersion of the link was compensated
with granularity down to 10 m and dispersion slope was 100% compensated. This
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Table 4.1: Fibre parameters for the total length of 68.85 km per �ber
Span Loss CD PMD
no. dB ps/nm ps
1 15.3 1156 0.74
2 16.8 1159 0.51
3 16.7 1162 0.66
4 16.5 1159 0.52
5 16.2 1165 1.00
6 16.6 1159 0.71
7 15.6 1160 1.20
8 16.9 1149 2.60

dispersion management resulted in an optical pulse train with a pulsewidth of 2.2 ps
before a 160 Gbit/s demultiplexer. Eye diagrams captured using an OSO at the
various points of the experimental setup are shown in Figure 4.28. The eye opening
is clear and the signal shape is preserved indicating proper compensation of chromatic
dispersion and minimization of the PMD in�uence.

A: 160 Gbit/s input signal B: after 137.7 km transmission

C: after 275.4 km transmission D: drop after 275.4 km transmission

100 ps

100 ps 100 ps

100 ps

6.25 ps 6.25 ps

6.25 ps

Figure 4.28: 160 Gbit/s eye diagrams captured in various points of the
�eld transmission setup

In the receiver node, the GT-UNI switch acted as a demultiplexer. The demulti-
plexed signals were evaluated in the 10 Gbit/s optical receiver in combination with
the BER tester. A fraction of the incoming data signal was coupled to a clock re-
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covery circuit. The input signal was +10 dBm for the GT-UNI switch and +3 dBm
for the CR setup. The resulting BER curves are shown in Figure 4.29. As a refer-
ence the back-to-back demultiplexing results were used. The average back-to-back
sensitivity at BER=10¡9 was -32.0 dBm, see Figure 4.29a. The spread in the sensi-
tivity for the di�erent channels for the back-to-back measurements was found to be
3.3 dB. This spread was caused mainly by �uctuations in the multiplexer alignment
due to temperature changes (up to 15–C). For the transmission experiments addi-
tional spreading can be explained by changes of the residual chromatic dispersion
and PMD. Since a recon�guring of the �ne-tuning �bre would have been necessary,
an adaptation of the chromatic dispersion during the measurement was not possible.

After 137.7 km of transmission the average sensitivity at BER=10¡9 was ¡31:0 dBm.
This gave the power penalty of 1 dB introduced by 137.7 km transmission. The cor-
responding BER curves are depicted in Figure 4.29b. After 275.4 km of transmission
the average sensitivity at BER=10¡9 was ¡30:0 dBm. This gives a power penalty of
2 dB introduced by 275.4 km of transmission. When compared to 137.7 km trans-
mission one can see that the penalty increased approximately by the same amount
as when changing from a back-to-back to two spans. The BER curves for four spans
of transmission are depicted in Figure 4.29c.

Experimental results of transmission over eight spans show signi�cant spreading,
see Figure 4.29d. During the �rst measurement a BER value less than 10¡9 was
reached for the three adjacent channels. In the next measurements, the transmission
system showed worse performance. BERs in the order of 10¡9 could be measured
again, but only for some tens of seconds, not long enough to execute reliable mea-
surements.

These spreadings in the performance were mainly due to the statistical impact
of PMD, for which no compensation was possible during the course of the project,
and due to variations of chromatic dispersion. Due to the long measurement time
necessary to take the sensitivity curves of all channels and the rather fast �uctuations
of the transmission performance, a reliable readjustment of dispersion compensation
modules was impossible. Moreover, the system tolerances for the dispersion vari-
ations after such a long transmission span are very tight requiring almost perfect
compensation [124].

To examine the evolution in time of the residual chromatic dispersion after the
transmission link, RZ pulses from the ERGO laser pulse source were coupled into a
275 km transmission link (as described earlier) and the pulse width of the received
pulses after transmission was measured with the OSO. The results are shown in Fig-
ure 4.30. During the measurement the pulse width was recorded every 2.5 minutes.
The pulsewidth varied from 2.5 ps to more than 5 ps FWHM. The latter number is
much too high for 160 Gb/s transmission, where each bit slot has a duration of only
6.25 ps. After applying the tuneable dispersion compensator the pulsewidth stayed
nearly constant at the initial value of about 3 ps [125]. The residual variations in
the pulsewidth are attributed primarily to higher-order PMD. As a consequence,
tuneable dispersion compensation is mandatory in 160 Gbit/s transmission systems.
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Figure 4.29: Results of BER measurements of 160 Gbit/s OTDM �eld
transmission experiments
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Figure 4.30: Measured evolution of the pulsewidth after transmission over
275 km

4.4.3 OTDM add-drop networking experiments
In the previous experiments demultiplexing capabilities of the GT-UNI switch were
tested and evaluated in the laboratory and the �eld trial transmission experiments.
In the next step, complete OTDM switching functionalities were tested in the �eld
trial environment. The experimental setup of the OTDM network is presented in
Figure 4.31. The OTDM network consisted of an OTDM transmitter, an add-drop
node and an OTDM receiver. The transmitter, the add-drop node and the receiver
were co-llocated in Ipswich, while the transmission took place between Ipswich and
Newmarket. For OTDM add-drop experiments �bre spans #1 to #4 were chosen,
see Table 4.1.

In the transmitter, described in detail in Section 4.4.2, a 160 Gbit/s OTDM
signal was generated, see Figure 4.32a. The 160 Gbit/s signal was injected into
the �rst transmission link (spans #1 and #2). To achieve optimal signal quality
at the add-drop node and at the receiver node, �ne dispersion compensation and
PMD alleviation had to be performed twice. First, before the add-drop node and
secondly before the receiver node. This is in contrast to the previous transmission
experiments, where �ne dispersion compensation and PMD alleviation was performed
only at the end of the transmission link. Therefore in the OTDM add-drop networks
�ne dispersion compensation and PMD alleviation have to be realized before each
OTDM node.

After the �rst transmission link, the 160 Gbit/s signal entered the GT-UNI based
add-drop node. In the add-drop node part of the signal was tapped o� to drive the CR
circuit. The power to the GT-UNI switch (+10 dBm) and to the CR circuit (+3 dBm)
was the same as in the transmission experiments. The CR circuit synchronized the
GT-UNI switch as well as an add channel. The add channel was generated with
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Figure 4.31: 160 Gbit/s OTDM networking experimental setup

a �bre ring laser (9.95328 GHz 2.2 ps FWHM) modulated with a 27 ¡ 1 PRBS in
an external intensity modulator. Wavelength, amplitude, phase, and polarization
of the added channel were adjusted to meet the transmitted signal in the through
port. The �nal combination of the through and add data streams was realized by
a passive coupler. The eye diagrams of drop and through signals are presented in
Figure 4.32b-c.

After the second transmission link (spans #3 and #4) the 160 Gbit/s signal was
fed into a 160 Gbit/s OTDM receiver, see Figure 4.32d. In the OTDM receiver, a CR
circuit similar to the one in the add-drop node, however showing a slightly worse per-
formance was applied. FWM in an SOA was used as demultiplexing technique [126].
A second erbium glass solid state laser (control pulse laser) which generated pulses
of 2 ps FWHM at a wavelength of 1543 nm was synchronized via the CR circuit to
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Figure 4.32: Eye diagrams of 160 Gbit/s OTDM networking experiments

the 16th subharmonic of the 160 Gbit/s data signal. The pulses of the control laser
were superposed with the data signal. The wavelength con�guration relative to the
gain maximum of the SOA has been optimized as described in [127]. The FWM
product was �ltered with a narrow band �lter and fed into a standard pre-ampli�ed
10 Gbit/s receiver. The BER curves were measured by attenuating the input signal
into the 10 Gbit/s receiver.

In the presented eye diagrams, recorded with an optical sampling oscilloscope
(OSO), see Figure 4.32, it can be observed that the pulse width evolved from 2.0 ps
at the transmitter output, to 2.2 ps in the through port, and 2.7 ps before the OTDM
receiver. The pulse width evolution was caused by the residual dispersion. The eye
pattern is clearly open for all channels and good drop and through operation is
visible. From all eye diagrams it can be seen that the pulse shape and quality were
well preserved during transmission and switching. Minor amplitude variations of the
through channels due to the residual absorption changes in the GT-SOA and the
phase di�erence between sub-pulses can be observed.

Figure 4.33 shows BER curves of transmission and switching functions measured
using the OTDM receiver node. The back-to-back BER curve in Figure 4.33a was the
reference for the networking measurements. The sensitivities of about ¡24:0 dBm
with FWM in SOA were measured in the back-to-back con�guration. The di�erence
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Figure 4.33: BER performance of 160 Gbit/sOTDM networking

of 8 dB with respect to the measurements with the GT-UNI based demultiplexer (see
Figure 4.29) can be explained by the fact that a FWM product is inherently of low
power (<¡20 dBm) and a substantial amount of OSNR is lost in the demultiplexing
process. In the GT-UNI, the power levels of the signal never drop to such small
values. Therefore the degradation of the OSNR was less pronounced in the GT-UNI
switch.

Figure 4.33b shows the BER results of FWM demultiplexing before the add-drop
node. The average sensitivity was observed to be ¡23:3 dBm, resulting in a 137.7 km
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transmission power penalty …1 dB. This result agrees in general with the transmis-
sion power penalty measured with the GT-UNI based demultiplexer, see Figure 4.29.
Directly after the add-drop node the average sensitivity for the through and add
channels was ¡20:7 dBm (see Figure 4.33c). This sensitivity value leads to a power
penalty of approximately 2.6 dB in the 160 Gbit/s add-drop node. This penalty is
largely caused by OSNR degradation in the GT-UNI switch. After additional two
spans transmission (see Figure 4.33d) the quality of the signal degraded, however it
was signi�cantly above the forward error-correction threshold for BER<10¡12. This
degradation was caused by the fact that the operational margins are very narrow
for this transmission range. The time varying e�ects like dispersion or PMD started
to become detrimental to the signal quality. Unfortunately as is the transmission
experiments continuous re-adjustment of dispersion compensation was impossible.

4.5 Conclusions
In this chapter, applications of the 1310 nm SOA to OTDM switching were evaluated.
To achieve a competitive advantage over existing technologies the OTDM technology
has to enable �exible all-optical switching, i.e. add-drop multiplexing. The all-optical
OTDM switches presented by the others were operating up to bit rate of 40 Gbit/s,
basically speed of the commercially available electronics. To increase the allowable
bit rate a new add-drop switching technique was necessary.

The proposed add-drop technique is based on a gain-transparent operation of an
ultrafast nonlinear interferometer using a 1310 nm SOA. In this way the data signal
was signi�cantly less a�ected by the control signal via carrier recovery of the SOA
and simultaneous optimization of the drop and through channels was possible. The
proposed GT-UNI switch was extensively tested in laboratory experiments. Satisfy-
ing operation of all add-drop functionalities was achieved and error-free operation at
80 Gbit/s was demonstrated with insigni�cant penalty.

To provide synchronization of the GT-UNI switch to the incoming data signal
a novel clock recovery method was developed. A simple and compact subharmonic
10 GHz clock recovery setup using a single unidirectional EAM was demonstrated.
The recovered clock signal exhibited a low rms timing jitter of around 205 fs over
a wide range of optical input powers and wavelengths. The clock recovery setup
was tested successfully in the transmission experiments allowing 160-to-10 Gbit/s
error-free demultiplexing.

Finally, the developed GT-UNI switch was tested in the �eld trial experiments.
First, transmission experiments were performed. The GT-UNI switch in combina-
tion with the developed clock recovery scheme allowed error-free transmission at
160 Gbit/s over a distances of up to 550 km of �eld-installed legacy �bre. In the
following experiments, a fully functional 160 Gbit/s OTDM add-drop network con-
structed with the �eld deployed �bre has been demonstrated. All network functional-
ities, i.e. transmission, clock recovery, and switching showed satisfying performance.
Variations of PMD and dispersion limited the performance of 160 Gbit/s transmis-
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sion. Therefore to cope with the time varying e�ects a tuneable dispersion compen-
sator is mandatory. The presented results proved that OTDM add-drop networks
are feasible.

During the course of the OTDM networking project, it turned out that another
group was also working on a 160 Gbit/s add-drop switch using the GT-UNI concept.
The presented add-drop switch [128] had a similar performance to the one developed
at Eindhoven University of Technology. The main di�erences between setups devel-
oped at TU/e and Heinrich-Hertz-Institut, Berlin, Germany are that there no EDFA
was placed in the GT-UNI loop, the polarization dependent pulse delay based on the
optical delay line was applied (see Figure 4.10), and the PBSs were applied instead
of the circulators. Moreover, several other 160 Gbit/s and above OTDM add-drop
multiplexing experiments were demonstrated afterwards. The alternative add-drop
switches utilized a nonlinear optical loop mirror [129, 130], a Kerr-gate [131] or two
standing wave enhanced electro-absorption modulators [132].

The developed GT-UNI switch allowed 160 Gbit/s add-drop multiplexing with
the tributary 10 Gbit/s. Operation with the tributary 40 Gbit/s can be signi�cantly
a�ected by the SOA recovery time as demonstrated in [117]. The add-drop switches
based on nonlinear e�ects in an optical �bre are free from this limitation. 320 Gbit/s
add-drop multiplexing with the tributary 10 Gbit/s [130] and 40 Gbit/s [131] has
been demonstrated. However, similarly to the GT-UNI switch they required polar-
ization control of the OTDM and control signals. Moreover, the �bre based switches
have little prospect for photonic integration. Therefore stability issues have to be
de�nitely address here.

The EAM based switch [132] allowed 160 Gbit/s add-drop multiplexing with
the tributary 40 Gbit/s. The presented EAM based switch utilized two, in gen-
eral polarization insensitive, standing wave enhanced electro-absorption modulators,
one to achieve drop functionality and a second one to realize through functionality.
Therefore the advantages of this switch are compactness, polarization insensitivity,
and stability. However, with the currently available devices only operation with the
tributary 40 Gbit/s is possible.





Chapter 5
Conclusions

This thesis reports on applications of the 1310 nm semiconductor optical ampli�ers
(SOAs) in �bre optic communication networks. SOAs are versatile components that
can be used for optical signal ampli�cation and all-optical signal processing.

The 1310 nm SOA can support cost-e�ective high-speed multi-wave-
length transmission in the 1310 nm wavelength domain. From the presented
analysis it has been concluded that the 1310 nm wavelength domain is particularly
interesting to realize high speed (>10 Gbit/s) multi-wavelength transmission in the
metro transmission range due to the virtual absence of dispersion related penalties for
standard single-mode �bre. As an optimal operation wavelength band the wavelength
range 1306-1319 nm was pinpointed.

The ampli�cation performance of the SOA is limited by the ASE noise and sat-
uration e�ects. Accumulation of the ASE noise limited the transmission reach in
the conducted experiments to 200 km. Saturation e�ects limit the maximum SOA
output power to a few dBm per channel. In the multi-channel transmission scheme
the power of all signals has to be taken into account when choosing the operating
point of the SOA. Due to the low dispersion value, transmission systems operating
in the 1310 nm wavelength domain may su�er from the nonlinear four-wave mixing
e�ect. This e�ect can be minimized by reducing the input power or by applying a
special channel allocation grid. The FWM countermeasures may decrease bandwidth
utilization e�ciency. The presented results of experiments, e.g. 4£40 Gbit/s trans-
mission over 50 km of SSMF showed undoubtedly that cost-e�ective transmission in
the metro area can be realized utilizing the 1310 nm SOAs.

The 1310 nm SOA can be utilized to realize transparent optical con-
nectivity between the 1310 nm and 1550 nm wavelength domains. 1310-to-
1550 nm transparent optical connectivity simpli�es network architecture by omitting
optical-electrical-optical conversions between access and core networks. Nonlinear
polarization rotation in the transparency region of the 1310 SOA allowed 1310-to-
1550 nm wavelength conversion as well as the aggregation (transmultiplexing) of
multiple data streams in the 1310 nm wavelength domain into one data stream in the
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1550 nm wavelength domain. The performance limiting factor was the SOA recovery
time. Hence, to achieve operation at high bit rates, SOAs with a short recovery time
(a few dozen of ps at 10 Gbit/s) have to be applied. Error-free 1310-to-1550 nm
wavelength conversion and transmultiplexing have been successfully demonstrated.

To achieve optimal operation of the proposed wavelength converter, the polar-
ization state of optical signals has to be carefully adjusted and controlled. To allow
e�cient transmultiplexing the use of arrayed-waveguide gratings is necessary. How-
ever, this requires standardization of the wavelength grid in the 1310 nm wavelength
domain. The current standardization covers only channels with a spacing of 20 nm.
The future standardization can be based on the 100 GHz or even 50 GHz grid.

To realize 1310-to-1550 nm wavelength conversion with simultaneous NRZ-to-
RZ data format conversion or 1310-to-1550 nm transmultiplexing, synchronization
of the access and core networks is necessary. The most promising candidate to
realize synchronization of the access and core networks is application of RZ signals
in combination with the re�ective-SOA in the user terminal node.

The 1310 nm SOA can be applied as a switching element to realize
all-optical switching of 1550 nm optical signals. By applying the 1310 nm
SOA in a gain transparent (GT) con�guration for use in an ultrafast nonlinear inter-
ferometer (UNI), all-optical add-drop multiplexing of the 1550 nm data signal was
realized. In the proposed con�guration the 1550 nm data signal was not a�ected by
the gain dynamics of the 1310 nm SOA. Moreover, simultaneous adjustement of drop
and through channels was possible. A drawback of the GT-UNI switch is polariza-
tion sensitivity. This can be alleviated by application of the automatic polarization
control at the input of the GT-UNI switch.

The GT-UNI switch has been extensively tested in the laboratory. Field-trial
experiments showed error-free transmission at 160 Gbit/s over up to 550 km of SSMF
and also realization of a fully functional 160 Gbit/s OTDM add-drop network. The
performance of the transmission experiments was limited by time varying e�ects
like polarization mode dispersion and changes in the dispersion value caused by
environmental instabilities. Hence, to realize ultra high-speed networks tuneable
compensation of time varying e�ects is obligatory.

The presented results underline that the 1310 nm semiconductor optical ampli-
�er is a versatile component of optical networks and allows realization of cost-e�ective
transmission, transparent optical connectivity, and all-optical gain-transparent switch-
ing. Therefore it can support several indispensable functionalities in optical commu-
nication networks.
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