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ABSTRACT 

This thesis concerns constructions and bounds for codes for three different 
kinds of situations. The first chapter treats bounds and constructions for 
codes for a so-called three-way channel. The bounds are derived by applying 
random-coding techniques. The construction of the codes is more or less and 
hoc. Furthermore, a generalization of Schalkwijk's idea for the two-way chan­
nel is investigated. The second chapter is on bounds and constructions of error 
correcting codes for the binary adder two-access channel. The lower bounds 
are derived by techniques similar to the Gilbert-Varshamov argument. The 
construction of the codes uses concatenation techniques. The chapter is also 
partly concerned with the construction of codes over a ternary alphabet sup­
plied with the somewhat unusual Manhattan-distance. These codes then are 
used as building blocks in the concatenation method. The third chapter is con­
cerned with codes constructed from Algebraic Geometry. Especially the codes 
from Hermitian curves are studied thoroughly. 
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0.0. INTRODUCTION 

Chapter 0 

General Introduction 

This thesis contains the results of my research during the period '83-'88 when I 
was working for the Netherlands Organization for Pure Research Z.W.O. The 
investigated subjects have in common that they deal with constructions and 
bounds for codes. However, the techniques involved are quite different. The 
first problem is about a three-way channel, which is a generalization of the 
two-way channel introduced by Shannon and studied thorougly by Schalkwijk. 
The second problem is about coding for the noisy-access binary adder channel. 
This problem was already studied by among others H.C.A. van Tilborg and T. 
Kasami. It appeared that there is a close relation between ternary codes in the 
Manhattan metric (i.e. the £-distance, which will be defined in Chapter 2) and 
error correcting code pairs. Therefore we will give bounds on this kind of 
codes. 
The third subject is becoming more and more important these days and is con­
cerned with codes from Algebraic Geometry. In the chapter dealing with this 
subject we give an overview of general results. My own contribution was a 
detailed study of the codes from Hermitian Curves. 

0.1. NOTATIONS, DEFINITIONS AND REMARKS 
In this thesis are some notations and concepts that are used a lot of times. In 
this section we discuss the most important ones. 

CoNVENTION 1. All logarithms in this thesis are log to base 2 so by log x we 
mean lo82x. 

DEFINITION 2. The binary entropy function h(x) is defined to be: 

h(x): - x logx -(1-x) log(l-x). 

DEFINITION 3. If a,b,c are events with probabilities P(a), P(b), P(c), P(a!b) 
etc., then the mutual information of a and b conditional to c is defined as: 

I (a ;hie) : = log(P(a,blc)/(P(alc)P(blc))). 

(Cf. [1], Chapter 2). 

DEFINITION 4. If A,B and C are sets with probability measures 
P(a), P(b), P(aib), P(c) etc. then the average mutual information of A and B 
conditional to C is defined to be: 
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I (A ;BjC): = /(a ;bjc)P(a,b,c). 
(a,b,c)eA •B•C 

(cf. [I], Chapter 2). 

DEFINITION 5. If X is a stochastic variable with probability distribution P (X), 
then the entropy H (X) is defined to be: 

H (X): = IJ>(X) logP(X). 
X 

REMARK 6. For more details about entropy functions, average mutual infor­
mation etc. we refer to Gallagers excellent book [I]. 

DEFINITION 7. A q-ary code of length n and distanced will be called a q-ary 
(n,d)-code (n,d and q are integers). 

REFERENCES 

I. R.G. GALLAGER. (1968). Information Theory and Reliable Communica­
tion, John Wiley and Sons Inc .. 



Chapter 1 

The BMC as a Three-way Channel 

1.0. INTRODUCTION 
In 1%1 Shannon presented one of the first papers ([I]) on two-way communi­
cation channels at the fourth Berkeley Symposium. In this paper he introduced 
a new kind of channel, a so-called two-way channel, and he studied the capa­
city region for this channel, giving inner bounds and outer bounds for it. For 
some two-way channels the inner bound is equal to the outer bound but in 
other (more interesting) cases, they differ. As an example of such a channel 
(for which the inner bound differs from the outer bound) Shannon mentioned 
the binary multiplying channel. He also discusses some coding methods for 
this channel. 
For a long time, it was unknown whether the capacity region for this channel 
coincides with the inner bound region or not. Then in 1980, Schalkwijk ([3]) 
managed to prove that the capacity region is larger than the inner bound 
region by exhibiting a coding strategy which operates beyond the Shannon 
inner bound. 

At first sight, this coding strategy has nothing to do with the problem of 
finding "good" codes for this channel (either block codes or variable length 
codes). However, at the sixth symposium on Information theory in the Benelux 
held in Mierlo the Netherlands, Tolhuizen ([5]) showed that Schalkwijks "con­
tinuous" strategy leads to "good" block codes as well as too "good" variable 
length codes. 

The aim of the coming chapter is to generalize parts of these results to a 
three-way channel (which will be defined in Section 2). 

Before we do this, we will give a more detailed description of the two-way 
situation so that the reader gets used to the concepts involved. 

l.l. THE BINARY MULTIPLYING CHANNEL AS A TWO-WAY CHANNEL 

From Shannon [l] we recall the definition of a two-way channel. A typical 
two-way channel is shown in Figure l. 

XJEXJ 

·~ ~· 
y 2 eY2 

y 1eY1 CHANNEL x 2 eX2 

TERMINAL 1 TERMINAL 2 

FIGURE I. A typical two-way channel. 
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x1 and y1 are the input letter, respectively output letter, at terminal i. They are 
elements of the input alphabet X1, respectively output alphabet Y1, (i = 1,2). 
Every channel use consists of feeding an input letter at both terminals simul­
taneously and obtaining an output letter at both terminals. The outputs are 
related statistically to the inputs and may be to previous inputs and outputs (if 
the channel has memory). The problem is to communicate as effectively as 
possible (in both directions). 
The case we wish to study is when the channel is discrete and memoryless. 
This means that the sets XI>X2,YI> and Y2 are finite, and thaty 1 andy 2 are 
only statistically related to x 1 and x 2 and not to previous inputs or outputs. A 
block code pair of length n for such a channel, with M 1 messages at terminal l 
and M 2 messages at terminal 2 consists of two sets of n functions: 

/o(mt), /t(m~>Yl J), ... ,fn J(mbyl ~>···•YI n-J) 

go(m2), gt(m2,Y2J), ... ,gn J(m2,Y21 , ... ,y2 n -J). 

The functions f take values in X 1 and the functions g take values in X 2. The 
m1 take values from 1 to M1,(i = 1,2). the y11 take values in 
Y1,(i = l, ... ,n,j = 1,2). The functions fi prescribe how the input symbol XJi at 
terminal 1 will be chosen dependent on m 1 and y 1kk=1, ... ,i-1, and the 
same for g at terminal 2. A decoding system for a block code pair of length n 
consists of a pair of functions cp(ml>Yt io····Ytn) and ~(m2•Y2I>···•Y2n) which 
take values from 1 to M 2 respectively 1 to M 1• The decoding functions q, and 
~ give a rule to decide on the message that was sent at the other terminal con­
sidering the message at the own terminal together with the n channel outputs. 
In the sequel we will assume that all messages are equiprobable (at both termi­
nals) having probabilities 1/ M 1 respectively 11M2. The signalling rates for 
the block code pair defined above are defined to be: 
Ri: =(logM 1)/n, Ri: =(logM 2)/n. They represent the amount of information 
passing through the channel in the 1-2 direction, respectively the 2 l direc­
tion. From a code pair and a decoding system together with the conditional 
probabilities which define the channel (i.e. the probabilities of the output sym­
bols given the input symbols), one could compute the probability of incorrect 
decoding. Averaging over all messages (for each direction), we get the error 
probabilities Pe 1 and Pe2 at the two terminals. · 
The capacity region of the channel is defined to be the set of points (R.,R2) 
such that for every E there exists a block code pair and a decoding system, hav­
ing rates Rt and Ri such that IRi -Rti<E and IRi -R2 j<E and Pe 1 and Pe2 
are both less than E. Sometimes it happens that at the terminals 1 and 2 the 
message of the other terminal is known (with error probability zero), but the 
terminals keep on communicating on the actual message pair, because they 
have not used the full block length. In this case it is better to modify the 
encoding/ decoding procedure somewhat and obtain a variable length code 
pair. 
The procedure then works as follows. The encoding procedure makes use of 
the functionsfi(mi>Ylt>····Yli) and g1(m2•Yli>····Y 21), taking values from XI> 
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respectively X2. The decoding procedure makes use of the functions: 
•Mm I>Y 1 h····Y li), 1/l;(m2,Y2 h····Y2 ;) which take values from the sets 
{l, ... ,M2, not}, respectively {l, ... ,M., not}, i =O, ... ,n. 
If it is possible to decode (without error), the functions take as values the 
decoded message; otherwise they take as value .. not". (Note that ih this case it 
is not allowed to make decoding errors for otherwise the coding procedure 
does not work.) The procedure is described by the following diagram. 

TERMINAL 1 TERMINAL 2 

Receive 
'------+---, 

Yu' • • • ,yu 
ez:=~~(dz'Y~1, ••• ,y~~ 1 

? 

NO 

z,: = 9,. r mz · Y u · · · · · Y z, 1 

FIGURE 2. Scheme for the encoding! decoding procedure for a variable 
length code. 

Now with each message pair (mi>m 2) there corresponds a number of transmis­
sions N(m .,m2). The total number of transmissions for a variable length cod­
ing procedure is defined as: 

N: ~ N(mhm2}. 
(m,m2)e{ I, ... ,M1} X { I, ... ,M2 } 

The average length (the average number of transmissions) is equal to 
n =N !(M 1M 2). The signalling rates for a variable length code pair are 
defined to be: 

Ri =(logM1)/n and Ri =(logM2)/n. 

In his paper [1], Shannon managed to prove the following remarkable result 



6 

for the capacity region G of a two-way channel. 

THEOREM 1. Let I} and If be defined as: 

I}:= I(X,;Y2JX2) and It:= (X2;Y,JXt)· 

Let furthermore S and T be defined as: 

Chapter 1 

S: = {(If, I!) lthe probabilitydistribution on the inputs is a product 

distribution } , 

T: {(Ji, I}) Jthe probability distribution on the inputs is arbitrary}. 

Then the convex hull of S and the convex hull of T can serve as an inner bound 
region respectively an outer bound region for the capacity region G. 

That the convex hull of S is an inner bound region for the capacity region G, 
Shannon proves by using a random coding argument. The outer bound region 
is proved by using some obvious inequalities (Cf. Sections 4-9 from [1]). 
The next thing we wish to do is to specify the channel. The channel we wish 
to consider is called the binary multiplying channel due to Blackwell (cf. [1]) 
and it is depicted in Figure 3. 

< 

FIGURE 3. The binary multiplying channel for two users. 

The inputs of the users are multiplied and the result is the output for both 
users. First we shall give an example of a block code for this channel, operat­
ing without error. 

ExAMPLE 1. 

M 1 = M 2 =2;n = 2. 

/ 0(1)=0, f 0(2)= l;g0(1)=0, g 0(2)= I 

ft(l;O)= I, f,(2;0)=0, ft(2,l)=O;g,(l;O) = 1, g 1(2;0)=0,g1(2;1)=0 

4>(00)=2, 4>(01)= 1, 4>(10)=2; ¥{00)=2, ¥{01)= 1, ¥{10) = 2. 

Rt =0.5, Ri =0.5, Rsum =Rt + R! = I. 

We can represent this code by the following diagram in which, for each mes­
sage pair, the output sequence is given (in this case the output for both users is 
the same). 
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2 

01 00 

2 00 10 

FIGURE 4. Output table for the given code. 

Next we shall give an example of a variable length code pair. 

ExAMPLE 2. (Hagelbarget, Cf. Shannon [1].) 

M 1 = M 2 = 2. 

/ 0(1) = 0; / 0(2) = 1 ; / 1(1;0) = 1 ; / 1(2;0) =:= 0. 

g0(1) = 0; g0(2) = 1 ; g 1(1;0) = 1 ; g 1(2;0) = 0. 

f/>o(l) = 2 ; $0(0) = not ; q,1 (00) = 2 ; q,1 (0 1) = 1. 

o/0(1) = 2; o/0(0) = not; o/1(00) = 2; o/1(01) = 1. 

N(1, 1) = 2, N(1,2) = 2, N(2, 1) = 2, N(2,2) = 1. 

N = 7; n = 7/4. 

Ry = 417, R! = 417, Rsum = 817 = 1.14285 ..... 
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Again we can represent the code pair in a diagram in which, for every message 
pair, the output is given. 

m 1/m2 1 2 

01 00 

2 001 

FIGURE 5. Output table for the given code. 

In [3] Schalkwijk represents the information to be sent over the channel as 
points in the unit square. According to him, we can represent coding strategies 
for the binary multiplying channel as strategies for subdividing the unit square. 
Following his approach, we shall now calculate the best possible sumrate we 
can get using a Hagelbarger type of strategy. 

At beginning of transmission, the situation is clearly that of Figure 6, where 
the message point (m 1 ,m 2) is uniformly distributed over the unit square. The 
initial thresholds for m 1 and m 2 divide the unit square into four subrectangles. 



8 Chapter 1 

0 
1 

0 

0 

FIGURE 6. Unit square with initial !-thresholds. 

On the first transmission, encoder j produces an input x1 l if m1 e[O,t1}, oth­
erwise sends x1=0, where j= 1,2. Hence, after receiving a l, the message point 
(mbm2) is in.the shaded subrectangle. 
(i.e. (m~om 2)e[O,td*[O,t 2 ]) (see Figure 6). Then our task is do divide that 
subrectangle further, which is fully equivalent to the initial task. If a 0 was 
received, then the message point lies in the L-shaped region of Figure 6, and 
further resolution is necessary. Hagelbargers strategy resolves the remaining 
uncertainty about the message point upon receiving a 0 by immediately reusing 
the same t-thresholds on the second transmission, now sending x1 = 1 if 
m1e(t1,I], otherwise sending x1=0, where 1,2. Figure 7 shows the subdivi­
sions according to Hagelbarger. It is clear that after the second transmission 
we are back in the old situation, i.e. we have to determine the message point in 
a rectangular region. (The ambiguity upon receiving 00 is resolved, noting that 
each receiver knows his own message.) 
Obviously we can be in two different situations: Either we must determine a 
message point in a rectangular region (this is called the i-situation) or we must 
determine the message point in a L-shaped region (which is called the o­
situation). The statistical situation can be described by a Markov-chain where 
each channel use corresponds to a transition from one state to another. The 
transition probabilities are: 

from the i-situation to the i-situation t 1 t 2 , 

from the i-situation to the o-situation I t 1t 2 , 

from the o-situation to the i-situation 1. 
Therefore the Markov-chain is the one of Figure 8, where q; and qo are the sta­
tionary probabilities of the i-situation, respectively the o-situation. 
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0 

I 
I 

• 

!-resolution D _____ .... 

o- resolution 

FIGURE 7. Subdivision according to Hagelbarger. 

. . 
'-•• t1 t~ __ : ... __ _ 

FIGURE 8. Markov-chain according to Hagelbarger strategy. 

9 
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In the o-situation, the amount of information that passes through the channel 
is: 

10 : = (/(m 1; Y 2im2,o -sit.), l(m2; Y Jim l>o -sit.)) (t2h(t J),t ,h(t2))/(1- t 1t2), 

In the i-situation, the amount of information that passes through the channel 
is: 

I;:= (/(m 1;Y2Im2,i sit.),/(m2;Y1Im~>i-sit.)) = (t2h(t,),t1h(t2)). 

(Where t stands for 1 - t). 
On the average, the total amount of information passing through the channel 
is: 

I = qoio + q;l;. 

Maximizing the sum of the vector components of I, we get an average total 
amount of information passing through the channel equal to 1.1860951 for 
(t 1.12)=(0.62587,0.62587). Therefore the information rate of this Hagelbarger 
type of strategy is 1.1860951..., (Cf. Shannon [1].). 
By using a smarter coding strategy, Schalkwijk obtains as the best total infor­
mation rate: 1.23828 ... (Cf. [3].). Later on, by refining his method, he even 
obtained 1.26112 ... as total information rate. (Cf. [4].) 
The link between strategies and codes was made by Tolhuizen at the Sixth 
Symposium on Information Theory in the Benelux. (Cf. [5]). He showed that 
the total information rate obtained by Schalkwijks strategy is achievable as 
sumrate using block codes with vanishing probability of error. Moreover, the 
total information rate is achievable as sumrate using variable length codes with 
probability of error equal to zero. 
In the coming sections, we shall generalize part of these results to the case of 
what is called a three-way channel (which will be defined in the next section). 

1.2. THREE-WAY CHANNELS 
In this section, we shall give the definition of a three-way channel. Further­
more, we shall generalize some of the concepts from the previous section. 
A typical three-way channel is shown in Figure 1. 

TERMINAL 1 

TERMINAL3 
XJ YJ 

CHANNEL 

FIGURE 1. A typical three-way channel. 

' J2 
TERMINAL2 
X2 

x; is the input letter at terminal i(i = 1,2,3), while y; is the output letter at 
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terminal i(i = 1,2,3). They come from alphabets X; and Y; respectively 
(1=1,2,3). 
Every channel use consists of feeding an input letter at all terminals simultane­
ously and obtaining an output letter at all terminals. In general, the outputs 
are related statistically to the inputs and maybe to previous inputs and outputs 
(if the channel has memory). Again the problem is to COllllllunicate as 
effectively as possible in all directions. 
We assume that every user is interested in all the messages of the other two 
users. Basically, there are now 6 information flows namely from user i to user j 
fori =/=j, i, j E { 1,2,3}. These six flows can be replaced by three flows, contain­
ing for each user i the information which flows from the other two users j, k to 
i. The situation of Figure l is also described by E.C. van der Meulen [7]. Simi­
lar to E.C. van der Meulen [8] the present situation could be called a "res­
tricted 3-way channel". 
The case we wish to study is when the channel is discrete and memoryless. 
This means that the X; and Y; are finite sets (i = 1,2,3), and the outputs are 
only dependent on the actual inputs and not on previous inputs or outputs. A 
block code triple of length n for such a channel with M; messages at terminal 
i(i = 1,2,3), consists of three sets of functions: 

/o(m,), /!(mhy,,), ... , /n-J(m.,yl ., ... ,yl n-t); 

go(m2), gt(m2•Y2t), ... , gn-t(m2,Y2h .. ·•Y2n-t); 

ho(m3), h,(mJ,YJJ), ... , hn ,(m3•Y3l> .. ·•Y3n ,). 

The functions f,gand h take values in respectively Xl>X2,X3• m; takes values 
in { l, ... ,M; }(i = 1,2,3). The Yij take values in Y; (i = 1,2,3;} = 1, ... ,n -1). The 
functions jj prescribe how the input symbol x lj at terminal 1 will be chosen 
dependent on m 1 and y 1 h ... ,y 1j-h and the same for g and h at terminal 2 
and 3. A decoding system for a block code triple of length n consists of a tri­
ple of functions #m,,y, h····Ytn), 1[.{m2,Y2h· .. ,Y2n) and x(m3,Y3I>····Y3n) 
which take values in respectively {l, ... ,M2 } *{l, ... ,M3 }, {l, ... ,Mt}* {l, ... ,M3 } 

and {l, ... ,MJ}*{l, ... ,M2 }. The decoding functions f/>,t/1 and x give a rule to 
decide on the messages that were sent by the other terminals considering the 
message and the n channel outputs at the own terminal. In the sequel, we will 
assume that all messages are equiprobable (at all terminals) having probabili­
ties 1 I M; (at terminal i) (i = 1,2,3). The signalling rates for such a block code 
triple are defined to be: 

R~: (logM;M1)1n ({i,j,k} = {1,2,3}). 

The RY can be seen as the amount of information that passes through the 
channel from the terminals i,j to the terminal k. From a code triple and a 
decoding system together with the conditional probabilities which define the 
channel (i.e. the probabilities of the output symbols given the input symbols), 
one could compute the probability of incorrect decoding. Averaging over all 
messages, we get the error probabilities Pe.,Pe2 and Pe 3 at terminals 1,2 and 3 
respectively. 
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The capacity region of the channel is defined to be the set of points 
(R t.R 2,R3) such that for every E there exists a block code triple and a decod­
ing system having signalling rates R~2,RP,Ri3 such that !Rk-RVI<E 
({i,j,k}= {1,2,3}) and such that Pe.,Pe2 and Pe3 are less than E. A variable 
length code triple consists of: 
The encoding functions Ji,(mt>Yt t.····Y;r) taking values from 
X;(i=l,2,3;r=O, ... ,n -1). 
The decoding functions <i>kr(mk>Yk t.····Ykr) which take values from 
{ l, ... ,M;}*{l, ... ,Mj} U {not} ({i,j,k} = { 1,2,3};r =O, ... ,n). The value "not" is 
taken when it is impossible to decode without error at the given stage. (It is 
not allowed to make decoding errors since otherwise the algorithm does not 
work.) 
A procedure similar to the one given in Section 1, Figure 2. 

Now with each message triple (mi>m 2,m 3), there corresponds a number of 
transmissions (channel uses) N(m.,m 2,m 3). The total number of transmissions 
for a variable length coding procedure is N: =l:.(m,,m,,m,)N(m ~om2,m3). The 
average length is n=N!(M~oM2,M3 ). The signalling rates for a variable 
length code are defined to be 

R~: = (logM;Mj)/n ({i,j,k} = {1,2,3}). 

1.3. INNER AND OUTER BOUNDS FOR THE CAPACITY REGION OF A THREE-WAY 

CHANNEL 

We are now going to prove the analogue of some results from [1 ]. 

THEOREM 1. 

Define I~:= l(X;,Xi;Yk!Xk), 

I~i := I(X;;Yk!Xk!X),Xk) ({i,j,k} = {1,2,3}). 

S := {(Rt.R2,R3)I(R; + Ri-Rk)I2<Ifi,R;<Ifi;{i,j,k} = {1,2,3}; 

the probability distribution on the input symbols is product distribution} 

T := {(IPJi3,Ij2 )1 the probability distribution on the inputs is arbitrary} 

Then the convex hull of S can serve as an inner bound and the convex hull of T 
can serve as an outer bound for the capacity region of the channel. 

PROOF: The method we follow to prove the inner bound is based on random 
coding techniques similar to those used by Shannon [ 1] and by El Gamal and 
Cover [6]. Consider a sequence of n uses of the channel. The inputs are 
Xt=(xlh···•Xtn), x2=(x2h···•X2n) and X3=(x3h···•X3n) and the outputs are 
Yt =(Yth···•Ytn),y2=(Y2t.····Y2n) and Y3=(Y3h···•Y3n), where the X;jEX; and 
the yijeY;(i=l,2,3;j=l, ... ,n). The conditional probabilities for the blocks 
are given by: 

P(Y~oY2•Y3Ix2,x3) = IlP(Ylk>Y2k>Y3klxu,x2k,x3k), 
k 
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taking into consideration that the channel is memoryless, and hence that suc­
cessive operations are independent. We assume that there is also a probability 
measure for the blocks x~ox2,x3 given by the product measure of the probabil­
ity measure on the x;(i = 1,2,3): 

P(x;) = IT P(x;k) (i = 1,2,3). 
k 

It then follows that the other probabilities are also lh:e products of these for 
the individual letters. 
The (unaveraged) mutual information between say x;,x1, and Yk conditional to 
xk may be written as: 

l(x;,x1 ; Yklxk) = log (P(x;,XJ,Yklxd/ P(x;,xJixk)P(yklxd) = 
= logll(P(x;,, xJ,Ykrlxk,)/(P(x;,,XJrlxk,)P(ykriXkr))) = 

r 

Similarly for /(x;;Yklx1,xk) we get: 

/(x;;Yklx1,xk) = ~I(x;,;Ykrlx1,xk,) ({i,j,k} = {1,2,3}). 
r 

Thus the mutual information is as usual the sum of the individual mutual 
informations. Now the quantities J(x;,x1;yklxk) and J(x;;Yklx1,xk) take on 
different values with probabilities given by P(x;,x1,xk,yd ({i,j,k}={l,2,3}). 
The ~istribution functions for J(x;,x1;yklxk) and J(x;;Yklx1,xk) will be denoted 
by p~(z) and pkj(z) respectively ({i,j,k}={l,2,3}), 

p~(z) := P(J(x;,x1;yklxk) .;;;;;z) and 

p~j(z) := P(/(x;;Yklxbx1) .;;;;;z) ({i,j,k} = {1,2,3}). 

Since each of the random variables J(x;,x1;yklxk) and J(x;;Yklxbx1) is the sum 
of n independent random variables, each with the same distribution, we can 
apply the central limit theorems and the law of large numbers. The mean of 
the distributions p~ and P~J will be nl~ and ni~1 respectively ( { i,j,k} = 
{ 1, 2, 3 }), and the variances are n times the corresponding variances for single 
letters. As n tends to infinity p~j(n(I~1 -£)) and p~(n(I~ -£)) tend to 0 for any 
fixed positive£. In fact this approach is exponential in n: 

p~(n(I~-£)).;;;;; exp(-A(£)n) for some A(£)>0, 

p~j(n(I~1 -£)).;;;;;; exp(- B(£)n) for some B(£)>0 (Cf. Shannon [1]). 

After these preliminary definitions and results, we now wish to prove the 
existence of codes with error probabilities bounded by expressions involving 
the p~ and p~1 . We will construct an ensemble of code triples and establish 
bounds on the error probabilities Pe~oPe 2 and Pe 3 averaged over the ensemble. 
From this result it follows that there exists a particular code triple in the 
ensemble with related bounds on its error probabilities. The random ensemble 



14 Chapter 1 

of code triples for a three-way channel with M; words at terminal i(i = 1,2,3), 
is constructed as follows. The M 1 integers { l, ... ,M1} are mapped in all possible 
ways into the set of input words X'! of length n(i = 1,2,3). · 
If there were a1 possible input letters at terminal i, there will be a7 input words 
of length n and a7M, mappings at terminal i(i 1,2,3). Such a mapping serves 
as an encoding functions. We consider all ar''a2M2a3M, code triples obtained 
in this way. Each code triple is given a probability equal to the occurrence of 
that triple if the three mappings were done independently, and an integer is 
mapped into a word with the assigned probability of that word. Thus a code 
triple is given a probability equal to the product of the probabilities associated 
with the input words that the integers are mapped into (for all three codes). 
This set of code triples with these associated probabilities we call the random 
ensemble of code triples based on the assigned probabilities P(x1) (i = 1,2,3). 
Any particular code triple of the ensemble could be used to transmit informa­
tion, if we agreed on a method of decoding. The method of decoding will con­
sist of three functions cp(x.,y1),1/l(x2,y2) and x(x3,y3). Here X; varies over the 
input words of length n at terminal i, and y1 varies over the possible received 
blocks of length n (i = 1,2,3). The functions <[J,t/1 and x take values from 
{l, ... ,M2}*{l, ... ,M3},{l, ... ,MI}•{l, ... ,M3} and {l, ... ,MJ}•{l, ... ,M2} respec­
tively, and represent the decoded message pair for a received y1 if x1 was 
transmitted (i = 1,2,3). 
It should be noted that the decoding functions <[J,t/J and x need not be the same 
for all code triples in the ensemble. We also point out that the encoding func­
tions for our random ensemble are more specialized than in the general case. 
Indeed the sequence of input letters x1 for a given message m1 does not depend 
on the received letters at terminal i(i = 1,2,3). In any particular code of the 
ensemble, there is a strict mapping from messages to input sequences. Given 
an ensemble of code triples as described above and decoding functions, one 
could compute for each particular code triple three error probabilities: Pe1 (the 
probability of a decoding error at terminal l), i = 1,2,3. We assume that the 
different messages occur with equal probability at each terminal. By the aver­
age error probability for the ensemble of code triples, we mean the average 
IEPe;(i 1,2,3) where each probability of error is weighted according to the 
probability associated to the code triple. We wish to describe a particular 
method of decoding, that is a choice for <[J, t/1 and x, and then place upper 
bounds on these average error probabilities. 

LEMMA 1. Suppose the probability assignments P(x1) (i = 1,2,3) in a discrete 
memoryless channel produce information distributions p~(z) and. P~j(z). Let 
R1>R2 and R3 be such that (Rk+Ri-R1)12</ki and Rk<l~ ({i,j,k}= 
{1,2,3}). Let £>0. 
The random ensemble of code triples with M1 2n<R.+R1 -R,)I2 messages at termi­
nal i has (with appropriate decoding functions) average error probabilities bounded 
as follows: 

IEPek~ 2-n(I.,-(R,+R. -RJ)/2-•) + 2-nCI.rCR.+R,-R,)/2-•) + 
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+p~(n(JW-£)) + Pij(n(JiJ-£)) + p{,(n(l{;-£)) 

Furthermore there exists at least one code triple in the ensemble for which the 
individual error probabilities are bounded by three times these expressions 
({i,j,k} = {1,2,3}). 

This lemma is a generalization of Theorem 1 in [1] (compare also with Section 
V of [6]). 

PROOF OF LEMMA: The statistical events involved are the following: 
1) The choice of the messages mhm 2 and m 3• 

2) The choice of the code triple in the ensemble of code triples. 
3) The statistics of the channel, i.e. the conditional probabilities 

P(y t.Y2,Y3Ixt>x2,x3), 

The ensemble error probabilities we are calculating are averages over all these 
statistical events. 
We first define decoding systems for the various codes in the ensemble. For 
each pair (xk>Yk) and for every £>0 define a corresponding set of words: 

Sk(xk>Yk) : = {(x1,x1)EXf*XJII(x1;yklxk>xJ) ;;;;;. n(Ii1 ~£), 

l(x1;yk!XkJX;);;;;,. n(l{k-£), 

/(x1,xk;Yklxk) ;;;;;.. n(l~-£)}. 

We will use the sets S1c (k 1,2,3) to define the decoding procedure and to aid 
in overbounding the error probabilities. The decoding process will be as fol­
lows. In any particular code triple in the random ensemble, suppose message 
mk is sent and this is mapped into input word "k· Suppose that Yk is received 
at terminal k. Consider the set Sk(xhyk). 
If there is no message pair (m1,m1) mapped into Sk{xk,yk) for the code triple 
in question, then Yk is decoded by convention as message pair (1, 1). If there is 
exactly one message pair mapped into Sk(xk>Yk), decode Yk as this message 
pair. 
If there is more than one message pair mapped into Sk(xk,yk), then decode as 
the lexicographically least such message pair. 
The error probabilities that we are estimating would normally be calculated in 
the following way: For each code triple, calculate the error probabilities for all 
message triples m I>m 2,m 3 and from their averages get the error probabilities 
for the code triple. Then these error probabilities are averaged over the ensem­
ble of code triples, using the appropriate probabilities. We change the order of 
averaging (summation). 
Fix m~>m2 and m3 and the i~>i2 and i 3 to which they are mapped, and the 
received words Y1>Y2 and y3• There is still, in the statistical picture, the range 
of possible code triples, that is mappings of the other Mk -I messages for the 
code at terminal k (k = 1,2,3). 
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The error probabilities will now be bounded by the sum of: 
I) the average probability (over the subset of code triples) of the message 

pairs other than (m1,in1) being mapped into S1 and 
2) the average probability that (m1,m1) is mapped outside S1. 

We will now show that averaged over the subset of code triples, the probability 
of the message pairs (m1,m/J=I=(m1,m1) being mapped into Sk(ik>Yk) does not 
exceed: 

2-n(ff-R.-•) + 2-n(tlJ-(R.+R1-R1)12-<) + 2-n(f{.-(R1+R,-R1)12-<) + 

2 -n(t/.-R• -<+tlJ-(R. +R1-R1)12-<+l{,-(R• +R,-R1)/2-<)( { i,j,k} = { },2,3 }). 

Indeed the probability that all other message pairs will be mapped outside 
Slik,Yk) is equal to: 

P((m1,m1) is mapped outside Sl:(ihyk), m1=/=m1 , m1=!=m1) * 

P((m1,m1) is mapped outside Sk:(ik,Yk), m1=/=m1 )* 

P((m1,m1) is mapped outside Sk(ik>Yk) , m1=!=m1). 

First note that if (x1,x1) belongs to the set Sk(ihYk), then by definition: 

/((x1,xj); Yklik) ';iil:n(I~ -t:). 

So: 

log(P(x1,x1,yklik)/(P(x1,x1!ik)P(Yk!ik))) ';ii~:n(l~ -t:), 

and hence using the fact that x1 and x1 are statistically independent of ik: 

log(P(x1,x1,it.Yk)/(P(x1,x1)P(ik>Yk))) ';ii~:n(I~ -t:). 

Therefore: 

I ~ - n(t/.-<) P(x1,x1 xk,Yk)';ii~:P(x1 ,x1)*2 . 

Now summing both sides over the pairs (x1,x1) belonging to Sk(ik>Yk)• we 
obtain: 

The left inequality follows- from the fact that a sum of disjoint probabilities 
cannot exceed one. The sum on the right we may denote by P(Sk(ik,Yk)) and 
we find: 

P(Sk(ik>Yk))E;2-n(/f-•>. 

So the total probability associated with any set SHxt.Yk) is bounded by an 
expression involving n,l~ and~: but independent of the particular (ik,Yk)· The 
messages satisfying m1=/=m1,m1=!=m1 and mk=l=mk were mapped independently 
into the input words using the probabilities P(x,) (r= 1,2,3). The probability 
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of a particular message pair m;::fom; and mi::fomi being mapped into Sk<it.Yk) 
in the ensemble of code triples is therefore just: P(Sk(ik,Yk)). The probability 
of being in the complementary set is 1-P(Si(it.h)). 
Therefore: 
P((m;,mi) is mapped outside Sk(ik>Yk),m;::fom;,mi::fomi)= 

(I-P(Si(Xt.Yk)))M,M,-M,-M,+I;;;.. 

1-(M;Mi-M;-Mi+ l)P(Si(ik>Yk));;;a.I-M;MiP(Si(ik,Yk));;;a. 
1-M;Mjz-n<l'/,-c) = 1-2-n(I'f-R.-c). 

Here we used the inequality (1-xf;;;a.] -px, the fact that 
P(SHit.Yk))<2-n<tf-•> and the fact that M;Mj=znR. by the definition of M; 
and Mi. 
Secondly note that if (x;,ij) belongs to the set Si(ihYk), then by definition: 
(J(x;;Yklik,ij);;;a.n(/~j-e:), so: · 

log(P(x;,y k lik ,ii )/(P(x1lit.i1 )Pcyk lik,ij)));;;a. n(I~1 - t:), 

and hence using the fact that x; is statistically independent of ik and ij: 

log(P(x;,Yt.ihi1)t P(x,)P(yt.ihij)));;;a.n(/~1 -e:). 

Therefore: 
- - - n(t*J -•) P(x;lyk,xk,xj);;;a. P(x;)2 . 

Summing both sides over the pairs (x;,i1) belonging to Si(ik,Yk), we obtain: 
~ - - - n(t,. -•) ~ };;;.. ~ P(x;!Yk>Xkxj);;;a.2 ~ ~ P(x;). 

(x,,i1)eS:,(i_,y.) (x,,i1)e.S:,(i_,y.) 

The left inequality follows from. the fact that a sum of disjoint probabilities 
cannot exceed 1. The sum on the right hand side we may denote by 
P((x;,i1)eSi(ihYk)) and we find: P((x;,ij)eSk{ihYk))<2-n<t.1-•>. The pro­
bability that a message pair (m;,m1) (m;::fom;) is mapped into Sk{ik>yk), (in the 
ensemble of code triples) is just P ((x;,i1)eSk(it.Yk)). The probability of 
being~ th_e complementa:r se~ i~ I-;: P((x;,iL)eSi(ik,fk)). So: 
P((m;,m1) ts mapped outstde Sk(xk.Yk),m;::fom;)= 

= (1-P((x;,i1)eSk((ik,fk)))M,-t ;;;a. 1-(M,-l)P((x,,i1)eSl:(ik,Yk));;;a. 
;;;..}-M;2-n(I'.,-•>;;;a.I- 2-n(I'.,-(R,+R,.-R,)/2-•). 

Here we used the inequality (1-x Y' ;;;a. I - px, the estimate on 
P((x;,i1)eSi(it.Yk)) and the definition of M;. Thirdly in the same way as 
above, we obtain the in~ualitv: P((m;,m1) is mapped outside 

- - - -n(J' -(R +R -1nl2-c) • Sk(xk,Yk),m1::fom1);;;a.I- 2 ., • • 1 • Therefore the total probability 
that the messages other than (m;,m1) will be mapped outside Sk{ik,Yk) is 
larger than or equal to: 

(1_ 2-n<ti-R.-•>xt- 2-nct.,-<R...+R1-R,)I2-•>)* 



18 Chapter 1 

*( 1 _2-n(.ti.,-(R,+R.-R1)12-«))~ 

1
_

2
-n(I[-R.-E) _ 2-n(f~:~-(R.+R1-R1)/2-E) _ 2

-n(.f.,-(R.+R,-R1)12-E) + 
_ 

2 
-n(/1-R• -E+ f>i-(R. +R1 - R,)l2-£+ .f.,-(R1 + R,-R1)12-E). 

We have established that in the subset of cases under consideration (i.e. 
m~>mz and m3 are mapped into i:hi:2 and i 3 and received as Y1>Y2 and y3), 
with probability at least the above expression, there will be no other message 
pairs mapped into Sk(ik>Yk) than (m1,m1). These bounds are independent of 
the particular Xt.Yk (as noted before). This proves the bound on the average 
total probability of the message pairs (m1,m1)=1=(m1,mj) being mapped into 
SHit.Yk)· We now bound the probability of the actual message pair (m1,m1) 
being within the subset Sl:(it.Yk)· 
From the definition of pf(z): 

p~(n(l~ -t:)) P(/(x;,xj;Yklxk):E;;;n(Jf -t:), 

and similarly: 

p~1(n(I~1 -t:)) P(l(x1 ;ykixk,x1)~n(I~1 -t:). 

In the ensemble of code triples a message mk, say is mapped into words i:k 
with probabilities just equal to P(xk)· Consequently, the probability in the full 
ensemble of code triples, message choices and channel statistics, that the actual 
message pair is mapped outside Sk(i:k,Yk) is less than or equal to: 

p~(n(l~ -t:))+p~j(n(/~1 -t:))+ Pla(n(/{1-t:)). 

Now the probability of a decoding error can be bounded by the sum of the 
above probabilities. 
This proves the first part of the lemma. To prove the second part of the 
lemma, we observe that we can apply the same lemma as in [ 1 ]. 

LEMMA 2. Suppose we have a set of objects BI>B 2 , ••• ,Bn with associated proba~ 
bilities P~oP2 , ... ,Pn and a number of numerically valued properties (functions) of 
the objects f~o····h· that are nonnegative, J;(B1)~0. and suppose that we know the 
average A; of these properties over the objects, "2.1P1J;(B1)=A; i = I, ... ,d 
Then there exists an object B, for which J;(Bp):E;;;dA1 i = 1, ... ,d More generally, 
given any set of K; >0 satisfying "i:.f = 1 1/ K;,.;;; 1, there exists an object Bp with 
J;(B,):E;;;K1A1 i = l, ... ,d 

For the proof of this lemma we refer to Shannon [1]. The rest of Lemma l is 
now proved by using Lemma 2 with as objects code triples and as properties 
the error probabilities Pek· These are nonnegative and their averages are 
bounded as shown before. It follows from Lemma 2 that there exists a code 
triple for which simultaneously Pek is less than three times the bound on the 
average EP ek. 

This concludes the proof of Lemma 1. 
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We now prove Theorem I. Let (Rt.R 2,R 3) be inS. There exists some pro­
duct distribution givin~ ~se to distribution functions p~ and P~j and mean 
mutual informations I~,lkj ({i,j,k}={l,2,3}), and such that 

I . . .. 
z(Rk + Rj-R;):t;;;;/'lcj- 2E,Rk EO;/~- 2E, for some E>O. 

Now by Lemma 1 we can find, for n arbitrary, at least one code triple for 
which the individual error probabilities are bounded by: 
Pek =;;;;3 (2 -n(J't-R,-E) + 2-n(I'.,-(R• +R,-R1)12-E) + 2 -n(I~;~-(R. +R,-R,)/2-E) 

+ 2-11(/f- R• -E+ tkJ-(R• + RrR1)/2-E+ P.,-(R, + R,- R1)12-E) 

+ p~(n(J~-E)) + p~j((J~j-E}) + Plc;(n(Jfc;-E})) =;;;; 

=;;;;3(2- 11( +2-11 ( +2-n£ +2-3nE) +p~(n(/~ -E)) + p~j(n(/~j-E)) + 

+ Pic;(n (Ifc; -E))). 

If n tends to i.nfulity, all terms go to 0. 
Analogous to ·the method described in Section 8 of [ 1 ], we can prove that in 
fact we could take the convex; hull of S as an inner bound region. This proves 
the first part of Theorem 1. 
The next thing to do is to prove that the convex hull of T is an outer bound 
region for the capacity region. That will finish the proof of Theor:em 1. Sup­
pose we have a code triple starting at time zero with messages ml>m 2 and, m 3 
at the three terminals. After n transmissions let Yt.Y2 and y3 be the received 
blocks at the three terminals. Let xhx 2,x3,y.,y2 andy 3 be the next transmit­
ted and received letters. Consider the change in "equivocation" of message 
pairs at the three terminals due to the next received letter. At terminal k for 
example this change is (making some obvious reductions cf. Shannon {1]): 

4 = H(m;,mAmk,Yk)- H(m;,mAmt.Yt.Yk) = 
E(log(P(mt.Yk)/ P(m;,mj,mk,Yk)))- E(log(P(mk,Yk•Yk)l P(m;,mj,mk,Yk•Yk) = 

E(log((P(yk!m;,mj,mk,Yk)l P(yk!xk))*(P(ykixk)l P(ykiYk,mk)))). 

Now 

H(ykim;,mj,mk,Yk);;;;,:H(ykim;,mj,mk,Yi•Yj,Yk) = H(yklx;,xj,xk), 

since adding a condition variable cannot increase entropy and since 

P(ykim;,mj,mk,Yi•Yj.Yk) = P(ykix;.xj,xk) {i,j,k} { 1,2,3}. 

Also H(yk!xk);;;;,:H(yk!Yk>mk) since xk is a function of Yk and mk by the encod­
ing function. 
Therefore 

4:t;;;; E(log(P(yk!x;,xj,xdl P(ykixk))) + H(ykiYk,mk}- H(ykixk)=;;;; 

E(log(P(ykix1,xj,XIC)I P(ykixk))} = 
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IE(log(P{yt.x;.x1,xk)P(xk)!(P(yk,xk)P(x1,x1,xk)))) = 
IE(log(P(x1,x11xt.Yk)l P(x;,x11xk)) = I(X1,X1; YkiXk) = I~. 

Thus the vector change in equivocation is included in the convex hull of all tri­
ples (Iy3 ,J~3 ,Jj2 ) when the input distribution is varied. In a code of length n, 
the total change in equivocation from beginning to end of the block cannot 
exceed the sum of n such vectors and hence is included in n times this convex 
hull (which is the convex hull of 1). If a code has signalling rates R~, then the 
initial equivocations are nR~. If we assume that the point n(Rjl,R!3,Rj2 ) is 
outside the convex hull of nT with nearest distance nE, we can construct (using 
the convexity) a plane P passing through the nearest point of nT and perpen­
dicular to the nearest approach segment with nT on one side. It is clear that 
for any point n(Rj,R2,R3) on the nT side of P and in particular for any point 
of nT: 

l:l n(R~-Ri)l;:;l!l:m: (since the shortest distance is nE), 

and furthermore one of the ln(R~-Rk)l is at least nE/ v'3. (One of the com­
ponents of a vector is at least as large as the vector length divided by v'3). 
Thus after n uses of the channel, if the signalling rates R~ are outside the con­
vex hull of T, at least one of the final equivocations is at least f.! v'3. Thus for 
signalling rates outside of T, the equivocations per second are bounded from 
below independent of the code length. This implies that the error probability 
is also bounded from below (Cf. Shannon (1] Section 9). This concludes the 
proof of Theorem 1. 

1.4. THE BINARY MULTIPLYING CHANNEL AS A THREE-WAY CHANNEL: BOUNDS 

In the previous section, we studied three-way channels in general and derived 
inner and outer bounds for the capacity region. We will now look at a more 
specific example of a three-way channel. The channel we are interested in is 
depicted in Figure I. Multiplyer 

' l User 1, Input: X1efO,l} I w I r 

: User2, Input: X2e{O,l} 
I 

, 

V I User 3,lnput: X3 e{O,l} I 
I ~ 

Y=X1•X2•XJe{O,l} 
Outpulalphabet {0,1} 

"' 
FIGURE 1. The BMC as a three-way channel. 

As measure for the information which passes through the channel we take the 
sumrate: 

R = R23 + R 13 + R 12 sum I 2 3• 
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where as before, R~ stand for the signalling rates of a code triple. 
Before calculating the bounds for Rsum following from the inner and outer 
bounds of the previous section, we first give some trivial bounds. It is easy to 
see that when two users send a 1, the third one can send one bit of informa­
tion along the channel. However since this information goes into two direc­
tions the contribution to Rsum equals 2. The conclusion is that using timeshar­
ing, the three senders can communicate with a rate of Rsum =2. So we have 
the following lower bound: 

T!MESHARING LOWER BOUND: Rsum~2. 

Of course we have the following trivial observation: 

R~ ~I. 

So we have the following upper bound: 

TRiviAL UPPER BOUND: Rsum~3. 

Now define 

I~:= I(X;,Xj;YIXk), IV= I(X;;YIXk>X)), 

S:= ((Rt>R2,R3)1(R;+Rj-Rk)I2<It,Rk<I~ ((i,j,k} = {1,2,3}) 

the probability distribution on the inputs is a product distribution}. 

T: = {(Jr3JPJ!2 )1 the probabiltiy distribution on the inputs is arbitrary}. 

From the previous section, we know that the convex hull of the setS can serve 
as an inner bound and the convex hull of the set T can serve as an outer 
bound for the capacity region. This means that we can find a nonconstructive 
lower bound for Rsum by taking: 

1 k .. 
max {(R 1 +R2 +R3)!2(R;+Rj-Rk)~Iij, Rk~I'/c ((i,j,k} = {1,2,3}), 

the probability distribution on the inputs is a product distribution}. 

The same applies in finding an upper bound for R sum: 

max (I ~2 + I!3 + IP I the probability distribution on the inputs is arbitrary} 

In the case of independent input probabilities define: 

p;: = P(X; = 1), i = 1,2,3. 

Then 

P(X;=O) = 1-p;, i = 1,2,3. 

For symmetry reasons, the maximal value of I!2 + 1~3 + IP is obtained if the p; 
are equal: 
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P1=p2=p3=:p. 

Then 

If 1!3 = lt3 

This can be cheked easily from Figure 2. 

Op(l-pf 0 p2(J-p) 

0 p(I-pf 

Chapter 1 

P(O,O,O)= (l-p)3 

P(l,O,O)=P(O, l,O)=P(O,O, l)=p (I-p)2 

P(l, l,O)=P(l,O, I)=P(O, I, l,)=p2(1-p) 

P"(l, I, l)=p 3 

IZ = ph(p2), ~~,=p2h(p). 

FIGURE 2. Statistical situation when using equally distributed independent 
inputs. Vertices correspond to the various inputs (xhx 2,x3). The 
numbers involving the p's at the vertices are the probabilities with 
which they appear. The symbols 0,1 at the vertices are the out­
puts. 

By numerical optimization, we find an absolute maximum for It=ph(p2) when 
p =0.79267.... Therefore by taking Rk =It =ph(p2)=0.75458 ... and verifying 
that (Rk+R1 -R;)I2=0.31729 ... <.0.46266 ... =p2h(p)=I~J• we find a noncon­
structive lower bound for R sum: 

R sum;;;.. 2.263744 L. . 

If we wish to maximize 1!2 + IP + iP over all input probability distributions, 
then for symmetry reasons it is clear that the maximum is attained when we 
take: 

Define: 

P(l,O,O}=P(O, I,O)=P(O,O, I) 
P(l, l,O)=P(l,O, l)=P(O, 1, 1). 

p :=P(O,O,O),q: = P(l,O,O)=P(O, l,O)=P(O,O, I),r=P(l, l,O)=P(l,O, l)=P(O, I, 1) 

s:=P(l,l,I). 
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P(O,O,O)=p 
P(O,O,l)=P(O,l,O)=P(l,O,O)=q 
P(O, l,l)=P(I,O,l)=P(l,l,O)=r 
P(l,l,l)=s 
lk, =(q +2r +s)h(sl(q +2r +s)). 
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FIGURE 3. Probabilities and output sy~bols to obtain the maximal value for 
1}2 +1!3 + lP. 

It follows that p + 3q + 3r + s == 1. As can be checked easily from Figure 3, we 
have in this case: 

1!2 = 1!3 = /f3 = (q +2r+s)h(sl(q +2r +s)). 

Here again vertices correspond to ·the various inputs; The letters p, q and r at 
the vertices correspond to the probabilities with which they appear. The sym­
bols 0,1 are the output symbols. 
Now: 

max{(q +2r +s)h(sl(q +2r +s))jp +3q +3r +s =I} = 

max{(q +2r +s)h(sl(q +2r +s))l0<3q +3r +s<l}. 

Differentiating the given function with respect to s, we find 

log ((q +2r+s)ls). 

Since this is always greater than or equal to 0, the maximum is obtained at the 
boundary: 

max {(q+2r+s)h(s/(q+2r+s))!0<3q+3r+s<l} = 
max {(q+2r+s)h(sl(q+2r+s))l3q+3r+s = 1} = 
max {(1-2q -r)h((l-3q -3r)/(l-2q -r))IO<(q +r) < 1/3}. 

Calculating the partial derivative with respect to q of this expression, we find 

log((l- 3q-3r)3/((l-2q -ri(q + 2r))). 

The partial derivative with respect to r is equal to: 

log((l-3q-3r)3/((1-2q -r)(q+2r)2)). 

Therefore the coordinates of the stationary points satisfy the equation 

q+r = l/3, 

which implies that there are no stationary points. Hence the maximum of the 
function will be taken on the boundary, i.e.: q =0 or r =0 or q +r= 1/3. By 
numerical optimization we find that the maximum is taken at q =0 and 
r = 0.1770088227.... This gives an absolute upper bound for R sum: 

Rsum <2.434111388 .... 
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1.5. THE BINARY MULTIPLYING CHANNEL AS A THREE-WAY CHANNEL: CoDES 

In this section, we wish to give some explicit variable length codes for the case 
that we have finitely many messages to be sent over the channel. Let M 1 be 
the cardinality of the message set of user i. Let m1 be the message of user i. 
As described before, the users decide to encode a new message when they are 
sure that all three of them know the messages of the other two (See the 
definition of variable length code given before). 
We will represent the messages as points in a cube. After the first transmission 
the cube splits into two regions, the first one being the message points where 
we receive a 0, the second one being the message points where we receive a 1. 
In general if we do a transmission, the region under consideration splits into 
two pieces. But sometimes we are lucky and the region splits into three pieces, 
because for instance the region of messages where we receive a 0 consists of 
the union of two projection disjoint regions such that every user can decide in 
which region the message point lies, on account of his own message. 
We shall use the following notation: 

N = ~ N(mhm2,m3~ 

n = the average length of the codewords, i.e.: 
n = N!(MtM2M3). 

R~ = (log(M1Mj))ln. 

Rsum R}l + R!3 +RP. 
The aim is to find the optimal sumrate for a 3•3•3 cube by considering all 
possible smaller building blocks. However, we shall not give a rigorous proof 
of the optimality. 
In the pictures, the symbols have the following meaning: The vectors on the 
right represent the symbol to be sent by user 1, user 2 and user 3, (xt>x 2 ,x 3). 

A black node represents a node where a I will be received due to the transmis­
sion. A white node represents a node where a 0 will be received due to the 
transmission. The number above the arrow is the contribution to N due to the 
actual transmission. The depicted situation following the arrow is the new 
situation depending on the received symbol. 
In case M 1 = 1, we are in the situation in which the message of one of the 
users is known and the other two try to communicate their message to each 
other and to the third one. This situation differs from the situation in Section 
I, because tt'te two users 2 and 3 must take into consideration the presence of 
user 1 (E.g. compare Example 2 of Section 1 to Example 2 of this Section.) 
The best code possible uses at least a total number of bits equal to the number 
of bits in a binary Huffman code for M 2M 3 equiprobable messages (cf. Sec­
tion 7). In the examples we show how this number of bits can be reached. In a 
certain sence these codes can be considered as binary Huffman codes (cf. Gal­
lager [2]). 
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ExAMPLE I. M1 =M2=l, M3=2. 

First transmission : user I : I, 
user 2: I, 

(1. 1.1) I 
(1, 1,0) 

user 3: 0 if m 3 =I 

Iifm3=2. 

(2) 
• + 

0 
0 

FIGURE I. Situation before and after the first transmission. 
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After this first transmission the users are finished, since all message points are 
uniquely determined by the received symbol and their own message. 
In this Case. N=2· n = I·R 12 =0· R 13 =R23 = I· R =2 • ' • 3 • 2 I • sum · 

ExAMPLE 2. M1 =I,M2=M3=2. 

First transmission : user I : I, 
user 2: I, 

user 3: 0 if m 3=1 

Iifm3=2. 

(4) _.:....:.__'> 

(I, 1,0) (I, 1,0) 

+ 
0 0 
o..-----0 

FIGURE 2. Situation before and after the first transmission. 

(2) 

(2) 

After this first transmission the users are in the situation of Example I i.e. 
M 1 =M3 = I, M 2 =2, independent of the received symbol. Therefore they can 
proceed in the same way as in Example I. We find: N=8; n =2; 
R 12 = R 13 =0 S· R 23 =I· R = 2 (In fact this example can be seen as 3 2 ·•I •sum • 
timesharing of two times Example I). 

ExAMPLE 3. M1 =M2=M3=2. 

First transmission : user I: I, 
user 2: I, 

user 3: 0 if m 3 = 1 

I if m 3 =2 
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(I, I, 1) (I, I, I) I 1 

~L 17 
(8) 

(8) + 
0 0 

(1, 1,0) 

L 7 (8) 

(1, 1,0) (1,1,0) 0 0 

FIGURE 3. Situation before and after the first transmission. 

After the first transmission, the users are in the situation of Example 2 i.e. 
M 1 =M2 =2,M3=1. 
This is independent of the received symbol. The users can therefore proceed in 
the same way as in Exam~le 2. We find: 
N=24;n=3;R!2 =Ri3Rt =0.6667, R 8um=2. In fact this example can be 
considered as time sharing of two times Example 2. 

ExAMPLE 4. Mt =M2=l,M3=3. 

First transmission : user I : I, 
user 2: I, 
user 3: 0 if m 3 =1 

I if m 3 =2 or 3. 

(I, I, I) 

(1, 1,1) 
{3) 

(I, 1,0) 

+ 

00 

FIGURE 4. Situation before and after the first transmission. 

(2) 

After the first transmission, the users are in the situation of Example I upon 
receiving a 1 and they are finished upon receiving a 0. So upon receiving a 1, 
they proceed as in Example I. 
We find: N=5;n =5!3;RI2 =O;R!3 =Rt3 =(31og3)/5;R 5um = 1.9019. 

ExAMPLE 5. M1 = I;M2=2;M3=3. 

First transmission : user I : 1, 

user 2 : 0 if m 2 =I, 

I if m 2 =2, 

user 3 : I. 
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(1,0,1)'1>------- (1,1,1) 0 

(6) 
(1,0, 1) t------.{1, I, I) 0 (S) + I (S) 

(1,0, l)e----... (I, 1, I) 0 

FIGURE 5. Situation before and after the first transmission. 

After this first transmission, the users are in the situation of Example 4, 
independent of the received symbol. Hence they proceed as in Example 4. 
We find: N = 16; n =8/3, Rj~ =3/8, RP =(3log3)/8, 

Ry3 =(3log6)/8; Rsum = 1.9387 ... 

In fact this example can be considered as time sharing of two times Example 
4. 

ExAMPLE 6. M1 =M2=2,M3=3 . 

. First transmission : user 1 : I, 

user2: Oifm2=l, 

1 if m 2 =2, 

user 3: 0 if m 3=3 

1 if m3=l or 2. 

(1,1,0) 

(12) 

0 

0 

0 0 

FIGURE 6. Situation before and after the first transmission. 

(8) 

After this first transmission, the users are in the situation of Example 2 if they 
receive a 1 and then they can proceed as in Example 2. If they receive a 0 they 
are in a new situation which will be resolved as below: 
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Second transmission upon receiving a 0: 

user 1: Oifm 1 = 2 

lifm 1 =I, 

user 2 : 0 if m 2 = 2 

I if m2 = I, 
user 3 : 1. 

(8) 

Chapter 1 

0 

(5) 
+ 

FIGURE 7. Situation before and after the second transmission upon receiving 0. 

After this second transmission, the users are in the situation of Example 4 if 
they receive a I and in a new situation if they receive a 0. This new situation 
will be resolved as follows: 

Third transmission upon receiving 00. 

user 1: Oifm 1 =I 

1 if m1 = 2, 

user 2: 1, 
user 3: 0 if m 3 = I or 2 

I if m3 = 3. 
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(0,1,1) 
oo 

(1,1,1) 
+ 

(1,1,0) 
(5) 

+ (2) 

(1,1,0) 

FIGURE 8. Situation before and after the third transmission upon receiving 00. 

After this third transmission, the users are in the situation of Example 1 or 
they are finished. Indeed, if the received symbol is a 1, they are in the situation 
of Example 1, and if they receive a 0 they know that the set of possible mes­
sage points is a projection disjoint union of two sets and hence from their own 
message they can decide which of the two sets the message point has to be in. 

We find: N =42,n =7/2, RF =417,R!3 =RP =(2log6)17, 

Rsum=2.04855 .... 

ExAMPLE 7. M1 =1, M2=M3=3. 

First transmission : user 1 : 1, 

user 2 : 0 if m2 = 1 

1 if m2 = 2 or 3, 

user 3 : 0 if m 3 = 3 

1 if m 3 = 1 or 2. 

(1,1,0) (1,1,0) 
(1,0,0) 

0 0 
o,_ ______ -o 

(1,0,1) 
(9) 

(1,1,15 (1,1,1) 

(1,0,1) 
(1,1,1) (I, I, I) 

FIGURE 9. Situation before and after the first transmission. 

After this first transmission, the users are in the situation of Example 2 if they 
receive a 1. If they receive a 0, they are in a new situation which will be 
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resolved as follows: 
Second transmission upon receiving a 0: 

user 1 : l, 
user 2 : I if m2 = 1 

0 if m2 = 2 or 3, 

user 3 : 1. 

(1,0, J) ,(.,1,0, l) 

(5) 

Chapter 1 

(5) + 
0 0 , ___ 0 

(2) 

FIGURE 10. Situation before and after the second transmission upon receivingO. 

After this second transmission, the users are in the situation of Example 4 if 
they receive a 1, and they are in the situation of Example 1 if they receive a 0. 

We find: N=29, n=2919, Rj2 =R~3 =(9log3)129, 

Ry3 =(l8log3)129, Rsum = 1.9675 .... 

ExAMPLE 8. M I =M 2 = 3, M 3 = 2. 

First transmission : user 1 : 0 if m 1 = 1 

1 if m 1 =2 or 3, 

user 2 : 0 if m2 = 1 

1 if m 2 =2 or 3 

user 3 : 1. 
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0 0 0 

0 . 0 

(I, I, I) (1, I, I) @
I 1 

+ (24) 

I 

I 

FIGURE 11. Situation before and after the first transmission. 

After the first transmission, the users are in the situation of Example. 3 if they 
receive a 1. If they receive a 0, they are in a new situation, which will be 
resolved as follows: 

Second transmission upon receiving a 0: 

user 1 : I, 

(I, I, I) 

{I, 1,1) 

user 2 : 0 if m2 =2 or 3 

I if m2 = 1, 

user3: Oifm 3 =1 

lifm 3 =2. 

(I, I, I) {1,0,1) (1,0, I) 

{1,0,0) (l,O,Q) 

(10) 

0 0 

I 

~ 0 0 0 

0 

FIGURE 12. Situation before and after the second transmission upon receivingO. 

After this second transmission, the users are in the situation of Example 4 if 
they receive a I. If they receive a 0, they are in a new situation which will be 
resolved as follows: 

Third transmission upon receiving 00. 

user I: Oifm 1 =2or3 

I ifm 1 =1, 

user 2: I, 

user 3: 0 if m 3 =2 

lifm3=l. 
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(1, 1, 1) 

(O, 1, 1) 

(0, 1, 1) 

(I, 1, I) (1,1,1) (7) 
_;....:._~> + 

0 

0 

+ 

0 
(2) 

Chapter 1 
0 

(2) 

(5) 

FIGURE 13. Situation before and after the third transmission upon receiving 00. 

After this third transmission, the users are in the situation of Example 4 if they 
receive a I. If they receive a 0 the set of possible message points is a projection 
disjoint union of two sets and from their own message the users can decide in 
which of the two the message point lies. Therefore upon receiving 000, they are 
in the situation of Example I. 

We find: N=73, n =73118(=4.056 .. ), Rl2 =(36log3)173, 

R!3 =Rt3 =(l8log6)173, Rsum =2.0564 .... 

ExAMPLE 9. M1 =M2=M3=3. 

First transmission : user I : 0 if m 1 = I 
1 if m 1 = 2 or 3, 

user 2: 0 if m2 =1 

1 if m 2 =2 or 3, 

user 3 : 1. 
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'(0,0,1) (0, l, 1) (0, I, I) 0 0 0 

0 0 

(27) 

0 0 

+ 

(42) 

FIGURE 14. Situation before and after the first transmission. 

After this first transmission, the users are in the situation of Example 6, if they 
receive a 1. If they receive a 0, they are in a new situation which will be 
resolved as follows: 

Second transmission upon receiving a 0: 

user I : 1, 

user 2: 0 if m 2 =3 

1 if m2 = I or 2, 

user 3: 0 if m3 =3 

I if m 3 = 1 or 2 
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(1, 1,0) (1,1,0) (1,0,0) 0 0 0 

(15) 
l) 

(1, !, 1) (1,0,1) 
0 0 

(1,0, 1) 0 

(I, I, I) 

FIGURE 15. Situation before and after the second transmission upon receivingO. 

After this transmission, the users are in a situation similar to the one after the 
first transmission in Example 6 (which costs 22 bits to resolve), if they receive 
a 1. If they receive a 0, they are in a new situation which will be resolved as 
follows: 

Third transmission upon receiving 00: 

user I : 0 if m 1 =2 or 3 · 

1 if m 1 =I. 

user 2·: I. 

user3 : 0 if m 3 = 1 or 2, 

I if m 3=l 

(1, I, 1) (1, 1, 1) (1, 1,1) 

(1, 1,0) 

(1,1,0) 

0 
(7) 0 

0 

J 
(5) 

+ 
0 
0 (2) 

+ 

0 
(2) 

FIGURE 16. Situation before and after the third transmission upon receiving 00. 

After this transmission, the users are in the situation of Example 4 if they 
receive a 1. If they receive a 0, the messagepoint is in a projection disjoint 
union of two sets and the users can determine in which of the two by inspect­
ing their own message. So in this case, they are in the situation of Example 1. 

We find: N = 122, n 122/27 (=4.5185), Ri3 =R!3 =Rf = 

(27log9)/122, Rsum =2.1046 .... 
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1.6. THE BINARY MULTIPLYING CHANNEL AS A TIIREE-WAY CHANNEL: STRA-

TEGIES 

Now we are going to generalize the strategy given in Section 1 to three dimen­
sions. In this case, we can represent coding strategies for the BMC as a three­
way channel, as strategies for subdiving the unit cube. At the beginning of 
transmission, the message point (mt.m2,m3) is uniformly distributed over the 
unit cube. 
We now want to divide a unit cube into blocks, such that there are not too 
much "intermediate.. states. After we have described a strategy in which this 
done, the states can be taken as states of a Markov Chain. Then using the sta­
tionary probabilities of the states we can calculate the average information per 
transmission passing along the channel, using the described strategy. 
For the first transmission, sender 3 sends a I, sender 1 and sender 2 send a 1 
if m1e[O,t1], and send a 0 otherwise (i=1,2). The initialthresholds t 1 and t 2 
for m 1 and m 2 respectively, divide the unit cube into the four subblocks 1,2,3 
and 4 of Figure l. 

1 

FIGURE 1. Unit cube with initial thresholds (t.,t 2). State l. 

After receiving a 1, the message point (m hm2,m 3) is in the shaded subblock 
(i.e. (mhm2)e[O,td*[O,t2]), see Figure I). Then our task is to divide that 
subblock further, which is fully equivalent to the initial task. If a 0 is received, 
then the message point lies in the corner shaped body consisting of the blocks 
2,3 and 4 in Figure I, and further resolution is necessary. In this strategy, we 
are going to "resolve" the remaining uncertainty upon receiving a 0 in two 
steps. In step 1, sender 2 sends a I, sender I sends a l if m 1 e (t I> 1] and a 0 
otherwise and sender 3 sends a 1 if m3 e(t3, I] and a 0 otherwise. 
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FIGURE 2. Subdivision of the region for the message point upon receiving a 
0. Thresholds: (t 1,tz,t3). State 2. 

After receiving a l, in this second transmission, the message point (mt>m 2,m 3) 

is in the shaded subblock 1 (see Figure 2). Then our task is to divide that sub­
block further, which is fully equivalent to the initial task. If a 0 is received, 
then the message point (mt>m 2,m 3) lies in the double corner shaped body of 
Figure 2, i.e. the body which is left when the shaded block ( 1) is removed. 
Again a further resolution is necessary. This second resolution is step 2. In 
step 2, sender 1 sends a 1, sender 2 sends a 1 if m 2 E(t2, 1] and a 0 otherwise 
and sender 3 sends a I if m 3 E[O,t 3) and a 0 otherwise. 

I 

1 

FIGURE 3. Subdivision of the region for the message point upon receiving 
00. Thresholds (tl>t 2 ,t3 ). State 3. 

After receiving a I, the message point (m I>m 2,m 3) is in the shaded subbiock 2. 
(See Figure 3.) Then our task is to divide that subblock further, which is fully 
equivalent to the initial task. If a 0 is received, then the message point 
(m I>m 2,m 3) lies in one of the subblocks 1 or 3 (see Figure 3). Since these two 
subblocks are projection disjoint, all three the users know exactly in which of 
the two subblocks the message point lies, since they know their own message. 
Again the remaining task is to divide this subblock further, which is fully 
equivalent to the initial task. It is clear that after the third division, we are 
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back in the old situation, i.e. we have to determine the message point in a 
block. Figures 1 to 3 show the subdivisions that are used in our strategy, 
using thresholds (ti>t 2,t3). As before, we can describe this process by a 
Markov-chain. This Markov~chain is given in Figure 4. 

I 

FIGURE 4. Markov-chain in the three dimensional case. 

The matrix of transition probabilities for this Markov-chain is: 

1 

2 

3 

I 2 3 

tlt2 

tlt31(1-ttf2) 

1 

- -
0 (t2tl +t31t)l(l-tlt2) 

0 0 
- -

where t is defined as: t: = 1- t. 
This gives for the stationary probabilities q; of state i (i = 1,2,3): 

ql = 11(2+tt +t3-2tlt2 -tlt3) 

q2 = (1-ttl2)/(2+tl +t3-2ttt2-tlt3) 
- -

q3 = (t2tl +t3tt)1(2+tl +t3 -2tlt2 -tlt3) 

We will now give the quantities I~ for the three different states: 

State 1. 

State 2. 

1!2(1) = h(ttl2), 

IPO> = t2(h(tJ), 

Ji3(1) = lth(t2)· 

1!2(2) = (l-t3)h((l lt)l(l-ttl2)), 

1!3(2) = (t2(1-tt)h(t3) + (l-t2)h((l-tJ)(l-t3)))/(l-ttl2), 
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State 3. 

1!2(3) = t3(l- t 1t2)h(t2(l- t 1 )/(I-t 1 l2))/(t 1 + !3- t 1 l3- I 1 l2), 

I!3(3) = (l-t2Xt1 +t3 -t1t3)h(t3!(t1 +t3 -t1t3))/(t• +t3 -ttt3 -t1t2), 

/y3(3) = (tl(l-t2)h(t3) + (1 -tl)t3h(t2))/(tJ +t3 -ttl3 -tlt2). 

The optimal value for: 
3 

Rsurn = ~ q;(I!2 (i)+ Il\i)+ Jy3 (i)), 
i =I 

is reached for t 1 = 0.6398, 12 =0.7347 and 13 =0.3898. 
In this case Rsum =2.1822. 
(These results were obtained by numerical optimization). We will now 
describe a modification of this strategy, which gives a slightly better result. The 
first step is the same as in the old strategy: sender 3 sends a I and senders I 
and 2 send a 1 if m;E[O,t;] and a 0 otherwise (i = 1,2). The message point 
(mhm 2,m3) is uniformly distributed over the unit cube. The initial thresholds 
t 1 and t 2 for m 1 and m 2 respectively, divide the unit cube into four subblocks 
1,2,3 and 4. (See Figure 5.) 

1 

FIGURE 5. Unit cube with initial thresholds (tht 2). State L 

After receiving a I, the message point is in the shaded subblock. (i.e. 
(mhm 2)E[0,td*[O,t2]), see Figure 5). Then our task is to divide that subblock 
further, which is fully equivalent to the initial task. If a 0 is received then the 
message point lies in the corner shaped body consisting of the blocks 2,3 and 4 
in Figure 5, and further resolution is necessary. In our new strategy we are 
going to resolve the uncertainty in at most 3 steps. In step 1, sender 2 sends a 
1, sender 1 sends a 1 if m 1 E(t' .. l], (where t'1 <t 1) and 0 otherwise, and 
sender 3 sends a I if m3 E(t3, 1] and a 0 otherwise. 
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FIGURE 6. Subdivision of the region for the message point upon receiving a 
0, thresholds: (tt.t'1.12,t3). State 2. 

Mter receiving a 0 for the second time, the message point lies in the double 
corner shaped body of Figure 6. (Region 2). In this case, one further resolu­
tion is necessary. This resolution is shown in Figure 7. 

I-t2 

FIGURE 7. Subdivision of the region for the message point upon receiving 
00. Thresholds (t~tt'~ot 2 ,t 3 ). State 3. 

Sender 1 sends a 1, sender 2 sends a 1 if m 2 e[t2, 1], and a 0 otherwise, sender 
3 sends a I if m3 e[O,t3], and a 0 otherwise, in this case. Mter receiving a 1, 
the message point (mhm2,m 3) is in the shaded subblock 2 (see Figure 7). 
Then our task is to divide that subblock further, which is fully equivalent to 
the initial task. If a 0 is received, then the message point lies in one of the sub­
blocks 1 or 3. These subblocks being projection disjoint, all three senders know 
in which subblock the message point lies, since they know their own message. 
Again the remaining task is to divide this subblock further, which is fully 
equivalent to the initial task. It is clear that in this case, we are back in the old 
situation (i.e. we have to determine the message point in a block) after three 
divisions. 

Mter receiving a 1 in the second transmission (i.e. we have seen 01 now), the 
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message point lies in the corner shaped body of Figure 6. (Region I.) The rea­
son that State 4 is different from State 2 is that the proportions of the sizes of 
the sides are essentially different. We are going to resolve the uncertainty in 
two steps (as before), the first one being shown in Figure 8. 

l-t2 

FIGURE 8. Subdivision of the region for the message point upon receiving 
01. Thresholds (t~>t'~ot 2 ,t 3 ,t'3 ). State 4. 

Sender 2 sends a I, Sender I sends a I if m 1 e[l- t h I] and a 0 otherwise, 
Sender 3 sends I if m 3 e[t'3, l], and a 0 otherwise, where t'3 >t3• After receiv­
ing a I, the message point (m~om 2 ,m 3) is in the shaded subblock 1, see Figure 
8. Again our task is to divide this subblock further, which is fully equivalent 
with the initial task. After receiving a 0, the message point is in the double 
corner shaped body (region 2) of Figure 8, and some more resolution is neces­
sary. This resolution is shown in Figure 9. 

FIGURE 9. Subdivision of the region for the message point upon receiving 
OIO. Thresholds (t~>t't>t2 ,t 3 ,t'3 ). State 5. · 

Sender 1 sends a 1, Sender 2 sends a 1 if m2 e[t2,1] and a 0 otherwise, Sender 
3 sends a 1 if m 3 E [ t 3, t' 3] and a 0 otherwise. After receiving a I in this case, 
the message point is in the shaded subblock 1, see Figure 9, and our task is to 
divide that subblock further, which is fully equivalent to the initial task. If a 0 
is received, then the message point is in one of the two subblocks 2 or 3, see 
Figure 9. These two subblocks being projection disjoint, all users can decide in 
which subblock the message point is, by inspecting their own message. Again 
the remaining task is reduced to the initial one, i.e. finding the message point 
in a block. It is clear that we always come back to the initial state 1. Figures 5 
to 9 show which subdivisions are used in this new strategy, using thresholds 
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(tt.l't.t 2 ,t3,t'3). The Markov-chain corresponding to these subdivisions is 
given in Figure 10. 

0/1 

FIGURE 10. Markov-chain for the new strategy. 

Later on, we will specify the transition probabilities f 0,f1 ,f2 and /3. First we 
shall now calculate some quantities. V; stands for the contents of the region 
under consideration in State i, i = 1,2,3,4,5. St is the surface of the bottom of 
the region under consideration in State i, i = 1,2,3,4,5. IM(l) is the amount of 
information passing through the channel in State /, from users i and j to user 
k. We shall calculate these numbers. The reader can go through the calcula­
tions himself. 

State 1. 

Contents of the region: V 1 =I. 

State 2. 

If(l) = h(ltl2), 

IP(l) = t2h(t,), 

IP(l) = t,h(t2). 

Contents of the region: V 2 = I - t 1 t 2• 

J!2(2) = (I-t3)h(t',(l-t2)/V2). 

1!3(2) = ((l-t,)t2h(t3)+(1-t2)h((l-t3)(1-t'I)))/V2, 

/y3(2) =((I t't ttt2+t'tt2)h(t3))/V2. 
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State 3. 

Contents of the region: V 3 =t3(l- t 1t2)+t'1(1-t2)(1-t3)· 

Jf(3) = t3(l-ttt2)h((l-t2)/(l-ttt2))/V3, 

State 4. 

I!\3) (l-t2)(t't +t3 -1'tt3)h(t3/(t3 +t't- t'tt3))/V3, 

Jy3(3) = (t't(l-t2)h(t3) + (l-tt)t3h(t2))/V3. 

Sudace of the bottom: S 4= l-t'1-t 1t 2 +t'1t2. 
Contents of the region: V4 =(l-t3)S4. 

Il2(4) = (l-t'3)h((l-tt)/S4)/(l-t3) 

/!3(4) = (t2(l lt)h((l t'3)/(l-t3)))/S4 + 

Chapter 1 

+ ((1-t't)(l-t2)h((l-tt)(l-t'3)/((l-t't)(l-t3)))/S4, 

Jy3(4) = (1 1t)h(l-t'3)/(l-t3))/S4. 

State 5. 

Contents of the region: V5 =(t'3 -t3)S4 +(1-t'3)(1-t2)(1t -t't)· 

Jj2(5) (t'3- t 3)S4h((l-t,)t2/ S4)/ Vs, 

Ji3(5) (l-t2)((1-t't)(l-t3)-(l-tt)(l-t3))* 

*h((l-t3)(t 1 -t'1)/((l-t'1)(1-t3)-(1-t1)(1-t'3)))/V5, 

Jf(5) ((t'3 -t3)(l-tt)h(t2)1Vs + 
+ (tt-l't)(l-t2)(1-t3)h((l-t'3)/(l-t3))/Vs. 

The transition probabilities f 0,f1 ./2 and /3 are given by: 

/o=V2;/t = V3/V2;/2 = V4/V2;/J = Vs!V3. 

For the stationary probabilities q; of state i(i = 1,2,3,4,5), we find the equa­
tions: 

q2 = foqt 

q3 = ftqz 

q4 = fJqz 

qs /Jq4 = /o/JJqt 

q1 +qz +q3 +q4 +qs = I 

which have the following solution: 

qi = l/(l + /o +/oft + fofz + /o/JJ), 

(1), 

(2), 

(3), 

(4), 

(5), 
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and q2,q3,q4 and q5 are givenby (1), (2}, (3) and (4). The optimal value for 
5 

Rsum = ~ q;(Ii2(i)+J!\i)+/y3(i)}, 
i "'I 

is reached for: 

t 1 = 0.6902... ; t 2 = 0.6783... ; t 3 0.3700... ; 

t'l = 0.4452., ; 1
1
3 = 0.6387 .... 

In this case Rsum =2.2044.... (this result again was obtained by numerical 
optimization). By arguments similar to those used· by Tolhuizen [5], it prob­
ably is possible to show that in this case the calculated rates can be reached by 
block codes with vanishing probability of error, as well as by variable length 
codes with zero error probability. However we shall not go into details. 

1. 7. THE CASE IN WHICH TWO SENDERS KNOW THE MESSAGE OF THE THIRD ONE 

In this case, i.e. when two senders know the message of the third one, this 
third one does not want to pass information along the channel, so he keeps 
sending a I. Actually the situation is equivalent to the case where we use the 
BMC as a multiple aceess channel with two senders and one receiver and in 
which there is complete feedback. For general results on multiple access chan­
nels with feed-back we refer to van der Meulen [8). More details can be found 
in van der Meulen [9]. The situation is like in Figure 1. 

Sender I 

Receiver 

FIGURE I. An equivalent communication situation. 

Again the cardinality of the message set for sender i is M;,(i 1,2). The best 
code possible uses a total number of bits equal to the number of bits in a 
binary Huffman code for M 1M 2 equiprobable messages. Less is not possible 
since this number equals the source information. For more details about such 
Huffman codes we refer to Gallager [2], Exercise 3.15, page 515. The question 
is whether this number of bits is feasible, and I conjecture that the answer is 
yes. In this respect, I want to make the following remarks: 
Per transmission, the region in which the message point has to be, is divided 
into two smaller regions: the one where a 0 shall be received and the one 
where a I shall be received. This division should be such that these two 
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regions are more or less of the same size, i.e. the number of possible message 
points in each region should be in between the same two powers of 2. It is 
easy to see that such a division is always possible if the following statement is 
true: 

CONJECTURE 1. LetS be a positive integer 2a+l<S..,.;;;~+l for some a eN. Let 
M be a (0, I)-matrix having exactly S ones. Then there exists a submatrix of M 
containing S 1 ones, such that 2a ..,.;;;s 1 ..,.;;;2a + 1 and 2a ..,.;;;s - S 1 ..,.;;;2a + 1• 

Indeed, if we use the messages of user I and 2 as indices of rows respectively 
colums of a matrix, having (i,j)th entry equal to 1 if a message point is a 
region which is under consideration and a 0 otherwise, then conjecture 1 
asserts that every arbitrary region can be divided into two regions of more or 
less the same size, if user 1 sends a 1 if his message is the index of one of the 
rows of the submatrix and a 0 otherwise, and user 2 sends a 1 if his message is 
one of the column of the submatrix and a 0 otherwise. 

Unfortunately this conjecture still needs a proof. This statement is equivalent 
to the following one: 

CONJECTURE 2. Let M be a (0, 1 )-matrix having 2a + 1 ones. Then there exists a 
submatrix of M having exactly 2a ones. 

PROOF OF THE EQUIVALENCE OF CONJECTURES 1 AND 2 

LEMMA 1. Let M be a counterexample against Conjecture 1, having a minimal 
number of ones S, such that 2a+2 >S>2a+t. Then S>2a+ 1 +2°+ 1. 

PRooF: Delete a one in M. The resulting matrix has S -1 ones and by the 
minimality of the counterexample, it follows that the new matrix is not a coun­
terexample. So we can find a submatrix for this new matrix, satisfying the con­
ditions of Conjecture 1. The region where the deleted one is in, contains 2° + 1 

ones, otherwise the same submatrix would give a legal splitting and the coun­
terexample would not be counterexample. Therefore we can conclude: 
S- 1-2a + 1 >2a. (S -1- 2a + 1 being the number of ones in the other region 
i.e. not containing the deleted one). 

LEMMA 2. If there exists a counterexample for Conjecture 1, then there exists a 
counterexample containing 2a ones for some a eN. 

PROOF: Suppose there exists a counterexample for Conjecture 1. Take the one 
with the minimal number of ones, sayS ones. From the previous lemma, we 
know 2a+2 >S>2a+l +2a+ 1 for some a eN. 
Now it follows that S =2a+l +2a+t, for some t. From a counterexample 
satisfying S = 2° + 1 + 2a + t <2° + 2 (S is the number of ones in the matrix}, 
t > 1, we can make a counterexample satisfying S = 2a + 1 + 2° + t + 1 ones by 



The BMC as a Three-way Channel 45 

changing an arbitrary zero into a one. Indeed, suppose the new matrix is not a 
counterexample. S'=S +I is the new number of ones. We find a submatrix 
satisfying the conditions of Conjecture 1 for the new matrix. S' 1 = the number 
of ones in the region where we changed something. If this submatrix is used 
for the original situation, it does not satisfy the conditions of Conjecture I. 
Hence S'1 -1<2a so S'1 E;;;2a. But also S'1;;;<!:2a. So S'1 =2a. Then 
S + 1-S'too;;;2a+t so Soo;;;2a+t +2a 1. 
But S;;;<!:2a+l +2a + l, a contradiction. Therefore the new matrix has to be a 
counterexample. By subsequently enlarging the number of ones in a counterex­
ample, we reach a counterexample having 2a ones, for some aeN. We have 
now proven that Conjecture 2 implies Conjecture 1. To prove the other impli­
cation assume Conjecture I. Let M be a (0, 1 )-matrix having 2a +l ones. From 
Conjecture 1, it follows that there exists a submatrix of M containing S 1 ones 
with 2a-t..;;;st..;;;2a, and 2a-loo;;;2a+t_s 1..;;;2a. 

So S 1 oo;;;2a and S 1 ;;;<!:2a. Therefore S 1 = 2a. So Conjecture 2 follows from 
Conjecture 1. 

This proves the equivalence of both statements. 
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2.0. INTRODUCTION 

Chapter 2 

Error -correcting Codes for 

the Binary-adder Channel 

In 1976 Kasami and Lin ([1]-[4]) studied the coding procedures for a multiple 
access channel known as the binary adder channel. First the study was res­
tricted to channels without noise and the aim was to find so-called uniquely 
decodable codes with rates as high as possible. Later the presence of noise was 
taken into consideration and the concept of 8-decodability was introduced. 
Kasami et al. [1]-[4] give existence results for "good" 8-decodable codes. In [6], 
V an Tilborg gave upper bounds for codes for this noisy two access binary 
adder channel. In the coming chapter we shall give some explicit construction 
methods for the noisy two access binary adder channel. Furthermore, we give 
tables of the constructed codes. In our construction, a major role is played by 
ternary codes having high distance d in the L-metric (which will be defined in 
a coming section). Therefore in a separate section, (Section 6), we shall study 
this kind of codes. 

2.1. THE BINARY ADDER CHANNEL AS A MULTIPLE ACCESS CHANNEL 

In the coming sections we wish to study the Binary Adder Channel with noise. 
The communication situation that we are interested in is given. by Figure 1. 

Channel 

User J, input X 1 

Receiver 

User 2, input X2 

FIGURE I. A multiple access communication situation. 
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For the rest of this chapter we assume that there is bit and block synchroniza­
tion. In the case we wish to study, the channel output is simply the sum of the 
two bits X 1 and X2, i.e. r=X1 + X2, that is to say when there is no noise. This 
channel model is depicted in Figure 2a, and is called the noiseless BAC (Cf. 
[4D. In the presence of noise, r can be any integer from 0, 1,2. This channel 
model is called noisy BAC, and is depicted in Figure 2b. 

oo-------o 

0 I 

I 0 

11-------2 

(a) (b) 

FIGURE 2. (a) Noiseless BAC, possible transitions 
(b) Noisy BAC, possible transitions. 

A block code pair of length n for this channel with M 1 messages at terminal 1 
and M 2 messages at terminal 2 consists of two encoding functions: 

/t: {l, ... ,MJ} {O,IY and 

f2: {l, ... ,M2} {O,l}n. 

The functions ft and b prescribe how the messages are encoded into 
sequences of n input symbols. A decoding function is a function </J. 

<P :{0,1,2}n---+ {I, ... ,Mt} * {l, ... ,M2}· 

The decoding function gives a rule for the receiver to decide on the messages 
that were sent by terminal 1 and terminal 2. 
the signalling rates for such a block code pair are: 

Rt:=(logM 1)/n and R2:=(logM2)/n. 

As measure for the total amount of information passing through the channel 
we take Rsum=Rt +R2. 

We define C;:={li(m;)lm;e{l, ... ,M;}}, (i=l,2). 

In the noiseless case, the received output sequences come from the set 

D = {{J(mt) + /2(m2)l(mi>m2)e{l, ... ,Mt}*{l, ... ,M2}} = 

{et + c2lc1 eC.,c2EC2}· 
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The coding problem for this case consists of constructing code pairs (C~>C2 ) 
such that for all pairs (chc 2) EC 1*C2, the real sums c 1 +c2 are different ele­
ments of { 0,1, 2} n. Then the decoding function can be chosen such that the 
receiver finds the messages that were sent by users I and 2 without making any 
decoding errors. Such a code pair (C~tC2) is called uniquely decodable. 

In the presence of noise, we supply the set {0, 1,2}n with a metric d (depend­
ing on the nature of the noise). A code pair ( C 1, C 2) is said to be d-decodable 
if for all (u,v)=rf:(u',v')EC 1 *C2: 

d(u +v,u' +v');;;;.d 

In this case the decoding function 4> is defined as follows. If yE { 0, 1,2} n, 

search for the word in C 1 + C 2 which is at the smallest distance (in the given 
metric) to y. This word is related to a unique pair (m hm 2)E { l, ... ,M d* 
{l, ... ,M2}. Then cp(y) is defined to be that unique pair. 

In Section 2, we will describe two noise models which give rise to different 
metrics. Section 3 is concerned with the known results on d-decodable codes in 
the L-metric (which will be defined in Section 2). Section 4 gives the known 
results for the Hamming metric. In Section 5, a new construction method is 
given using a kind of· concatenation. Section 6 contains upper and lower 
bounds for ternary codes in the L-metric. The numerical results that can be 
obtained from these bounds· can be found in the appendices. The lower bounds 
from Section 6 are used to obtain lower bounds for d-decodable code pairs, 
applying the construction of Section 5. Section 7 shows these results. Further­
more it contains some other constructions. The numerical results can be found 
in the appendices to Section 7. 

2.2. HEURISTIC DISCUSSION OF TWO METRICS CORRESPONDING TO NOISE 

MODELS 

We will now discuss noise models leading to different metrics. In Figure I the 
two situations are depicted. In both cases, we are going to define a metric on 
the symbols. Then the distance between two words is defined as the sum of 
the distances between the symbols in the words. We· say that one bit error 
occurs if 00 goes to 1, 11 goes to 1 or 01 or 10 go to 0 or 2, and that two bit 
errors occur if 00 goes to 2 or 11 goes to 0. 

In the model of Figure la, we see that the probability of having one bit 
error is 2p(l-p) and the probability of having two bit errors is p 2 where pis 
the probability to generate a 1, for the separate noise generators. We require 
that error patterns that have the same distance to 0 are about equiprobab1e. 
One can easily check that a good choice for the metric in this case is 
d(O, l)=d(l,2)= 1; d(0,2)=2; d(u,u)=O. 
This gives rise to the so-called L-metric (Cf. [1] and [2).): 

D 

dL(u,v) = ~ lu;-v;l· 
i=l 
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Encoder I 

Encoder 2 

" 

u 

(a) 

ADDER 
CHANNEL 

Chapter 2 

I Encoder! I NOISE I 

~~ELI------+lH---~.1 DECODER I 
"--.f r"'u+•+e 

r Encoder2 
(b) 

FIGURE I. Two noise models: 
(a) Noise at the input side of the channel. 
(b) Noise at the output side of the channel. 

In the model of Figure I b we suppose that all errors are equiprobable. Then 
there is no point in taking a different measure for double bit errors. So we take 
d(O, l)=d(l,2)=d(0,2)= 1, and d(u,u)=O. The resulting metric is the ordi­
nary Hamming metric on ternary words: 

dH(u,v) = l{ilu;:¥=v;}l. 
(Cf. [9]). 

2.3. THE KNOWN RESULTS ON D·DECODABLE CODES IN THE L-METRIC 

UPPER BOUNDS 

In [6], Van Tilborg proved the following bound for d-decodable code pairs 
C l>C2 of length n: 

THEOREM. 

Lnt~ -e [n] 
ICd IC21~2 k~O k ·2klW(n,e), where 

[n/2] [n/2] W(n,e) = 2{ e + e + 1 }1(2nl(e + 1)) if d is even, 
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[
[n/2]] [ln12J + 1] + [ln12Jl W(n,e) = 2( e + · e +I e+I )1l(2nl(e+l))j 

if d is odd, 

and e= l(d 1)12j. 

This leads to the following upper bound for the sumrate R~um .:=R\ + R~ for a 
series of code pairs (Cu,Cu) with d1 1n1~, when nr-+oo: 

(where as before R\ =(log1Cul)ln1; R~ =(logiC21 I)In1,Rsum=limsupR~) 
, .... <X) 

Rsum=s<;;3/2 + {ll2)6log612-((1 +6)12)log(l +6)= 

= 112-(612) + h((l-6)12 - h(6)12. 

From [1], Rsum can also be bounded above by twice the best known upper 
bound for [n,d]-codes (since both C1 and C2 are binary [n,d]-codes). If one 
compares the above asymptotic upper bound with twice the bound in [7], then 
this latter bound is better for 6>0.16. These two upper bounds are the best 
known up to now. 

LoWER BOUNDS (Constructions and existence results). 
In [1], the following code pairs were constructed using Reed-Muller codes: 
1) IC J!=32;IC21 = 1177; d =4, n = 16, din =0.25; Rsum =0.95005 .... 
2) ICJ!=64;IC21=65309809; d=4; n =32; dln=O.l25; Rsum=0.68201.... 
3) ICJ!=64;IC2I=58033; d=8; n =32; dln=0.25; Rsum=0.68201.... 
4) A class of 4-decodable code pairs: 

ICtl=22•-•-t; IC2I=(l/2) + 2-(m-!){32'" .. ' +2(2m-J 1)32 .... 
1 +1}; 

n=2m, d=4. 

REMARK: Taking m = 5 in the Construction 4, one gets a code pair having a 
much better sumrate and with the same din as the code under 2) 
(Rsum = 1.0739). In Section 7, we will give a much easier description of the 
class found· under 4. In [2], there is given an asymptotic existence result for d­
decodable code pairs. The arguments used to obtairt this lower bound are basi­
cally the same as those in the proof of the Gilbert-V arshamov bound. Unfor­
tunately Kasami et al. have made a mistake in the calculation, and the results 
in their paper [2] should be weakened somewhat. In Section 7 we will give a 
simpler description of the codes constructed here, and we will do the calcula­
tions correctly. Kasami et al. [3] contains a generalization of the construction 
in [2), however, this paper contains the same mistake. We will give the adjusted 
results in Section 7. In Kasami et al. [4), a graph theoretic approach is used 
instead of a Gilbert-Varshamov argument. The result obtained by this method 
is much stronger (asymptotically) than the other results. However, from the 
viewpoint. of constructivity this method is far too complicated and unsuitable. 
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Khachatrian [8] gives a construction method using Kasami and Lin's coset 
approach (i.e. choose a linear code C I> split F~ into cosets of C 1 and look 
how many words of each coset can included in C2, such that (ChC2) is ad­
decodable code pair). He constructs code pairs having the following parame­
ters (N = length, d= distance): 

N d diN Rsum 

77 6 0.0779 0.8317 
79 8 0.1013 0.7114 
87 6 0.689 0.8701 
89 8 0.0899 0.7782 

445 10 0.0225 0.9472 
447 12 0.0268 0.9162 
459 10 0.0218 0.9512 
461 12 0.0260 0.9211 

TABLE 1. Code parameters for Khachatrians construction. 

In Section 7, we will construct much better codes, i.e. shorter codes having the 
same distance and a higher sumrate. For uniquely decodable codes the results 
of Coebergh van den Braak et al. [ 17] are improved in one of the Theorems of 
Van Pul [15}. 

2.4. THE KNOWN RESULTS ON d-DECODABLE CODE PAIRS IN THE HAMMING 

METRIC 

Since code pairs in the Hamming metric give rise to code pairs in the L-metric 
(dL(u,v)";ii:dH(u,v)), we can take the same upper bound as in Section 3. In [9] 
Weldon suggests the following concatenation technique. 

m, OUTER 
ENCODER! " 

ENCODER 
r 

CODED 1 M',-ary 
CODEC1 ~ 

m-tuple 
CHANNEL 
WITH 
NOISE 

sage 
·m2 

OUTER f-----i 
ENCODER2 ENCODER 

"' CODED1 CODEC, 
M'l·ary 

m-tuple 

FIGURE I. Encoding scheme using concatenated codes. 

In Figure 1, we have an inner code pair (Ct.C2) which is drdecodable; 
IC 1! =M'~< IC2I=M'2· The minimum distance of C, is tf, (t = 1,2). 
D1 is an M,-ary code of length n0 having Hamming distance d'f,(t = 1,2). The 
codes D, are used as outer codes to encode the messages m, from the sources 
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(t = 1,2). W.l.o.g. we can assume that d'f ;;;or:~. Then we have the following 
theorem. The code pair constructed by concatenating two outer codes 
(Dt.D 2 ) with an inner code pair (C 1,C2) is called (Et.E2). 

THEOREM. The minimum Hamming distance of such a code pair (E 1,£2) is 
bounded below by d=min(d1d1,d~dn. 

PRooF: (Weldon [9]). Let ei>e2,j1 and h be in E~tE2 ,E ~tE 2 respectively. 
We have to prove: 
If (e l>e2)=1=(f~th) then dH(e 1-+e2,J1 + f2);;;;J:d. We prove this by .considering 
three cases: (i) The case that e2 = f2, (ii) The case that e 1 = / 1 and (iii) The 
case that ef=f:=ft and e2=Fh· 

(i) If e2=f2: dH(e! +e2,ft +/2) dH(e~>ft);;;;J:d~d'f. 
(ii) If e1 = ft: dH(e! +e2,f1 + f2)=dH(e2,j2);;;;J:d~~. 
(iii) If et=Fh and e2=Fh= since e! and /t differ in at least d'f places (where 

el and it are the codewords in Dt corresponding toe! and /I) we have 
that: 

dH(e;+e2,f1 + f2);;;;J:d;d'f. 

Since d\ ;;;;J:d; we have that d;d'f ,.;d 1 di d'f. Hence in all three cases we find 
dH(e! +c2,/1 + f2);;;;J:d. Q.E.D. · 

ExAMPLE. Take cl ={(0,0); (0,1);(1,0)}, C2={(0,0);(1,1)}. Then (CJ,C2) is 
a uniquely decodable code pair with distance d1 = I. 
IC tl = 3; IC 2l = 2. The minimum distance of C; is d\ = I. The minimum dis­
tance of C 2 is d~ = 2. Let D 2 be a binary code of length n and Hamming dis­
tance d~ =d/2. Let D 1 be a ternary code of length n and Hamming distance 
d1 =d. The codes D1 are used as outer codes to encode the messages m1 from 
the sources (t =1,2). We have that d'f =d;;;;J:d/2=d~. 
Then the code pair (E h£2) constructed by concatenation has length 2n and 
minimum distance: rnin(d 1~,d!d'f)=rnin(d,2d/2)=d. 
Furthermore IE 11= ID1I=: Mt>IE2I ID2I=:M2. 
Choose an infinite sequence of binary codes D! of type (nk>M!,dk/2) satisfy­
ing R! = OogM!)Ink;;;;:; 1-h(dk/(2nk))(nk--,.oo). (Existence of such a 
sequence is guaranteed by a Gilbert-Varshamov bound cf. [12], [10]). 
Furthermore choose an infinite sequence of ternary codes Dt of type 
(nk>M1,dk) satisfying Rf =logMf)/nk;;;;:: log3-,--h(dklnk)-dklnk(nk-"'oo). 
(Existence of such a sequence is guaranteed by a Gilbert-Varshamov argument 
cf. [10]). 
Now by applying the concatenation construction we get an infinite sequence of 
code pairs (Ef,E!) of length 2nk> minimum distance dk and having sumrate: 

Rsum = OogMf)12nk + (logM~)/2nk = (Rf + R~)/2;;;;J: 
;;;;J:(l-h(dkl2nk))l2 + Oog3)12-h(dklnk)l2-dkl2nk (nk-"'00). 
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If dklnk tends to 8 for nk-+oo, we have found a sequence of code pairs with 
sumrates satisfying: 

Rsum;;l!tl/2log3 + 112-8!2-h(28)12-h(8)12 

and the ratio distance to length tends to 8 as the length tends to infinity. 
(0.;;;;8.;;;;1/4). 

2.5. USING THE CONCATENATION IDEA FOR CONSTRUCTING CODE PAIRS IN THE 

L-METRIC 

Using the ideas of the previous section and especially the last example, we can 
give some constructions of good code pairs in the L-metric. The following new 
theorem is basic to these constructions. 

THEOREM. Let C be a binary (n,d/2)-code in the Hamming metric. Let D be a 
ternary (n,d)-code in the L-metric. If C is the code obtained from C by replacing 
0 by 00 and 1 by 11, D is the code obtained from D by replacing 0 by 01, 1 by 00 
and 2 by 10, then (C,D) is a d-decodable code pair of length 2n in the L-metric. 

PRooF: Let u,u',v,v' be in C,C,D,D respectively. We must prove: 
dL(u+v,u'+v');;;a.d. We do this by considering the two possibilities (i) v=v' 
and (ii) v¥:=v'. 
(i) If v=v' then dL(u+v,u'+v')=dL(u,u');;;a.2df2=d. 

(ii) If v=;t!=v...:_ then define v and ;; to be the correspom:J!Pg words in D. 
If vi= v'i po~tion i gives no contribution to dL(V, v'!:_ 
lfvie{0,2},v'i=l, position i contributes 1 to dL(V,v'). Now: 

01+00 = 01; 01+11=12; 10+00=10; 10+11=21; 

00+00 = 00; 00+ ll = 11. 

So the contribution of position i to dL(u+v,u'+v') is larger than or equal 
to I. 
Ifv;=O; v'i position i contributes 2 to dL(V, ;-'). Now: 

01 +00=01; 01 + 11 = 12; 10+00= 10; 10+ 11 =21. 

So the contribution of position i to dL(u +v,u' +v') is 2. Therefore we can 
conclude: 

dL(u +v,u' +v');;;a.dL(V,v7)=d 

Hence we may conclude that in both cases we have dL(u+v,u'+v');;;a.d. 

Q.E.D. 

We are now left with two coding problems: 
(i) construct good binary codes of length n and Hamming distance d 12. 
(ii) construct good ternary codes of length n and distance d in the L-metric. 
The first problem is treated in many text books (e.g. [10,12] etc.), whereas the 
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second problem is new and therefore not yet discussed in the literature. We 
will treat this subject in the next section. 

The results for d-decodable code pairs obtained by this construction and the 
results of the next section together with the results on the best known codes in 
[10] and [12], can be found in Section 7. 

2.6. BOUNDS AND CONSTRUCTIONS FOR TERNARY CODES IN THE £-METRIC 

This section is devoted to ternary codes in the L-metric. We will give (asymp­
totic) lower and upper bounds for these codes. Also we will discuss a con­
struction method. In the appendices we will give some tables containing the 
best codes known having length less than 20 and distance less than 16. Also in 
the appendices the numerical results for the asymptotic bounds can be found. 
Finally the asymptotic bounds are plotted. In analogy to A (n,d) for binary 
codes (Cf. [12], Chapter 17), we define: AL(n,d) to be the maximum number of 
words in a ternary code of length nand with £-distance ;;:.d. 

TRIVIAL OBSERVATIONS: 

(1) AL(n, I) = 3n, 
(2) AL(n, 2) = (3n + l)/2. 

PRooF: The first statement follows from the fact that any two different words 
have £-distance ;;;.I. To prove the second statement define: 

n = I: Sn == S1:= {{0,1}}, 

n>I: Sn:= {{Ou,Ov}, {lu,lv}, {2u,2v}l{u,v}eSn-dU 

u { {02 ... 2, 12 ... 2} }. 

The following properties of Sn follow by induction: 

'V(u,v}es.[dL(u,v) = 1], 

LJ {u,v} = {0,1,2}n- {(2, ... ,2)}, 
{u,v}eS. 

l{u,v}n{u',v'}l = 0 or 2 for all {u,v}, {u',v'}eSm 

ISnl = (3n -1)/2 

(I) 

(2) 

(3) 

(4) 

From (I), (2), (3) and (4) it follows that a code in {0, 1,2}n having distance 2 
can have at most one word from each pair in Sn. Hence AL(n, 2)E;; 
(3n -1)/2+ 1 =(3n + 1)/2. 

We can reach this number of words by taking all words c with ~c;-Omod2. 
There are (3n + 1)/2 such words and their £-distance is even. Q.E.D. 

We will now introduce a notation which will be used frequently. 

NOTATION: 

Let ce{O,l,2}n, c=(ci>···•cn)· Then: 
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c : = (clnwd2, ... ,c11mod2), 

c : = (c;, , ... ,c;) 

Chapter2 

where the ij are the coordinate positions where c does not have a I, (i.e. c has 
a 0 or a 2), i 1 <i2 < ... <i,·(c is possibly empty). 

LoWER BOUNDS 

We will now derive a lower bound on AL(n,d). Define: 

V,..:= {ce{0,1,2}"1wt(c)=w}. 

B..,(c,d) := {xeV,..jdL(x,c)~d}. 

We have the following theorem. 

THEOREM 1. 

jB,..(c,d)l is independent of the centre c E V,... 

IB,..(c,d)l = ~ 2;·[7J·[n~wl· [n-;-;]· 
O<i+j<dl2 

PRooF: If ceV,.., w.l.o.g. thew ones are in the first w places (reordering coor­
dinates). Again without loss of generality we can take the last n -w places to 
have zeroes. Indeed, adding the 0/2-pattem of our word to all other words and 
reducing coordinates mod4 where furthermore 3 becomes 1, the distance 
between words is not changed. This shows the first statement. Now 

C = (1...10 ... 0) = (1"'0" -w). 

The number of words e having w ones, i zeroes or twos among the first w 
places and j twos among the last n - w places, is equal to: 

1![~]-[•~wHn ;-']-
For these words e we have: dL(c,e)=2(i + j), and look like 
e=(l"'-;0/2ipi2i0"-w-i-j) were the front w and back n -w places may be 
permuted. 

Therefore IB,..(c,d)l= ~ 2;· [~]· [n ~wl· [n -~ -il· 
O<i+ j<dl2 I l j 

Q.E.D. 

Theorem I leads in a natural way to the following lower bound: 

THEOREM 2. (Analogue of the Gilbert bound) 

AL(n,d);a., max (jV,..j)!(IB,..(c,d-l)j), where ceV,... 
O<w<n 
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PRooF: Let C be a code consisting of words in Vw, having minimal L-distance 
d, and a maximal number of words. If ICI·IBw(c,d-l)I<Wwl• where cEVw, 
then we can find a word in Vw having distance ";i!od to all words in C. But since 
C has the maximum number of words of words in Vw, the last statement is 
false so ICI·!Bw(c,d -l)l";ioiVwl• from which the theorem follows. Q.E.D. 

In Appendix l to· this section, one can find a table showing . this bound for 
small values of n and d. Of course, as with .the Gilbert bound, the strength .of 
this bound is in its asymptotics. We will now calculate the asymptotic 
behaviour, assuming dln<l/2 and wln<l/2. Define: 

RL(8) := limsup(lo~L{n,8n))ln 
n~oo " 

Now writing x for iln,y for jln,z for win and t for d/n(z-s;;l/2 and t-s;;l/2) 
and using the elementary estimates for binomial coefficients (see [12], Chapter 
11) we find: 

RL(t)";i!o 1-z+h(z)- max (x+zh(x/z)+(l-z)h(x/(1-z)) + 
Oo;;;x+y<tl2 

+ (1-z -x)h(y/(1-z -x))) + o(l)(for all z-s;;l/2, n~oo). 

Define: 

f(x,y) := x+zh(x/z) + (1-z)h(x/(1-z)) + (1-z-x)h(yl(l-z-x)). 

Since dln<l/2 and wln<l/2 we have that t +z<l. Therefore: 
t/2-x<(l-z-x)/2. Hence maximizingj(x,y) over y it is easily seen that 
this maximum is taken for y =t/2-x, since h(u) is monotonically increasing 
for OE;;u os;; 112. This maximum is equal to: 

j(x) = x +zh(x/z)+(l-z)h(x/(1-z))+ 1(1-z -x)h((t/2-x)/(1-z -x)). 

By standard analysis, this function has a maximum in: 

x =z +t/2- V(z 2 +t2 /4) = (zt)/(z +t12+ Vz 2 +t 2 /4) =: x 0 

and we find: 

RL(t)";i!o 1-z -h(z)-j(x0)+o(l) (n~oo) for all z<l/2. 

Taking z = 1/3 we find the following asymptotic result: 

THEOREM 3. (asymptotic analogue of the Gilbert bound) 

RL(8)";i!olog3-x0 -h(3x0)13-2h(3x012)13 + 
- (213-x 0)h((812-x 0)/(2/3-x 0)) (n~oo ). 

where x 0 = 113+812- V8214+ 119. 

(The reason that we take z = 113 is that if t is small compared to z, we have 
that x 0 is approximately t, and therefore R is approximately 1-z -h(z) (with 
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a small correction term f (t)). This takes a maximum at z = 1!3. If t is about 
equal to z, we also find that the maximum is near z l/3). In Appendix 8 we 
will give some numerical results using the bound of Theorem 3. Also the 
bound will be plotted in Appendix 9. We shall now give another lower bound 
based on the following Theorem of Turlm [16]. 

THEoREM 4. (Turlm) Let G =(V,E) be a graph, V the set of points. E the set of 
edges. If y and y' are the sizes of respectively the largest clique and the largest 
coclique then: 

y ~ (IVI2)1<1VI2 
- 2IEI ), J'~<IVI2>t<IVI + 2IEI> 

For a proof of this theorem we refer to Appendix 10. Now define the follow­
ing graph on {0, 1,2}n 

x "'Y iff dL(x,y )<.d - 1. 

If we have a coclique in this graph, then this is a ternary code having £­
distance d. Since V= {0, 1, 2} n, we have lVI = 3n. Calculating the number of 
edges we find: 

IEI = l{{x,y}: O<dL(x,y)<.d-1}1 = 
112l{(x,y): O<dL(x,y)<.d -I }I = 

n 

1/2 ~ l{(x,y): O<dL(x,y)~d 1, wt(X) = k}l = 
k=O 

1/2 f [:]·2n -k·I{Y:O<dL(x0 ,y)<.d -1, x 0 =(Ikon -k)}l = 
k=O 

I /2 ,t [: ]·2" -• ·1~01 {y :O<dL(x oJ' )"'d - I ,x0 ~(I '0' -•1 wt(y) ~I) 1 

~ 1!2 ,;. [Z ]·2·-•·n,t ¥' _, [;]. [~ :::~ ]· [ • -k j-I + ;]1- I J, 

where C stands for the conditions: 

C : O<.k +l-2i +2f<.d-I 

0 ~i<.l 

O<.j<.n -k -I +i. 

The last equality follows from the following figure: 
k n-k 

x 0 = 1 ...................... 10 ...................................................... 0 

y = * ........ •1 .......... 11 .......... 12 .......... 20 .......................... 0 
k-i i 1-i j n-k-l+i-j 

* E {0,2} 

FIGURE 1. Two words having £-distance dL(x0,y)=k +l-2i +2j. 
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From the above formula we find: 

lVI + 2IEI ~ ~~2n 1 • • • • • • n n _. [n] [k]· [n -kl [n -k -l+il 
k =O I =O c k 1 1-z J 

Applying Turans Theorem we obtain: 

THEOREM 5. (Turan Lower bound) 
2n AL(n,d)~(3 )/ E(n,d). 
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=:E(n,d). 

In Appendix 2 to this section, we will give a table showing this bound for 
small values of n and d. Of course the strength of this bound also lies in its 
asymptotic behaviour. From Theorem 5 it follows that: 

logAL(n, 8n))ln ~(log32n -logE(tt,8n))/n =2log3-(logE(n,8n))/n 

In order to find an estimate for the right~hand side we have to find an upper 
bound for S(8n):=(logE(n,8n))/n. It is easy to see that for n-oo: 

S(8n ):r;;;(Iog( max 
O<k<n [n] [k] [n-kl [n-k-l+il ( k. i . 1-i . j ·2"-;)))/n+o(l) 

O<l<n 
O<k +l-2i +2j<Sn -I 

By elementary reasoning it can be seen that the maximum is taken when I = k, 
so for n-oo: 

S(8n)<(log( 0~. ( [:]· n [: =~]· [" -~ +il·2"-1
)))/n +o(l) 

0<;2(k -; + j)<8n -I 

Now putting x=iln,y= jln,A=kln, defining: 

j(x,y,A):= h(A)+M(x/A)+(l-A)h((A-x)/(1-A)) + 

(l-2A+x)h(Y/(l-2A+x))+ 1-x, 

and using the standard. estimates for binomial coefficients we get: 

S(8n ):r;;; max f(x,y, A) + o(l) (n-oo). 
O<x<A 

0<A-x+y<812 

Under the assumption that 812+x-A=r;;;IJ2~A+xl2 (i.e. x:r;;;I-8), it follows 
from the fact that h (z) is monotonically increasing for O<z < 112, that the 
maximum is attained for y =812 + x-A. Hence: 

where: 

S(8n):r;;; max f 1(x,A) + o(l) (n-oo), 
O.s;;x.;;>. 
0<>-<1 

O<;x<J-8 
0.;;;8!2-A.+x 

/ 1(x,A):= f(x,8!2-A+x,A) 
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Doing some calculus, we find: 

f 1(x,A) = -xlogx-2(A-x)log(A-x)-(8/2-(A-x))log(812-(A-x)) + 

-(1-A-812)log(l-A-812)+ 1-x. 

Substituting t for A- x we find: 

S(on)<; max (-xlogx-2tlogt-(812-t)log(812-t) + 
O<t<812 . 

O<x<l-6 

-(1-x-812-t)log(l-x-812-t) + 1..:..x). 

Differentiating with respect tot we find: 

log((l-x -8/2-t)(o!2-t)/t2
). 

Therefore the maximum is attained fort =8(1- x -8/2)/(2(1-x)). Hence: 

S(on )<;M(o): = max (-xlogx + 
O<x<;l-6 

8{1-8/(2(1-x))log(o(l-o/(2(1- x)))/2 + 

- 82 /(4(1- x))log(82 /(4(1-x))) + 

- (I- x -8+821(4(1-x)))log(l-x -8+82 /(4(1- x))) + 

+ 1-x). 

Therefore we have the following theorem. 

THEOREM 6. (Asymptotic Turan lower bound) 

RL(8)~2log3-M(o) + o(l) (n--l>oo). 

Appendix 8 contains the numerical values for the asymptotic bounds of 
Theorems · 3 and 6. It appears that for small values of n and d the Turan 
bound is better than the generalized Gilbert bound. However, asymptotically 
they are very close. With the aid of an extension trick, we can sharpen the 
bounds of Theorems 2 and 5 somewhat in the case that d is even. 
Namely: Let C be a (n,d) ternary code in the L-metric, where d is odd. If we 
extend C in the following way: put a 1 in fron~ of a word c if wt (C) is odd and 
a 0 otherwise, then we find a code of length n +I, distance >d + 1 and the 
same number of words. (Extending in this way makes the distance of the 
resulting code even.) 
Next we want to describe a construction method for ternary codes in the I.­
metric which ameliorates the ·bounds of Theorem 2 and 5 for small values of 
n,d. In Appendix 3 we will give for certain values of n and d the results we get 
using this construction. Moreover we will describe an asymptotic bound which 
can be obtained applying the · construction. However, asymptotically the 
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bound loses its strength i.e. the asymptotic bounds of Theorem 3 and 6 ·are 
stronger than Theorem 8. 

CoNSTRUCTION. Let IJ' be a binary code of length n and Hamming distance 
d. Let wh ... ,w1 be the nonzero weights oceurring in D'. Let Dw, be binary 
codes of length n -wj and Hamming distance >d12(j = l, ... ,t). Define: 

D : {ce{O,l,2}nlceD'; 112·cEDw, if wt(c) = wj}· 

THEOREM 7. D is a ternary code having L-distance d 

PROOF: Let CJ>Cl ED,c1=#=c2. If c1=#=C2 then dL(chc2)>dn(f.,c2)>d. If 
c 1 =c2 then c 1=Fc2 and dL(c~>c2)=2dn(II2*c~>l/2*c2)>2dl2=d. Q.E.D. 

For examples and numerical results see Appendix 3. 
The construction described above gives rise to an asymptotic bound (using 
asymptotic lower bounds on A (n,d) and A (n,d,w) cf. [12])~ 
Let C be a code with weight distribution A,,A 0 =l,A 1=0, ... ,Ad-t=O, Ad>O. 
Applying the above construction, we get a ternary code in L-metric having car­
dinality: 

n 

ICI ~A;A (n -i,d/2). 
i=O 

So AL(n,d)>:'E.f=oA;A(n -i,d/2). 
In particular AL(n,d)> A(n,d,w).A(n -w,d/2) for all w between 0 and 
n -d/2. Now: 

limsup (logA(n,d,w))ln>limsup (logl/2n [n]·A(n,d))ln> 
n-+oo n-+oo W 

din~ din~ 

wln-><N 

h(u:l)+ l-h(8)-l =h(u:l)-h(8) 

(where the first inequality follows from [12], p. 558 Theorem 33), and: 

limsup (logA(n -w,d/2))/n;;;a.(l ~"')(l-h(c5/{2(1-u:l)))). 

Conclusion: 

n-+oo 
din~ 

wln....,w 

THEOREM 8. (Asymptotic lower bound using concatenation techniques) 

RL(8)>1-h(8) + .h("')-"'-(l-u:l)h(8/(2(1-"'))), (O<wE;;; 1-8/2), 

RL(6)>1- h(812) , ("'=0). 

The numerical results of this bound can be found in Appendix 8. (of COIJfse 
we maximize over "'). 
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We will now discuss some upper bounds for codes in the L-metric. The first 
one is an analogue of the sphere packing bound for binary codes. The second 
one is a slight improvement of the first. The last one uses some ideas of H.C.A. 
van Tilborg [6], and leads to a kind of linear programming bound. Let Vx,r) 
denote the cardinality of a sphere with center x and radius r: 

V(x,r) = l{yldL(x,y)<r}j. 

Let C be a ternary code having length n, L-distance d. Spheres of radius d 12 
around codewords are disjoint, and therefore the following inequality is obvi­
ous: 

~ V(x,d/2)<3". 
xeC 

Now 

V(x,d/2);;.V(O,dl2) = ~ [~] [n ;;]· 
O<i + 2j <d/2 

Hence we have the following two Theorems: 

UPPERBOUNDS 

THEOREM 9. (sphere packing bound) 

AL(n,d)<3"1( ~ [~]· [n ~;]). 
O<i + 2j <d/2 } 

THEOREM 10. (sphere packing bound asymptotic version). 

RL(o)<log3-h(x0)-(l-x0)h((o/4-x012)/(l-x0)), 

where x 0 = -113+ 1/3V(l +38-382/4). 

PRooF: Theorem 9 follows by the above argument. From Theorem 9, we may 
conclude (using the standard estimates for binomial coefficients): 

RL{8)c;Iog3- max (h(x)+(l-x)h(y/(1-x))). 
O<x +2y<BI2 

Since h(z) is monotonically increasing on (0,112) andy<o/4-x/2, this max­
imum is taken wheny =814-x/2. So we have to calculate: 

max {h(x)+(l-x)h((8/4x/2(1-x))}. 
O<x<BI2 

Let j(x) = h(x)+(l-x)h((8!4-x/2)/(1-x)) = 

= - xlogx-(814-xi2)Iog(814-xl2) + 
- (l-o/4-x/2)log(l-8/4-xl2). 

Then f'(x)= l/2log((8/4-x/2)(1-8/4-x/2)/x2), which is equal to 0 for 
x=x0 = -l/3+113V(l+30-382/4), and it is easy to see that the function 
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f attains its maximum in x 0 • Q.E.D. 

The numerical values for these two bounds can be found in Appendices 4 and 
~ - . 

Improved sphere packing bound: 
Let C be a code with £-distance d. 

Aw l{xeCjwt(x) = w}l; BL(x,d) = {yldL(x,y)<d}. 

lBL(x,d)j depends only on wt(i). Now: ~xeclBL(x,d12)l~3n. (Spheres with 
radius d/2 are disjoint.) Moreover: 

n 

~ IBL(x,d12)l = ~ ~ lBL(x,d12)l = 
xeC w =0 xeC,wt(i)=w 

n 
=· ~ AwBL(n,w,d!2)<3n, 

w=O 

where BL(n,w,d12)=jBL(x,d12)l for some word x of weight: wt(i)=w. Hence 
we have the following Theorem: 

THEOREM 11. (lmpr011ed spherepacking bound) 

A L(n,d)< max {.~0A.1.;/•B L(n, w,d /2)< 3" ,A.< [: ]2• -• }· 

The results of this theorem can be found in Appendix 4. There is no asymp­
totic version of this bound. 
The last bound we will discuss is based on ideas of H.C.A. Van Tilborg [5] and 
[6]. Let C be a ternary code having £-distanced and length n. Define: 

Wn {0,1,2}n; Wn,k = {uEWnlwt(u) = k}. 

Rk = IWn,knq. 
f(k,i) l{(u,v)!ueWn,k• veC,dL(u,v) = i}l 
N(k,i) = max l{v eCjdL(v,x) = i}l. 

xeW.,. 

LEMMA 12. 

[
k+r-q]·[n-k-r+q]·[n-k-r]· r. f(k,i) = ~ r q p 2 Rk+r-q· 

p,q,r 
r+q+'}p=i 
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PRooF: We have to countthe numer of pairs (u,v) such that (w.l.o.g.) the fol­
lowing situation occurs: 

k+r-q n-k-r+q 
v == 1 .............................. 1 0/-2 ......................................... 0/2 (r + q + 2p == 1) 

u == 1 ........... 1 0/2 ... 0/2 1 .......... .1 210 ... 2/0 0/2 ... 012 
k-q r q p 

The number of choices for v is Rk +r -q· The number of choices for a suitable 
u is: 

In [5] Van Tilborg proved the following two lemmas. 

LEMMA 13. lj'd=2e+2thenN(k,e+l)E;;;l2n!(e+l)J 

LEMMA 14 . 

. "2.J(k,i)E;;; [~]·2"-k (=#W11,k), d=2e+l. 
t=O 

~~~k,i) + j\k,i)1([2n I (e + I lD< [ = ]· 2" _, ,d = 2e + l 

From the above Lemmas we get the following theorem. 

THEOREM 15. (LP.-bound) 

AL(n,d)E;;;max{l:Rkl Condition }, 

where Condition stands for: 

Q.E.D. 

f ~ [k +; -ql· [n -k ;r +qj· [n -; -r~.2, ·Rk+r-q..;;; [~]·2n-k, 
I =0 p,q,r 

r+q+']p=l 

Rk;;;;.o, 

if d=2e+ I; 

e [k +r -q]· [n -k -r +q]· [n -k -rj· , . ~ ~ r q P 2 Rk +r -q + 
1=0 p,q,r 

r+q+']p=i 

[
k +r -ql [n -k -r +q] [n -k -r] 

p~r ( r · q · p ·2' ·Rk+r-q )/(l2n/(e+ l)j) 

r+q+']p=e+l 

"'l=l2·-· . u d=2e+l 



Effor-correcting codes for BAG 65 

Some numerical results due to this bound can be foUlid in Appendix 5. Appen-
dix 6 gives some ad hoc improvements on the lower bounds. Appendix 7 is a 
final table containing best known lower and upper bounds for codes up to 
length 20 and minimum distance· ~8. Appendix 9 contains the graphs for the 
derived asymptotic bounds for the codes in the £..metric. 

APPENDIX 1. TABLE OF NUMERICAL VALUES FOR THE LOWER BOUND OF 
THEOREM 2 (GILBERT BOUND) 

n d 3 4,5 12,13 14,15 16,17 

w w w w 
2 2 0 1 
3 2 0 2 
4 4 0 2 0 2 0 I 0 
s 7 I 2 0 2 0 2 0 1 0 
6 12 I 3 0 2 0 2 0 2 0 I 0 
7 26 2 s I 2 0 2 0 2 0 2 0 1 0 
8 58 2 9 I 3 0 2 0 2 0 2 0 2 0 I 0 
9 128 2 IS 2 5 I 2 ·o 2 0 2 0 2 0 2 0 

10 308 3 29 2 7 I 3 0 2 0 2 0 2 0 2 0 
11 742 3 56 3 11 2 4 I 2 0 2 0 2 0 2 0 
12 1760 3 117 3 19 2 6 1 3 0 2 0 2 0 2 0 
13 4465 4 245 3 34 3 9 2 4 I 2 0 2 0 2 0 
14 11264 4 560 4 63 3 14 2 5 1 3 0 2 0 2 0 
15 27956 4 1188 4 120 3 24 3 8 2 4 1 2 0 2 0 
16 7332<f 5 2649 4 239 4 41 3 12 s I 3 0 2 0 
17 190572 s 6095 s 485 4 73 4 19 7 2 4 I 2 0 
18 487424 s 14319 5 990 5 135 4 30 10 2 5 1 3 0 
19 1307444 6 33389 s 2222 s 254 4 so 15 3 6 2 4 
20 3470185 6 80203 6 4550 5 488 5 88 24 3 9 2 s 

APPENDIX 2. TABLE OF NUMERICAL VALUES FOR THE LOWER BOUND OF 
THEOREM 5 (TuRAN BOUND) 

3 4 5 6 

2 2 
3 2 2 
5 3 2 2 2 2 
9 4 2 2 2 2 2 2 

19 7 4 2 2 2 2 2 2 2 
7 42 13 6 3 2 2 2 2 2 2 2 2 
8 99 27 10 5 3 2 ~ 2 2 2 2 2 
9 238 57 19 8 4 3 2 2 2 2 2 2 
10 585 127 38 15 7 4 3 2 2 2 2 2 
11 1467 291 79 27 12 6 4 3 2 2 2 2 
12 3734 681 169 54 21 10 6 4 3 2 2 2 
13 9624 1624 372 109 39 17 9 5 3 3 2 2 
14 25071 3936 838 227 75 30 14 7 5 3 2 2 
15 65922 9677 1924 486 ISO 55 24 12 7 4 3 2 
16 174750 24088 4492 1064 307 106 42 20 10 6 4 3 
17 466585 60618 10646 2372 644 207 78 34 16 9 6 4 
18 1253788 154031 25563 5377 1377 .418 147 60 27 14 7 5 
19 3388518 394805 62103 12373 3000 861 287 109 47 23 12 1 
20 9205357 1019893 152466 28852 6639 1807 510 206 84 38 19 11 
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APPENDIX 3. E:x:AMPLES AND NUMERICAL RESULTS FOR THE CONSTRUCTION 

METHOD OF THEOREM 7 

E:x:AMPLE 1. Let D' be an extended binary Hamming code of length n =2'"- 1, 

and minimum distance 4.D' has weight distribution function: 
2"-1 

~A;x; = r'"((l +x)2·-• + (l-x)2·-• +2(2"'- 1 -1) (I-x2)2"-\ 
;:::o 

(see [10]). 
For the codes Dj, we choose even weight codes having Hamming distance 2 
and len~ n -wliDA=2n-wr 1 ,wi~=n. The codeD is a code having length 
n = 2'" - and L-distance 4. The cardinality of D is: 

IDI = ll2+2-(m+l)(32.,_, +2(2'"- 1 -1)32 .. -> + 1). 

ExAMPLE 2. d =3,n =2, .... , 16. 
n =2: D'= {0}, 

[WiTIJ 
[!ID 

Do= {0, 1 },D = {(00),(22)}, 
IDI=l*2=2. 

n =3: D'={O,l}, 

D 0 = <(110),(101)>, 
D3 =f/1. 

~ 
~ 

D = {(000),(220),(202),(022),(111)} 
IDI= l*IDol + 1 = 1*4+ 1 =5. 

n =4: D'= {0, I}, 

Do= even weight code of length 4, 
D4 =f/1, 
IDI=1*23 +1=9. 

n =5: D'= <(11100),(10011)> 

....---..1 ; 1--:--r-::~ I ~:--r--:-11 ; I 

Do= even weight code of length 5; I Do I= 24 = 16, 
D3 = even weight code of length 2 ; ID31 =2, 
D4=4J, 
!DI= 1•16+2*2+ 1 =21. 

n =6: D'= Hamming code 
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DJ= even weight code of length 6-j,j = 0, 3, 4, 
IDI= 1*32+4*4+3*2=54. 

n =7: D'= Hamming code 

DJ= even weight code of length 7-j,j = 0, 3, 4, 7, 
IDI= 1*64+7*8+7*4+ 1*1= 149 

n = 8: D' = the (8,20,3}-code of [12], p. 72. 

DJ= even weight code of length 8-j,j =0,3,4,8, 
ID!= 1*128+8*16+ 10*8+ 1 =337. 

n 9: D'= the Best code [13], 

1=1~1!1~1:1:1~1~1 
DJ= even weight code of length 9-j,j =0,3,4,5,6, 7,8, 
IDI=825. 

n = 10: D' = <(1110000000),(1001100000),(1000011000),(1000000110), 
(0101010000),(0100000101)> 

1: I~ I~~ 1~: 115211~ I~~ l :1 
DJ even weight code of length 10-j,j =0,3,4,5,6,7,8, 
IDI=l998 
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n = 11: D'= <(11100000000),(100110000000),(10000110000),(10000001100), 
(I 0000000011 ),(0 1010 100000),(0 1000000101 )> 

DJ= even weight code of length 11-j,j =0,3,4,5,6, 7,8,11 
ID!= 5765. 

n 12: D'= <(111000000000),(100110000000),(100001100000), 
(100000011000), (100000000110),(010101000000), 
(010000001010),(000001000101)>, .. 

l=l~l~l:l!l!l~l!l~l:l~l 
DJ= even weight code of length 12-j,j =0,3,4,5,6,7,8,9,10,ll, 
IDI=17229. . 

n = 13: D' = <(1110000000000),(1001100000000),(1000011000000), 
(1000000110000),(1000000001100),(1000000000011), 
(0101010000000),(0100000101000),(0101000100010)>, 
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DJ= even weight code of length I3-j,j = 0,3,4,5,6,7,8,9,IO,I1,12, 
IDI=49821. 

n = 14: D'= <(1I100000000000),(100I1000000000),(10000110000000), 
(10000001100000),(100000000I1000),(10000000000110), 
(0 10 I 0 I 00000000), (0 I 00000 I 01 0000), (0 10 I 000 I 0001 00), 

(01010101010101):>, 

D1 = even weight code of length 14-j,j = 0,3,4,5,6,7,8,9,10, 11,12, 
IDI = 149214. 

n = 15: D'= Hamming code 

D1= even weight code of length 15-j, 0,3,4,5,6,7,8,9,10,11,12,15, 
IDI=449429. 

n = 16: D'= Code constructed in [12) p. 76-77. 

D1 = even weight code of length 16-j, 
j = 0,3,4,5,6,7,8,9,10,11,12,13,16, 
IDI = 915681. 

ExAMPLE 3. d =4;n =2,3, ..... ,17. 

n =2,3: D'={O}· D 0 = even weight code of length 2, resp. 3, 
IDI = 2 resp. 4, 

n=4: D'=<l:>, D1= evenweightcodeoflength4-j, j= 0,4. 
IDI=9. 

n=5: D'=<(llllO):>, DJ= evenweightcodeoflength5-j j= 0,4. 
IDI=l7. 

n =6: D'= Extended length 5, distance 3 code. of Example 2. 
D1= even weight code of length 6-j,j =0,4. 
IDI= 38. 

n =7: D'=Extended length 6, distance 3 code of Example 2. 
DJ=even weight code of length 7-j,j =0,4. 
IDI= 92. 

n =8: D'= Extended length 7, distance 3 code of Example 2. 
D1= even weight code of length 8-j,j =0,4,8. 
IDI= 241. 

n =9: D'= Extended length 8, distance 3 .code of Example 2. 
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DJ= even weight code of length 9-j,j =0,4,8. · 
IDI= 545. 
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n = 10: D'= the union of the constant weight codes with w =0,4,8. and 
d =4. (see [15D. 

D1= even weight code of length 10-j,j =0,4,8. 
IDI= 1482 . 

n 11: D'=the union of the constant weight codes with w =0,4,8 and dis­
tance 4, (see [15]), 

1=1~1~11871 
D1 = even weight code of length 11-j,j =0,4,8. 
IDI= 3332 

n = 12: D'= the union of the constant weight codes with w =0,4,8, 12 and 
distance 4, (see [15)), 

.-I :-, ..,..~..,.~ ..,..,-=:.-lr-s-=-8t..,..l"""112:-~l 

D1= even weight code of length 12-j,j =0,4,8,12. 
IDI= 8985. 

n =13,14,15,16,17: 
D'= Extended length n -1, distance 3 code of Example 2. 
DJ even weight code of length n - j,j ranges over the weights in 
D' 
n =13, IDI=25777. 
n = 14, IDI =75598. 
n = 15, IDI=215052. 
n = 16, IDI=621281. 
n = 17, IDI = 1431361. 

EXAMPLE 4. d =S,n =5,6, ..... , 17. 

n =5: D'= <l>,Do= the well known [5,2,3]-code. IDI=5. 
n =6: D'= <(111110)>, D0 = Hamming code of length 6, distance 3, 

IDol 8 
IDI=9. 

n =7: D'= <(1111100)>, D 0 = Hamming code of length 7, distance 3, 
jD0 j='16 
IDI= 17. 

n =8: D'= <(11111000),(11000111)>, 

1: I~ I ~ I ~I 
Do= the (8,20,3) code of [12] p.72. 
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D 5 = the (3,2,3) code < 1 >. 
D6=<(00)>. 
JDJ=25. 

n =9: D'= a nonlinear Hadamard code consisting of the following words: 
{(000000000),(111011010),(101110001),(100101110), 
(010010111),(011101101) }. 

I; I~ I~ I ~I 
Do the (9,40,3)-Best code [13]. 
D5 = the (4,2,4)-code <(1111)>. 
D 6 the (3,2,3)-code <(Ill)>. 
JDI= so. 

n = 10: D' = a nonlinear Hadamard code consisting of the following words : 
{(0000000000),(1101000111),(1110110100),(0111011010),(0011101101}, 
(10000111011),(1011100010),(0101110001),(1001011100),(0100101110), 
(0010010111),(1110001001)}. 

r--.--1"1 ; 1-::-r--:~ I ::--r-;--,1 : I 

Do= the (10,72,3)-code of [12] p. 71. 
D 5 = a (5,4,3)-code. 
D 6 = a (4,2,3)-code. 
JDJ=106 

n = 11: D'= a nonlinear (11,24,5) Hadamard code (see [12], p 49). 

I ; I ~ I :, I t. I'~' I 
Do= the (11,144,3)-code of [12], p.7l. 
Ds the (6,8,3) Hamming code. 
D 6 a (5,4,3)-code. 
ID!= 277. 

n = 12: D'= the nonlinear (12,32,5)-code of [12], p.75, Problem 16. 

1=1~1:21~1:1:1 
Do= the (12,256,3) linear Hamming code. 
D 5 = the (7,16,3) linear Hamming code. 
D 6 = the ( 6,8,3) linear Hamming code. 
D 8 = a (4,2,3) linear code. 
D 9 = a (3,2,3) linear code. 
IDJ= 558. 

n = 13: D'= the shortened Nordstrom-Robinson code (13,64,5), ([12], p .75). 

1: I~ I 158 1 ~I: I: I :o I ~I 
Do= the (13,512,3)-Hamming code. 
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Ds = the (8,20,3)-code of [12], p.72. 
D 6 the (7,16,3 )-linear Hamming code. 
D 1 the (6,8,3)-Hamming code. 
D 8 = a (5,4,3) linear code. 
D 9 = a ( 4,2,3) linear code. 
D 10 = a (3,2,3) linear code. 
IDI= 1328. 

n = 14: D'= the shortened Nordstrom-Robinson code (14,128,5), 
([12], p.75.). 

Do= the (14,1024,3)-Hamming code. 
D 5 = the (9,40,3)-Best code. 
D 6 = the (8,20,3)-code of ([12],p.72.). 
D 7 = the (7, 16,3)-Hamming code. 
D 8 = a (6,8,3)-Hamming code. 
D 9 = the (5,4,3)-Hamming code. 
D 10 = a (4,2,3) linear code. 
IDI= 3320. 

n = 15: D'= the shortened Nordstrom-Robinson code. 

I : I ~ I :21 :o 11
7

5 1.~ I ~ I ~~ 11

: I 
Do= the (515,2048,3)-Hamming code. 
D 5 = the (10,72,3)-code of ([12], p.71.). 
D6 = the (9,40,3)-Best code. 
D 1 = the (8,20,3)-code of [12], p.71. 
D 8 a (7,16,3)-Hamming code. 
D 9 = the (6,8,3)-Hamming code. 
D 1o = a (5,4,3) linear code. 
IDI= 9141. 
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n = 16: D'= the shortened Nordstrom-Robinson code with all codewords 
extended by a 0. 
D 0 = the (16,2560,3)-code of [12], p.77. 
Ds = the (11,144,3)-code of[l2], p.71. 
D 6 = the (10,72,3)-code of [12], p.71. 
D 1 = the (9,40,3)-Best code. 
D 8 = a (8,20,3)-code of [12], p.71. 
D 9 = the (7,16,3)-Hamming code. 
D 10 = a (6,8,3)-Hamming code. 
IDI 16005. 

n 17: D'= a [17,9,5]-BCH code. 
According to [14] the even weight subcode has weight distribution: 
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Since 1 is in the code and has odd weight, the weight distribution of this code 
is: 

1:1~1~1!1~1~1~1:1:1:1~1 
D 0 = the (17,5120,3) code of [12], p.77. 
D 5 = the (12,256,3) Hamming code. 
D 6 = the (11,144,3) code of [12], p.71. 
D 1 = the (10,72,3) code of [12], p.71. 
D 8 = the (9,40,3) Best code. 
D 9 = the (8,20,3) code of [12], p.71. 
D 10 = the (7,16,3) Hamming code. 
D 11 = the (6,8,3) Hamming code. 
D 12 = a (5,4,3) linear code. 
IDI= 35381. 

ExAMPLE 5. d=6, n =5, ... ,18. 
n =5: D'= O,D0 = a (5,4,3) code, IDI=4. 
n =6: D'=<I>,Do= the (6,8,3) Hamming coc;te, 

IDI=9. 
n =7: D'= Extended (6,2,5) Hamming code of Example 4. 

D 0 = the (7,16,3) Hamming code. 
IDI= 17. 

n =8: D'= Extended (7,2,5) code of Example 4. 
Do= the (8,20,3) code of [12], p.7l. 
IDI= 21. 

n = 9: D' = Extended (8,4,5) code of Example 4. 
D 0 = the (9,40,3) Best code. 
D 6 = the (3,2,3) repitition code. 
IDI= 46. 

n =10: D'= Extended (9,6,5) code of Example 4. 
D 0 = the (10,72,3)-code of [12], p.7l. 
D 6 = the (4,2,3) code. 
IDI= 82. 

n = 11: D'= Extended (10,11,5) code of Example 4. 
D 0 = the (11,144,3)-code of [12], p.71. 
D 6 = the (5,4,3) code. 
IDI= 188. 

n = 12: D' = Extended (11,24,5) code of Example 4. 
Do= the (12,256,3) Hamming code. 
D 6 = the (6,8,3) Hamming code. 
IDI= 433. 

n = 13: D'= the union of the constant weight codes of length 13, distance 6, 
and w =0,6, 12. (See [12] , p. 686.). 
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I : I ~ I ;61
1

1

2

1 
D 0 = the (13,512,3) Hamming code. 
D 6= the (7,16,3) Hamming code. 
IDI=929. 

n = 14: D'= Extended (13, 64,5) code of Example 4. 
D 0 = the (14,1024,3) Hamming code. 
D6 = the (8,20,3) code of [12]. p.71. 
D 8 = the (6,8,3) Hamming code. 
D 10 = a ( 4,2,3) code. 
IDI=l948. 

n = 15: D'= Extended (14, 128,5) code of Example 4. 
D 0 = the (15,2048,3) Hamming code. 
D 6 = the (9,40,3) Best code, 
D 8 = the (7,16,3) Hamming code. 
D 1o = a (5,4,3) code. 
IDI=5256. 

n = 16: · D'= the Nordstrom Robinson code. 
Do= the (16,2561,3) code of [12], p.77. 
D 6 = the (10,72,3) code of [12], p.71. 
D 8 = the (8,20,3) code of [12], p.71. 
D 10 = the (6,8,3) Hamming code. 
ID1=12121. 

n = 17: D'= Extended (16,2~6,5) code of Example 4. 
D0 = the (17,5120,3) code of [12], p.77. 
D 6 = the (11,144,3) code of [12], p.71. 
D 8 = the (9,40,3) Best code. 
D 10 = the (7, 16,3) Hamming code. 
IDI=24241. 

n = 18: D'= Extended (17,256,5) code of Example 4. 
D 0 the (18,9728,3) code of [12], p.77. 
D 6 = the (12,256,3) Hamming code. 
D 8 = the (10,72,3) code of [12], p.71. 
D 10 = the (8,20,3) code. 
D 12 = the (6,8,3) Hamming code. 
IDI=50733. 

ExAMPLE 6. d=7,n=6, ... ,18. 
n =6: D'= {O},D0 = a (6,4,4) code, IDI=4. 
n =7,8,9,10: D'= <(11111110 ... 0)>. 
n =7: D 0 = a (7,8,4) Hamming code.jDj=9. 
n=8: D 0 = a(8,16,4)Hammingcode.jDj=l7. 
n =9: D 0 = the (9,20,4) code obtained by extending the (8,20,3) code. 

IDI 21. 
n = 10: Do= the (10,40,4) Best code. IDI 41. 
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n = 11,12: D'= <(111111100000),(11100001111 0)>. 

n = 11: D0 = a (11,72,4) code (extending the (10, 72,3) code). 
D 7 = the (4,2,4) repitition code. 
ID1=77. 

n = 12: Do= the (12,144,4) code (see [12D. 
D 7 = a (5,2,4) code. 
D 8 a (4,2,4) code. 
IDI 150. 
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n = 13: D'= <(1111111000000),(1 I 10000111100),(1001100110011)>, 

Do= a (13,256,4) code. 
D 7 = a (6,4,4) code. 
D 8 = a (5,2,4) code. 
IDI=278. 

I= I~ I: I: I 

n = 14: D'= a shortened first order Reed-Muller code. 

D0 = a (14,512,4) code. 
D 1 = a (7,8,4) code. 
D 8 = a (6,4,4) code. 
IDI=604. 

n = 15: D' a (15,32,7) Reed-Muller code. 

I : I ~ 1~: I~~ 11

: I 
D0 = a (15,1024,4) code. 
D 7 = a (8,16,4) code. 
D 8 = a (7,8,4) code. 
IDI=1385. 

n = 16: D'= the previous code extended by a 0. The weight distribution 
remains the same. 
D 0 = a (16,2048,4) code. 
D 7 = a (9,20,4) code. 
D 8 = a (8,16,4) code. 
IDI=2589. 

n = 17: D'= a (17,64,7) shortened Go1ay code. 

I : I ~ I ~ I ~ I :~ I ~2 1 
Do a (17,2560,4) code. 
D 7 = a (10,40,4) code. 
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D 8 = a (9,20,4) code. 
D 11 = a (6,4,4) code. 
D 12 a (5,2,4) code. 
IDI 3920. 

n = 18: D'= a (18,128,7) shortened Golay code. 

I : I ~ 13~ I ! I ~·1 :: 11

: I 
D 0 a (18,5120,4) code. 
D 1 = a (11,72,4) code. 
D8 = a (10,40,4) code. 
D 11 = a (7,8,4) code. 
D 12 = a (6,4,4) code. 
IDI=9577. 

ExAMPLE 7. d=8,n =7, .... ,19. 
For all n=/::.17, we take D' to be the extensions of the codes in Example 6. 
n =7: D 0 a (7,8,4) code.IDI=8. 
n =8: Do a (8,16,4) code. IDI= 17. 
n =9: D0 a (9,20,4) code. IDI=21. 
n = IO: Do a (10,40,4) code. IDI=4L 
n = 11 D 0 a (11,72,4) code. IDI =73. 
n = 12: Do a (12, 144,4) code. D8 = a (4,2,4) code. IDI = 150. 
n = 13: Do= a (13,256, 4) code. D 8 = a (5,2,4) code. IDI =262. 
n = 14: Do a (14,512,4) code. D 8 = a (6,4,4) code. IDI=540. 
n = 15: Do a (15,1024,4) code. D 8 = a (7,8,4) code. IDI = 1144. 
n = 16: D0 a (16,2048,4) code. D 8 = a (8,16,4) code. IDI=2529. 
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n = 18: D0 a (18,5120,4) code. D8 = a (10,40,4) code. D 12 = a (6,4,4) code 
IDI=6992. 

n =19: D0 = a (19,9728,4) code. D 8 = a (11,72,4) code. D 12 = a (7,8,4) 
code. 
IDI=15729. 

n = 17: D' = the union of the constant weigth codes of length 17, distance 8, 
and weights w = 0, 8, 16. 

Do= a (17,2560,4) code . D8 = a (9,20,4) code. IDI = 3241. 

ExAMPLE 8. d=9,n =8, .. ,.,20. 
n =8: D'=O,D0 is a (8,4,5)-code (see [12]), IDI=4. 
n =9, ... , 13:D',; <(1111111110 ... 0)>, 
n =9: Do a (9,6,5) code. IDI =7. 
n = 10: D 0 a (10,12,5) code. IDI = 13. 
n 10: D 0 a (11,24,5) code. IDI =25. 
n=12: D 0 = a(l2,32,5)code.IDI=33. 
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n = 13: D 0 = a (13,64,5) code.ID1=65. 
n = 14, 15:D'= <(111111111000000),(00000111111111 0}>, 

n = 14: D 0 = a (14,128, 5) code, D9 = a (5,2,5) code, IDI = 133. 
n = 15: D 0 = a (15,256,5) code , D 9 = a (6,2,5) code, D 10 = a (5,2,5) code. 

IDI= 262. 
n = 16: D'= {(000000000000000),(1011100011001011),(0110111001100101), 

(1011011101110010),(0101101110111001),(1100010111011100) }. 

1: I~ I: I ~I 
Do= a (16,256,5 ) code, D 9 = a (7,2,5) code, D 10 = a (6,2,5) code. 
IDI=266. 

n =17: D' is the code constructed with the Hadamard-Levenstein construc­
tion (see [12] Ch.2, section 3.) 

Do= a (17,512,5) code, D 9 = a (8,4,5) code, D 10 = a (7,2,5) code. 
IDI=540. 

n = 18: D' is a (18,20,9) Hadamard code. 

1:1~1:01~1 
D 0 = a (18,1024,5) code, D 9= a (9,6,5) codes, D 10= a (8,4,5) code. 
IDI=1120. 

n = 19: D'= is a (19,40,9) Hadamard code. 

D 0 =;: a (19,2048,5) code, D 9 = a (10,12,5) code, D 10 a {9,6,5) code. 
IDI 2391. 

n =20: D'= the extension of the previous D' by a 0. 
D 0 = a (20,2560,5) code, D 9 = a {11,24,5) code, D 10 a (10,12,5) 
code. · · 

IDI=3105. 

ExAMPLE 9. d = 10, n =9, ... ,20. 
For all n we take D' to be the extensions of the (n -1,5) codes of Example 8. 

n =9: D 0 = a (9,6,59) code, IDI= 6. 
n = 10: Do= a (10,12,5) code, IDI = 13. 
n =11: D 0 = a (11,24,5) code,IDI=25. 
n = 12: D 0 = a (12,32,5) code, IDI =33. 
n=l3: D 0 = a(l3,64,5)code, IDI=65. 
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n = 14: D 0 = a (14,128,5) code, IDI= 129. 
n = 15: D 0 = a (15,256,5) code, D 10 = a (5,2,5) code, IDI =262. 
n=16: D 0 = a(16,256,5)code,D 10 = a(6.2,5)code, IDI=262. 
n = 17: D 0 = a (17,512,5) code, D 10 = a (7,2,5} code, IDI=532. 
n = 18: D 0 = a (18,1024,5) code , D 10 = a (8,4,5) code, IDI = 1060. 
n = 19: D 0 = a (19,2048,5) code, D 10 = a (9,6,5} code, IDI =2162. 
n =20: D 0 = a (20,2560,5) code, D 10 = a (10,12,5} code, IDI=3071. 
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For the values d = 11, 12, 13, 14,n = 10, ... ,20: All codes to be chosen are trivial 
and we only list the results in the final table. 

TABLE OF THE CONSTRUCTED CODES IN L-METRIC 

n d 3 4 s 6 7 8 9 10 11 12 13 14 

2 2 2 - - - - - . - . . - -
3 5 4 2 2 - - . . - . - . 
4 9 9 2 2 2 2 . - . - . -
5 21 17 5 4 2 2 2 2 - . . -
6 54 38 9 9 4 4 2 2 2 2 . . 
7 149 92 17 17 9 8 2 2 2 2 2 2 
8 337 241 25 21 17 17 4 4 2 2 2 2 
9 825 545 so 46 21 21 7 6 4 4 2 2 

10 1998 1482 106 82 41 41 13 13 6 6 2 2 
11 5765 3332 277 188 77 73 25 25 13 12 4 4 
12 17229 8985 558 433 150 150 33 33 25 25 4 4 
13 49821 25777 . 1328 929 278 262 65 65 33 33 9 8. 
14 149241 75598 3320 1948 604 540 133 129 65 65 17 17 
15 449429 215052 . 9141 5256 1385 1144 262 262 129 129 33 33 
16 915681 621281 16005 12121 2589 2529 266 262 257 257 37 37 
17 ... 1431361 35381 24241 3920 3241 540 532 261 257 65 65 
18 ... ... . .. 50733 9577 6992 1120 1060 518 518 129 129 
19 ... ... ... ... .. . 15729 2391 2162 1034 1030 257 257 
20 ... ... ... . .. ... ... 3105 3017 2070 2058 517 513 

APPENDIX 4. TABLE OF NUMERICAL VALUES FOR THE UPPER BOUND OF 
THEOREM 9 (SPHERE PACKING BOUND) 

n dJ 3,4 5,6 7,8 9,10 11,12 13,14 15,16 

2 3 I - - - - . 
3 6 2 I - - . . 
4 16 5 2 1 . . -
5 40 11 4 2 I . -
6 104 26 9 4 2 . -
7 273 60 19 7 4 2 I 
8 729 145 41 15 7 3 2 
9 1968 357 93 31 13 6 3 

10 5368 894 213 66 25 ll 5 
11 14762 2271 SOl 143 so 21 10 
12 40880 5840 1199 319 104 40 18 
13 113880 15184 2914 725 221 79 33 
14 318864 39858. 7181 1678 480 163 63 
15 896806 105506 17913 3946 1065 340 125 
16 2532160 281351 45169 9413 2404 726 253 
17 7174453 755205 114995 22739 5512 1580 523 
18 20390552 2039055 295290 55560 12816 3496 llOO 
19 58113073 5534578 764142 137139 30177 7852 2357 
20 166037352 15094304 1991310 341640 71877 17880 5131 
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A NUMBER OF ENTRIES IN THIS TABLE CAN BE IMPROVED BY APPLYING 
THEOREM 11. (IMPROVED SPHERE PACKING BOUND) 

APPENDIX 5. TABLE OF NUMERICAL VALUES FOR THE UPPER BOUND OF 
THEOREM 15 (L.P. BOUND) 

n d 3 4 5 6 7 8 9 10 11 

2 2 2 . . . . . . 
3 5 5 4 2 . . . . 
4 13 12 9 5 4 2 . . 
5 32 27 18 10 9 4 4 2 

. 

. 

. 
6 82 66 39 22 17 9 7 4 4 
7 213 170 85 48 37 17 14 7 7 
8 572 441 189 103 81 37 28 14 12 
9 1538 1166 427 237 179 81 57 28 24 

10 4176 3128 974 570 396 179 124 57 46 
11 11445 8483 2301 1407 898 396 278 124 92 
12 31618 23216 5623 3475 2020 898 600 278 191 
13 87872 64023 14135 8826 4632 2020 1263 600 414 
14 245510 1m66 36128 22716 11345 4632 2937 1263 937 
15 689383 496014 93678 58901 27870 11345 7091 2937 1976 
16 1943533 1391292 245439 151978 68129 27870 16218 7091 4435 
17 5499245 3919400 649667 404991 161001 68129 • 38261 16218 . 9988 
18 15610619 11083899 1733402 1099016 386395 171454 89994 38261 22145 ! 

~~ 44442699 31442989 4658836 2879528 943854 417663 215604 899941 51328 ! 

126856499 89479129 12602189 7819634 2343686 1082561 889793 215604 614784 

REMARK: 
It appeared that the results for even distances were much stronger than the 
results obtained for odd distances (if d is large). Therefore in making the table, 
the observation that AL(n,d)~AL(n + l,d +I) if d is odd could be succesfully 
applied as one can see at several places in the table. 

APPENDIX 6. MISCELLANEOUS CONSTRUCTIONS 
By a computer search, we obtained the following codes: (numbers are to be 
replaced by their ternary representation) 

d =3; n =4: 0,5,15,19,26,61,56,63,77,78,40 
n = 5: 0,5, 15,19,26,34,38,48,55,71,94,111,131, 140,144,159,163,168,179, 

180,214,223,227 
n =6: 0, ....... ,227 (as above) 279,295,300,316,326,331,345,366,391,404 

425,432,437,477,487,492,500,504,521,533,542,555,592,598,621' 
642,651,656,658,691,698,708. 

The following construction sometimes gives good results: Let C be a (n,M,d) 
code over GF(5). Replace 0 by 00,1 by 02,2 by 20,3 by 11, and 4 by 22. Then 
we get an (2n,M, 2d) code in the L-metric over {0,1,2}. 

ExAMPLE: The (4,25,3) MDS code over GF(5) gives a (8,25,6) code in the L-
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metric over {0, 1,2}. The (5, 125,3) MDS code over GF (5) gives a (10, 125,6) 
code in the L-metric over {0, 1,2}. The ternary Hamming codes have parame­
ters: length n =(qm 1)/(q -1), dimension n -m and minimum distance 3. 
Therefore they have distance at least 3 in the L-metric. 

EXAMPLE: The Hamming codes: [13,10,3], [12,9,3], [11,8,3], (10,7,3] (taking 
m 3 and shortening) give better results than the other constructions. 

From the ternary Golay code, we can construct the following codes having 
Hamming distance 5 (6) and hence having L-distance at least 5 (6): (all exam­
ples give better results than the other constructions): [12,6,6], [11,5,6], [11,6,5], 
[10,5,5], [9,4,5], [8,3,5]. For n = 16, we can make a BCH code having Hamming 
distance 5 by taking as zeroes 'a0,a1 ,a2

: the cyclotomic cosets are 
{0},(1,3,9,11} and {2,6} and hence the dimension of this code is 16-7=9. 
This code also has L-distance at least 5 and is better than the one obtained by 
previous constructions. It is easy to prove that the upper bound for n =3 and 
d = 5 is 2 and for n = 3 d = 6 is 2. 
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APPENDIX 8. ASYMPTOTIC BOUNDS 

Lower bounds Upper bound 

8 Theorem 3 Theorem 6 Theorem 8 Theorem 10 

0.00 1.58496 1.58496 1.58496 1.58496 
0.01 1.49997 1.49996 1.46169 1.53951 
0.02 1.43503 1.43500 1.36865 1.50402 
0.03 1.37770 1.37762 1.28714 1.47228 
0.04 1.32532 1.32519 1.21322 1.44295 
0.05 1.27664 1.27644 1.14499 1.41542 
0.06 1.23092 1.23063 1.08135 1.38930 
0.07 1.18766 1.18728 1.02156 1.36437 
0.08 l.l4653 1.14604 0.96511 1.34044 
0.09 1.10725 1.10664 0.91161 1.31739 
0.10 1.06963 1.06890 0.86077 1.29511 
0.11 1.03351 1.03264 0.81233 1.27353 
0.12 0.99875 0.99774 0.76611 1.25258 
0.13 0.96524 0.96408 0.72195 1.23221 
0.14 0.93290 0.93158 0.67970 1.21237 
0.15 0.90163 0.90016 0.63926 1.19302 
0.16 0.87138 0.86974 0.60053 1.17413 
0.17 0.84207 0.84028 0.58044* 1.5568 
0.18 0.81367 0.81170 0.56353* 1.13762 
0.19 0.78612 0.78398 0.54705* 1.11995 
0.20 0.75937 0.75706 0.53100* 1.10263 
0.21 0.73339 0.73092 0.51535* 1.08566 
0.22 0.70816 0.70551 0.50008* 1.06901 
0.23 0.68362 0.68080 0.48518* 1.05267 
0.24 0.65976 0.65678 0.47063* 1.03663 
0.25 0.63655 0.63340 0.45643* 1.02087 
0.30 0.52946 0.52555 0.39015* 0.94591 
0.35 0.43567 0.43114 0.33098* 0.87670 
0.40 0.35346 0.34851 0.27807* 0.81232 
0.45 0.28158 0.27645 0.23080* 0.75219 
0.50 0.21909 0.21403 0.18872* 0.69584 

For the entries marked with *, in the bound from Theorem 8, 1-H(312) 
appeared the largest bound of the two. 
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APPENDIX 9. GRAPHS OF THE ASYMPTOTIC BOUNDS 
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]THEoREM 3 (Gilbert- V arshamov lower bound) 
1 THEoREM 6 (Turan lower bound) 

THEoREM 8 (lower bound from Concatenation method) 

0.1 0.2 0.3 0.4 o.s 

DISCUSSION: In this picture the asymptotic upperbound of Theorem 10 is 
shown together with the asymptotic lower bounds of Theorem 3,6 and 8. 
Unfortunately there is a wide gap between upper and lower bounds. 
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APPENDIX 10. PROOF OF TtJRANS THEOREM 

The following proof of Tunins was refound by me and H.A. Wilbrink and fol­
lows the proof given in a lecture by A. Schrijyer. 

THEOREM ( Tunin). Let G=(V,E) be a graph, V the set of points, E the set of 
edges. If I and I' are the sizes of respectively the largest clique and the largest 
coclique then: 

I"> IVI2 
. 

. IVI2 -2IEI 
1,.,. lVI 

IVI2 +21EI 
PROOF: The second statement is a direct consequence of the first one to the 
complementary graph). To prove the first statement, we will introduce a kind 
of weight function on the edges (depending on a weight function on the ver­
tices). Then we are going to maximize the total weight of the edges by varying 
the weights on the vertices. It will be shown that without loss of generality the 
maximum is taken for a weight function which has its nonzero weigths on a 
clique. Moreover in Lemma 2 we will show that such a weight function (i.e. 
which maximizes the total weight) can be taken to be constant on this clique. 
Then it follows that this clique is a largest clique. By taking a trivial weight 
function we get a bound for the size at such a largest clique. Let w (x) be a 
function on V,w:V.....;.R6, l:xevw(x)=l. With this function on V, we associate 
a function Won E defined by: W(e):=w(x)w(y) where e={x,y}eE. Since 
the set {wlw:V.....;.R6,l:xevw(x)=l} is compact, it follows that l:eeEW(e) 
attains a maximum for some function w. Let w' be the function that maxim­
izes this sum and define S(w'):={xeVIw'(x)+O}. 

LEMMA 1. Without loss of generality, we may assume S(w') to be a clique. 

PROOF: Let x and y be non-adjacent. Suppose w(x)>O,w(y)>O, w.l.o.g 
l:z-xw'(z)">l:z-yW'(z). Define 

w"(x): =w'(x)+w'(y), w"(y): =0, w"(z); =w'(z),z*x,y, 

then l:eeEW"(e);;.l:eeEW'(e). This last inequality can easily be seen, if one 
writes out the summations replacing W (e) by w(x )w (z ), e = { x,z} and using 
the first inequality. Q.E.D. 

LEMMA 2. If S(w') is a clique then w.l.o.g. w'(x)=w'(y)for x,y for x,yeS(w'). 

PROOF: Let x,yeS(w') and ~'(x)*w'(y). Then w.l.o.g. w'(y)>w'(x) .. Now 
Then define w"(x): w"(y):=(w'(x)+w'(y)))/2, w"(z):= w'(z),z*x,y. 

l:eeE W"(e)">l:eeE W'(e) since: 

a b.r;;;;,a 214 + b214 +a b/2. Q.E.D. 
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So we may assume S(w') is a clique and w is constant on this clique. But then 
obviously the maximum is equal to: 

I(S(w')I(IS(w')l-l))/2·11(IS(w')l2 = 112·(1-1/IS(w')l), 

which is maximal whenever S(w') is a largest clique. Hence the maximum is 
equal to: 1/2(1- 1/ 1). 
If we now take (w(x)= lljVI, (xeV), then it follows that: 

112(1 l/l);;i!:IEit!VI2
• Q.E.D. 

2.7. BOUNDS FOR CODE PAIRS FOllOWING FROM SECTIONS 3,5 AND 6 
We will now give the upper and lower bounds for code pairs using the results 
of Sections 3,5 and 6. First we will give the asymptotical results, then in the 
appendices to this section one can find tables containing code pairs of length 
E;;20 and L-distance E;;8, which are obtained by the construction of Section 5 
applied to the ternary codes of Section 6 and the binary codes in [10] and [12]. 
For the rest of this section, we will fix the following notation: A (n,d) will have 
its usual meaning, i.e. the number of words in the best binary code of length n 
and distance d. AL(n,d) will have the meaning we attached to it in the previous 
section: the number of words in the best ternary code of length n and L­
distance d. 
R(8) will be defined to be: 

R(8): =limsup(logA(n,d))/n, 
n .... oc 

dln-+8 

RL(8) will be defined to be : 

RL(8):=limsup(logAL(n,d))/n, 
n-+OC 

din....& 

For code pairs, we have the additional definitions: M{n,d) will denote the 
maximal cardinality of the cartesian product of the code pairs of length n and 
L-distance d. The rates of a code pair (C1,C2) will be defined by: 

R;:=(logiC;j)/n (i = 1,2), 

Rsum:=RI +Rz (As before: cf. Section 3.). 

Now 

Rsum(8)=limsup(logM(n,d))/n 
n-+00 

din....& 

Asymptotic upper bounds for Rsum(8): 
1) From Section 3 we recall Van Tilborgs upper bound (cf. [6]): 

R 5um(8)E;;l/2-812+ H(l/2*(1-8))- H(B)/2. 

It is obvious that R5um(8) is less than or equal to twice the McEliece-
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Rodemich-Rumsey-Welch upper bound (Cf. [7]) for binary codes. 
2) If (C.,C2) is a d-decodable code pair, then C:={u+vjueCt.veC2 } is a 

ternary code of length n and £-distance d. Therefore from Theorem 10, 
Sphere packing bound: 

R 5um(8)o;;;;;log3-h(x0)-(1-xo)h((o/4-xo/2)/(1-x 0)), 

where 

x0 = -113+ li3V(l +38-382/4). 

The numerical results of these bounds can be found in Appendix 1. 
Asymptotic lower bounds for Rsum(8). 

From the construction of Section 4, we get the following observation: 

M(n,d)~ A(nl2,di2)AL(n12,d). 

Now: 

IogM(n,d)!n~ logA(n/2,d/2)/n + logAL(n12,d)ln. 

Therefore (taking the limsup's in the right order), we find: 

R sum~ l/2R(o) + li2RL(28). 

Recalling from [12] Ch.17 that: R(o)~ 1-H(o), and combining this with the 
results of Section 6, we find the following asymptotic bounds: 
3) From Section 6, Theorem 3: 

where 

Rsum(o)~ 

112+ l/2log3-l/2h(8)-x0/2-l/6h(3x0) + 

-l/3h(3x012)-(1!3-x 012)h((8-x 0)/(2/3-x 0)), 

x 0 = 113 + 8- V82 + 119. 

4) From Section 6, Theorem 6: 
Rsum(o)~ l/2 + log3-l/2h(o)-l/2M(28), where M(o} is as in Section 6. 

5) From Section 6, Theorem 8. 
Rsum(o)~l-h(o)-h(28) + h(w)-(1-w) h(B/(l-w))-w,O<wE;;l-8, 
Rsum(o)~ I-h(o)-h(28) (w=O). 

The numerical results for these bounds can be found in Appendix I to this 
section. The bound 3) is the corrected version of the bound by Kasami [2]. The 
bound 4) is the corrected version of the bound found in [3], by Kasami et al. 
The above bounds are plotted in Appendix 2. 
In Section 3 we promised to give a simple construction of a class of 4-
decodable code pairs having the same parameters as those in Section 3,4. 

Take C = the even weight from Example 1 in Appendix 3 to Section 5. 
D = the code from Example 1 in Appendix 3 to Section 5. 
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Applying the construction of Section 5, we get code pairs having the right 
parameters. 

In Section 3 we promised to give some results which are better than the 
results found by K.achatrian. In order to do this_, we apply the construction· 
method of Section 5 to the Binary Golay code havmg wetgnt distribution: 

From [12) we get by construction: A(24,4)>219 =524288, A(l6,4)>2048, 
A (12,4)> I024,A (8,4);;;.16. Hence we can construct a ternary code with 
length 24, £-distance 8 and haVing 4728689 words. Combining this with the 
(24,524288,4) code and applying the construction method of Section 4, we get 
a code pair having length 48, sumrate 0.8577 and d = 8. This is much better 
than the parameters given in Section 3 since the rate is higher, the length 
smaller and the distance 8. 

The code pairs constructed by the method in Section 5 all have even length. 
Applying the following shortening techniques will give codes of odd length: 
SI. If (C,D) is a d-decodable code pair, define: 

C; == { c E qc 1 = i} (i == 0, 1 ), 

D1= {dEDidl =i} (i =0,1). 

The pairs (C1,Dj) i,jE{O,l} are d-decodable, where: 
A A 

C1 (resp.Dj)= {c=(c2, ... ,c11)l(i c) (resp.U c))EC1 (resp.Dj)}. 
"' "' Sf. ,..Notation the same as under SI. The pairs (C1,D)(iE{0,1} and 

(C,D1),i E {0, I}, are (d -1)-decodable. 
"' "' (C (resp. D) = { c ==(c2, ... ,c11 )I(Oc) or (lc)EC (resp.D)}) . 

• 
S3. Notation the same as under S2. The pair (C,D) is (d 2)-decodable. Addi­
tional to this we can use the following technique (Subcode Construction). 
SC. Let (C 11 C2) be a (2e-1)-decodable code pair, and assume that all weights 
of 

C 1 have the same parity. 

Define: C2 := {cEC21wt(c) is even}, and analogous for q 
Now (C~>cn and (Ct.CD are 2e-decodable code pairs. 

Furthermore, we have the following extension trick: ,.. 
E. Let (C,D) be a (2e-l)-decodable code pair. Let C be the code obtained by 

extending C such that all weights in C are even. Let D be the code 
obtained frOIJ! fl by extending all words such that all weights in D are 
even. Then (C,D) is a 2e-decodable code pair. 

Proofs of the statements made under Sl,S2,S3,SC, and E.: To prove Sl,S2,S3, 
let B =,..C +D be the ternary code {c +dlcEC,dED}. In case SI, the shortened 
codes B can be obtained from B by taking the words having the same first 
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symbol (or a subcode thereof) and deleting this first symbol, h~ce the 
minimum distance remains the same. In case S2 the shortened codes B can be 
obtained from B by taking subsets of the words beginning with i or i + I and 
deleting symbol. Hence the min:in;!um distance goes down by at most 1. 

In case S3 the shortened code B can be obtained from B by deleting the first 
symbol of the words. The minimum distance goes down by at most 2. To 
prove the statements under SC and E it is enough to remark that the numer of 
ones of the code words of the code B are all even and hence the minimum dis­
tance is even. The results of all kinds of constructions can be found in Appen­
dix 3. 

APPENDIX 1. AsYMPTOTIC BOUNDS FOR Rsum(8) 

Vpper bounds Lower bounds 

8 (I) (I) (2) (3),(4) (5) 

0.00 I.SOOO 2.000 1.58496 1.2925 1.2925 
0.01 1.4545 ··- 1.5395'1 1.1771 1.1439 
0.02 1.4190 1.836 1.50402 1.0918 1.0358 
0.03 1.3872 - 1.47228 1.0182 0.9068 
0.04 1.3577 1.708 1.44295 0.9520 0.8613 
0.05 1.3300 - 1.41542 0.8916 0.7871 
0.06 1.3037 1.594 1.38930 0.8355 0.7192 
0.07 1.2785 - 1.36437 0.7834 0.6568 
0.08 1.2543 1.488 1.34044 0.7345 0.5991 
0.09 1.2309 - 1.31739 0.6885 0.5634 
0.10 1.2083 1.386 1.29511 0.6461 0.5310 
0.11 1.1863 -· 1.27353 0.6040 0.5000 
0.12 1.1649 1.280 1.25258 0.5651 0.4706 
0.13 1.1441 - 1.23221 ...... 0.4424 
0.14 1.1237 1.180 1.21237 ..... 0.4156 
0.15 1.1038 - 1.19302 0.4597 0.3900 
0.16 1.0834 1.110 1.17413 .... , 0.3656 
0.17 1.0652 -- 1.15568 non 0.3422 
0.18 1.0465 1.010 1.13762 ••n• 0.3198 
0.19 1.0281 _ ...... 1.11995 nu+ 0.2984 
0.20 1.0010 0.922 1.10263 0.3157 0.2780 
0.21 0.9922 - 1.08566 HH~ 0.2584 
0.22 0.9747 0.836 1.06901 ~uoo 0.2398 
0.23 0.9575 - 1.05267 ..... 0.2218 
0.24 0.94505 0,750 1.03663 ..... 0.2048 
0.25 0.9238 -- 1.02087 0.2038 0.1886 
0.30 0.8434 0.500 0.94591 ••n• 0.1186 
0.35 0.7677 0.350 0.87670 ~HU 0.0658 
0.40 0.6958 0.162 0.81232 n••• 0.0290 
0.45 0.6271 0.070 0.75218 ..... 0.0072 
0.50 0.5613 0.000 0.69584 ••• u ..... 

The values in the first column are obtained by calculating the bound, l) the 
second column is obtained by using the values in McEliece et al. [7], the third 
column is obtained by using Appendix 8 of Section 6, the fourth column can 
be obtained by using Appendix 8 and the results for binary codes, the bounds 
from (3) and (4) are almost the same. The bound (5) can be calculated easily. 
The numbers (1), (2), (3), (4) and (5) correspond to the numbers in the text of 
Section?. 
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APPENDIX 2. GRAPH OF THE ASYMPTOTIC BOUNDS 

2.0 

1.8 

Chapter 2 

(I)' (Rodemich·McEliece-Rumsey-Welch-upper bound) 

(2) (Sphere packing upper bound) 
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(5) (Construction method of Section S) 
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DISCUSSION: In this picture the asymptotic upper bounds (1), (1)' and (2) are 
shown together with the lower bounds (3), (4) and (5). Like in Appendix 9 to 
Section 6 also in this case there is a big gap between upper and lower bounds. 
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APPENDIX 3. CODE PAIRS HAVING LENGTHS UP TO 20 AND DISTANCES UP TO 8 

d=3 
n ICI IDI Rsum Con 
3 2 I . 0.3333 SI 
4 2 2 0.5000 * 
5 2 4 0.6000 S2 
6 4 5 0.7203 
7 8 5 0.7605 S2 
8 8 11 0.8074 
9 16 9 0.7967 S2 

10 16 23 0.8523 
11 32 21 0.8538 S2 
12 32 55 0.8984 
13 64 .54 0.9042 S2 
14 64 149 0.9442 
15 128 149 0.9479 S2 
16 128 337 0.9623 * 
17 256 345 0.9665 S2 
18 2.56 825 0.9827 * 
19 .512 772 0.9785 S2 
20 512 2187 1.0047 

8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

2 
2 
4 
4 
8 
8 

16 
16 
20 
20 
20 
40 
40 
12 

Rsum 
2 0.3333 
2 0.28.57 
2 0;2.500 
3 0.2812 
4 0.4000 
5 0.3929 
9 0.5142 
9 0.4746 

17 0.5777 
17 0.5391 
25 0.5603 
27 0.5339 
46 0.6025 
81 0.6167 

125 0.6567 

Con 

* 
E 

E 

E 

E 

E 

* 
E 

E 

d=4 

2 
2 
4 
4 
8 
8 

16 
16 
32 
32 
64 
64 

128 
128 
256 
256 
512 

d=1 

1 
2 

.2 
2 
2 
4 
4 
8 
8 

16 
20 
20 
40 
40 

d=S 
IDI Rsum Con ICI 

2 * 
2 E.SC l 
4 * 2 
5 0.6174 E.SC 2 
9 0.7712 2 

11 0.7177 E 2 
17 0.8087 4 
23 0.7748 E 8 
38 0.8540 8 
5.5 0.8293 E 8 
92 0.8945 16 

149 0.8812 E.SC 10 
241 0.9321 20 
345 o.9077 se 20 
545 0.9495 40 
825 0.9310 E 36 

1482 0.9766 * 12 

2 0.1492 
2 0.2500 
2 0.2222 
2 0.2000 
4 0.2127 
4 0.3333 
8 0 
9 0 

17 0 
17 0.5055 
11 0.4577 
21 0.4841 
21 0.5113 
41 0.5340 

d=S 
eon ICI 

S2 
* 2 

S2 2 
2 

S2 2 
4 

S2 4 
8 

S2 8 
* 16 

S2 16 
20 

S2 20 
40 

2 0.2000 S2 
2 0.333 
2 0.2857 
3 0.3231 
4 0.3333 S2 
5 0.4322 
5 0.4838 S2 
9 0 . .5142 " 

17 0.54.52 S2 
17 0.5777 
25 0.5310 S2 
27 0.5628 
54 0.5928 SI 
81 0.6479 

162 0.6584 SI 
243 0.7047 * 

IDI Rsum 

2 0.2500 
2 0.2222 
2 0.2000 
2 0.1818 
4 0.3333 
4 0.3077 
8 0.4286 
9 0.4113 

17 0.5055 
l7 0.4757 
21 0.4841 
21 0.4586 
41 0.5340 

Con 

E 

E 

E 

* 
E 

E 

E 
• 

Key to the tables, ICI,IDI are the cardinalities of the codes of the code pair 
constructed by the construction under the column Con. R sum is the sumrate. If 
the Con-entry is * then the code is constructed using the construction of Sec­
tion 5 with the best known binary and ternary codes (which can be found in 
the tables in [ 12] and in Appendix 7 to Section 6). If the Con-entry is equal· to 
Sl,S2,S,E or SC then the code pair is constructed by applying construction 
Sl,S2,S,E respectively SC as described in Section 7 to an appropriate code pair 
obtained from construction *. 

2.8. CoNCLUSIONS 

The results discussed in this chapter show that asymptotically the results for 
the binary adder channel of Kasami et al. [1] to [4], are the best known lower 
bounds, and that the upper bound of Van Tilborg [6] is the best one known. 
However for small n and d the construction method of Section 2.5 gives better 
results than those of Kasami [I] to [4] and Khachatrian· [8]. 
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3.0. INTRODUCTION 

Chapter 3 

Codes Constructed 

from Algebraic Geometry 

In this chapter we will give some results on codes constructed from Curves. 
First in Section I, we will give some basic facts from Algebraic Geometry. 
Then in Section 2, we will give the general theory for codes from curves. Also 
in this section, we will describe a decoding algorithm for these codes, that was 
recently discovered by Justesen et al. [6], and generalized by Vladut and 
Skorobogatov [7]. In Section 3, the codes on Hermitian curves are studied. Sec­
tion 4 contains some examples of codes over GF (4). For the proofs and 
details about the concepts and theorems from Algebraic Geometry, the reader 
is referred to the books of Fulton [I] and Hartshome [2]. 

3.1. BASIC FACTS FROM ALGEBRAIC GEOMETRY 

Algebraic sets 
Let K be an algebraically closed field, A n the n-dimensional affine space over k 
(i.e. the set of n-tuples of. elements of k). The elements of An will be called 
points. A 1 is the affine line, A 2 the affine plane etc .. For FEk[XI>X2 , .•• ,Xn] 
(The polynomial ring in n variables over k), a point P=(ai>···,an)EAn is a 
zero of F if F(a I>···,an)=O (write F(P)=O). The set of zeroes of F is called 
the hypersurface defined by F, and is denoted by V(F). A hypersurface in A 2 

is called an affine plane curve. More generally if S is a set of polynomials in 
k[XI>···,Xn], we define V(S):{PEAni£(P)=O,VFES} = nFesV(F). A subset 
X of An is called an affine algebraic set if X= V(S) for S c;k[XI>···•Xn1· 
Instead of taking S, we can look at the ideal I generated by S. Obviously 
V(/)= V(S). Therefore every affine alge,braic set can be written as V(/) with I 
some ideal in k[XI>···,Xn1· To a set Xc;An, we can associate an ideal in 
k[XI>···,Xn]:I(X)= {F(P)=O,VPEX}. It is called the ideal of X. 

An algebraic set V c;A n is called reducible if it is the union of two smaller 
algebraic sets V 1, V 2 =I= V, V= V 1 U V 2 • Otherwise V is called irreducible. An 
algebraic set V is irreducible if and only if /(V) is a prime ideal. For every 
algebraic set V, there is a unique decomposition of V into irreducible com­
ponents (unique up to order of the components). V= VI u v2 u ..... u V m, and 
V; CJ. V1i=/=j. If FEk[XI>···,Xn] and F =Fn' .... F:' is the decomposition ofF into 
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irreducible factors then V(F)= V(F 1)U ... U V(Fr) is the decomposition of 
V(F) into ifreducible components. Furthermore there is a 1-1 correspondence 
between irreducible polynomials and irreducible hypersurfaces. 

Affine varieties, coordinate rings and Junction fields 
An irreducible algebraic set is called an affine variety. For a variety. V~A 11 , 
let /(V) be the corresponding prime ideal in k[X., ... ,X11 ]/J(V). Then 
k[X., ... ,X11 ]1l(V) is a domain. Now f(V)=k[X., ... ,X11 //(V) is called the 
coordinate ring of V. We can form the quotient field of f(V) and denote it by 
k(V). It is called the field of rational funtions on V. The elements of k(V) are 
called rational functions. For PE V, a rational function f is said to be defined 
at P if there exist a and bin f(V) such that f =alb and b(P)=I=O. In this case 
the value off at P is defuied to be a(P)Ib(P). The set of points where a 
rational function is not defined is called the pole set of f. It is an algebraic 
subset of V. For PEV, by Op(V) we mean the ring of rational functions 
which are defined at P. It is called the local ring of V at P and it is a subring 
of k(V) containing f(V). 

By Mp(V) is meant the unique maximal ideal of Op(V). Mp(V)= 
{fEOp(V)lf{P)=O}. It is the kernel of the evaluation homomorphis~ from 
Op(V) to k defined by f~-+f(P). Therefore Op(V)!Mp(V)-::::::.k. The elements 
jEOp(V) such that f(P)=O .are called the units. The elements of Mp(V) are 
called nonunits. 

Projective varieties 
Let k be a field. Projective n-space over k written pn is defined to be the set of 
all lines passing through the origin (0, ... ,0) in A 11 + 1. A PQint 
(x J, ... ,x11 + 1 >*(0, ... , 0) in A 11 + 1 uniquely determines the line 
{A(x., ... ,x11 +1)li\Ek}. If we define the equivalence relation ....., to be: 
(x., ... ,Xn+l}-(yh .. ·•Yn+l) if and only if 3Aek(XJ, ... ,X11 +1)=i\(yh···•Yn+l), then 
pn can be seen as the set of equivalence classes of points in An+l \ {(0, ... ,0)}. 
The elements of pn will be called projective points. If a projective point is 
determined by some (xJ, ... ,x11 +1)EA 11 1, we call this a set of homogeneous 
coordinates for P. A projective point P=(a., ... ,a11 +1) is called a zero of a 
polynomial FEk[Xa. ... ,Xn+d if F(a., ... ,a11 +1)=0 for every choice of homo­
geneous coordinates for P. Again we write F(P)=O. IfS is a set of polynomi­
als in k[X., ... ,X11 +.J, then V(S) is defined as V(S)={PEP11 IF(P)=O,\fFES}. 
If I is the ideal generated by S, then V(/)= V(S). If I =(p(l) , ... ,p(r)), where 
the p(i) = ":f.Fj> and the Fj> are forms of degree j, then V (I)= V( { EJ> }). Such 
a set is called a projective algebraic set. An ideal is called homogeneous if for 
every F=":f.F;EI, F; a form of degree i, it is true that F;El. For any set 
X~P11,l(X) is a homogeneous ideal. An ideal /Ck[X., ... ,X11 +.J is homogene­
ous if and only if it is generated by a finite set of forms. An algebraic set 
VCP 11 is irreducible if it is not the union of two smaller algebraic sets. Again 
V is irreducible if and only if /(V) is prime. An irreducible algbraic set in P 11 

is called a projective variety. A projective algebraic set can be written uniquely 
(up to the order of the components) as a union of projective varieties, its 
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irreducible components. If V is a projective variety in P,/(V) is a prime ideal; 
so f h( V)= k[ X h···• Xn + t ]I i (V) is a domain. It is the homogeneous coordinate 
ring of V. More generally, let I be any homogeneous ideal in k[Xt.···•Xn+d 
and f=k[XJ> ... ,Xn+t11I, then an element of r is called a form of degree d if 
there is a form F degree din k[Xt.···,Xn+t1 whose residue mod I is f Let 
kh(V) be the quotient field of fh(V). It is called the homogeneous function 
field of V. The elements of kh(V) cannot be viewed as functions, but if 
fekh(V) is the quotient to two forms of the same degree d, say h and 
g,f=hlg, then :h(A.x)lg(A.x)=>.dh(x)!Adg(x)=h(x)lg(x). So in this case, f 
can be viewed as a function on the projective variety since the value of f is 
independent of the choice of the homogeneous coordinates. In this case, the 
function field k(V) is a subfield of kh(V) and is defined by: {fekh(V)lfis quo­
tient of two forms of the same degree }. The elements of' k(V) are called 
rational functions on V. If PE V,f ek (V), we say that f is defined at P if there 
exist forms g,h of the same degree such that f = g I h and h (P)=/=0. The ring 
Op(V)={fek(V)lfis defined at P} is a subring of k(V). It is a local ring with 
maximal ideal Mp(V)= W=hlg,g(P)=I=O,h(P)=O}. 

Varieties, morphisms, rational maps and function fields 
Let X be a projective space. The Zariski toplogy has as open sets the sets 
X- U·is an algebraic subset of X. If V is an irreducible algebraic set, every U 
for which open subset U of V will be called a. variety, and we can give it the 
induced topology. We can define k(U)=k(V) to be the field of rational func­
tions on U and for PeU we define Op(U)=Op(V), the local ring of U at P. 
Every open subset of U is also a variety and therefore we call it an open sub­
variety of U. If V is a variety, U CV, U=F 0, U is open in V, then we define 
r(U,Ov):= nPeuOp(V). f(U,Ov) is a subring of k(V). It is the subring of 
rational functions defined at each PE U. If V 1 and V 2 are varieties, 
q,: V 1-+ V 2 a function, then q, is called a morphism if it has the following two 
properties: 

1) q, is continuous with respect to the Zariski top.ology 
2) For every open set Uc V2, if Jef(U,Ov) then cp(f)= 

J<><t>er(q,:(U),Ov,), (Le.Joq, is again a rational function.). 

Let K be a finitely generated field· extension of k. The transcendence degree of 
K overk is defined to be the smallest integer n, such that for some XJ, ... ,Xm K 
is algbraic over k(XJ, ... ,Xn)· K is called an algebraic function field in n vari­
ables over k. If K is an algebraic function field in one variable over k and 
x eK,x fi_k, then K is an algebraic over k(.x). (Assuming k to be algebraically 
closed). If V is a variety, then k(V) is a finitely generated extension of k arid 
dim(V) is defined to be the transcendence degree of k(V). A variety of dimen­
sion 1 is called a curve. If V 1 and V 2 are varieties fi: U;-+ V 2 two morphisms 
from subvarieties U; of V 1 to V 2,i 1,2, then J. and h are called equivalent 
if the restrictions of f 1 and h to U 1 n U 2 are the same. An equivalence class 
of morphisms is called a rational map from V1 to V 2 • It is said to be 
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birational if there are open sets U (;;; V 1, and U' (;;; V 2 and an isomorphism 
f:U~U' that represents the equivalence class defining the rational map. V 1 
and V 2 are called birationally equivalent in this case. Two varieties are bira­
tionally equivalent if and oruy if their function, fields are isomorphic. Every 
curve is birationally equivalent to an irreduQble plane curve. Therefore it is 
useful to study plane curves. 

Discrete valuation rings 
In studying plane curves, it is pleasant to have at hand the concept of discrete 
valuation ring. If R is a domain, that is not a field, then R is Noetherian and 
local and the maximal iqeal is a principal ideal if and only if there is an 
irreducible element teR such that every nonzero zeR is of the form z=utn, 
where u is a unit in R and n is a nonnegative integer. A ring having this pro­
perty is called a discrete valuation ring. The element t is called a uniformizing 
parameter for R. Any other uniformizing parameter is of the form ut, where u 
is a unit in R. In the quotient field K of R, every element z can be written 
uniquely as z = utn, where u is a unit and n is an integer. The exponent n is 
called the order of z and is denoted ord(z). We define ord(O)=oo. 
R={zeKiord(z)~O}, M={zeKiord(z)>O}. M is the maximal ideal of R. 
The function ord is an order function on K, i.e. it has the properties: 

I) ord is a function from K onto Z U { oo}, 
2) ord(a)= oo if and only if a =0, 
3) ord(ab)=ord(a)+ord(b), 
4) ord(a +b)~min(ord(a),ord(b)). 

Plane curves 
We are now going to discuss affine plane curves. For projective plane curves 
the theory is more or less the same because if we dehomogenize the projective 
plane curve in a suitable way, we get an affine plane curve and the local pro­
perties of corresponding points are the same for both curves sin~e they depend 
only on the local ring. 

On k[X, Y] we define the following equivalence relation: F-..G if and only if 
F='AG for some 'Aek,'A+O. An affine plane curve is defined to be an 
equivalence class under this relation. The degree of the curve is the degree of a 
defining polynomial. If F =TIFf' where the F; are the irreducible factors of F, 
we say that the F; are the components of F and that they appear with multi­
plicities e;. F1 is a simple component if e; = 1, and multiple otherwise. If F is 
irreducible then V(F) is a variety in A 2 • A point P=(a,b)eF is called a sim­
ple point of F if Fx(P)+O or Fy(P)+O where. Fx and Fy are the derivatives of 
F with respect to X, respectively Y. The line: Fx(P)(X-a)+ Fy(P)( Y- b)= 0 
is called a tangent line to the curve at P. A point that is not simple is called 
multiple or singular. A nonsingular curve is a curve with simple points only. 
If F is a curve, P=(O,O), we can write F=Fm+Fm+I + · · · +Fn, where F; is 
a form of degree i in k[X, Y]. Fm+O. The multiplicity of Fat P is defined to 
be mp(F):=m. Now PeF if and only if mp(F)>O. Furthermore Pis a simple 
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point if and only if mp(F)= I. If mp(F)=2, then Pis called a double point, if 
mp(F)=3 a triple point etc .. The form Fm can be written Fm =ITL? where the 
L; are distinct lines (assuming k to be algebraiCidly closed). The L; are called 
the tangent lines to Fat P(=(O,O)). r; is the multiplicity of the tangent L;. L; 
is a simple, respectively double tangent if r; = 1, respectively 2. 

If F has mp(F) distinct simple tangents at P, then Pis an ordinary multiple 
point of F. The above definitions can be extended to a point P=(a,b)9f:(O,O) 
by using translations (First translate· the affine plane such that P is at the ori­
gin and then apply the given definitions.). Now Pis a simple point ofF if and 
only if Op(F) is a discrete valuation ring. If L is a line through P not tangent 
to Fat P, then the image l of L in Op(F) is a uniformizing parameter for 
Op(F). If P is a r,oint on F and F is irreducible, then mp(F)= 
dim(Mp(F)n/Mp(F)n+ ) for n sufficiently large. So mp(F) only d~ends on 
Op(F). If F and G are plane curves, then J(P,FnG):=dimk(Op(A )/(F,G)). 
This number /(P,FnG) is called the intersection 'number ofF and Gat P. It 
is equal to oo if F and G do not intersect properly, i.e. have a common com­
ponent through P. If F and G do not intersect at P,/(P,FnG)=O and other­
wise if F and G intersect properly at P, then /(P,FnG) is a nonnegative 
integer satisfying l(P,FnG)~mp(F)mp(G). If F and G have no tangent in 
common at P, then l(P,FnG)=mp(F)mp(G) and the converse also holds. For 
projective plane curves we have the Theorem of Bezout: If F and G are projec­
tive plane curves of degree m and n respectively, F and G have no common 
component, then ~P l(P,FnG)=mn. 

The Riemann-Roch Theorem, Differentials and Residues 
Let C be an irreducible projective curve, X its nonsingular model, 
K=k(C)=k(X) its function field. The point PeX wilt be identified with the 
places of K and ordp denotes the order function. A divisor on X is a formal 
sumD=~PexnpP where the npel and {Pinp=#)} is a finite set. The degree of 
a divisor is the sum of the coefficients: deg(D)=':E.pexnp. D is called effective 
if np~O for all P. Furthermore ~npP>~mpP if np~mp for all P. For feK, 
we can define the divisor off to be div (j)=~peXordp(j)P. The degree of 
such a divisor is 0, since a rational function has the same number of zeroes as 
poles. Two divisors D and D' are called linearly equivalent if there exists a 
function feK such that D=D'+div(j). It can easily be seen that this in fact 
is an equivalence relation. Now with a divisor, we can associate the vector 
space L(D)={feK!div(j)+D>O}. Now Riemann's Theorem states the 
existence of a constant g such that dim (L(D))~deg(D)+ 1-g for all divisors 
D. The smallest such g is called the genus of the curve. For the definition of 
differentials, we refer to Fulton [1] p.204. We recall that Slk(K) denotes the 
space of differentials of K over k. It is a !-dimensional vector space over K. If 
weSlk(K),#O,PeX a place and tan uniformizing parameter in Op(X) and 
w= fdt,feK, then ordp(w): = ordp(j). Therefore to every differential w, we can 
associate a divi,sor: div (w)=~Pexordp(w)P = W. W is called a canonical divi­
sor and its degree is 2g-2, where g is the genus of the curve. Now the 
Riemann-Roch Theorem states that for every canonical divisor Won X and 
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for every divisor D: dim(L(D))=·deg(D)+1-g+dim(L(W-D)). The space 
of differentials O(D) is defined as: O(D)={'-'eOk(.K)I div('-')>D}. Another 
formulation of the Riemann-Roch Theorem is: dim(L(D))= 
deg(D)+ 1-g + dim(O(D)). We know that O(D)~L(W-D). Fpr the 
definition of residue of a differential at a place (resp(6>)), we refer to L;mg [11]. 
We recall the most important thoo:rem concerning residues: l:pexresp(w)=O. 

Rational points on a curve 
A point on a curve is called rational over GF(q) if it can be represented by 
vector that has all coordinates in'GF(q) where q is a power of char(k), k the. 
functionfield of the curve. If C is a curve of genus g and N is the number of 
rational points over GF(q), then the Theorem of Hasse-Weil states that 
IN -q -liE;2gVq. (cf. Serre [12].). 

3.2. CODES FROM ALGEBRAIC GEOMETRY 

Let C be an irreducible smooth curve. Let Ph···•Pn be rational points over 
GF(q) on this curve. DefineD:=l:i= 1P1• Cho~ a rational divisor G disjoint 
from D (i.e; G is invariant under the Galois automorphism a fixing GF(q)). 
Consider the vector space L(G) of rational functions 1 satisfying div(j)> -G. 
Define the map tfi:L(G)-+GF(if)n by: I~ (j(P.), ... ,I(Pn)). Furthermore con­
sider the vector space Q(D -G) of differentials.'-' satisfying div(6>)>G- D. 
Define the map tf!:O(D -G)-+GF(q)n by: 

"' ~ (Resp. (6>), ... ,Resp. ('-')) 

Then q, and 1/1 are injective: 
Ker(q,)={feL(G)lftP1)=0 for all i}=L(G-D)={O}, assuming 
n> deg(G), 
Ker(t/1)={'-'eL(D-G)!Resp,_(w)=O for all i}=O{-G)={O}, if 
deg(G)~O. 

Let C:Im(q,) and C':=Im(t/1), and assume deg(G)~2g-2 where g is the 
genus of the curve. 

THEOREM I. C and C' are linear codes having parameters: 
length: n, 
dimension: deg( G)= g + 1 resp. n - deg( G)+ g - 1, 
distance: ~ n-deg( G) reap. ;iiodeg( G)- 2g + 2. 
Moreover C and C' are dual codes. (provided 2g .,.-2<deg(G)E;n.). 

PRo.oF: Since deg(G)>2g-2, we can apply the Riemann-Roch Theorem to 
find the dimension of L(G):dim(L(G))= deg(G)-g +I and from the injec­
tivety of q, this is the dimension of C. To obtain the minimum distance of C, 
remark that the number of zeroes·of a rational function is equal to the number 
of poles, and hence the functions in L(G) can have at most deg(G) zeroes 
among the points P1 (since D and G are disjoint). Therefore the minimum 
weight of the code C (and hence the minimum distance of the code C) 
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;pn -deg(G). The dimension of C' follows from the fact that 
O(D G)--L ( W + D -G), where W is a canonical divisor (deg( W) = 2g - 2). 
From the injectivety of the map If; and the Riemann-Roch Theorem, we 
obtain: dim(C')=dim(O(D -G))= dim(L(W+ D -G))=n -deg(G)+g -1. 
The minimum distance of e' can be found by observing that if "'EO(D -G) 
and Respu("')=O for j = l, ... ,t,"'=#), then: "'EO(D -I}= 1P;

1 
-G) and hence 

n -t -deg(G)+2g -2;p.O (deg(W +D -I}=1P;
1 

-G);p.O). 

So t.;;;;.n -deg(G)+2g-2, and therefore wt(lf;(w));p.deg(G)-2g+2. To prove 
that e and e' are dual codes, note that from the Residue Theorem; and the 
fact that for feL(G) and "'EO(D -G) the differential fw has its poles among 
the points P;, we can conclude: 

n n 
0= ~ Resp,ifw) = ~f(P;) Resp,(w) = (#j), ~/;("')). 

i I i =I 

Q.E.D. 

The numbers 81 = n - deg( G) and 82 = deg( G)-2g + 2 are called the designed 
distances of the codes. We want ·now to investigate under which conditions 
the codes are (weakly) selfdual. We 8lready remarked that 
L(W + D -G)-O(D -G), the . isomorphism given by f.....:,f"', where 
W =div("')•"' a differential. If we can find a differential "' such that 
Resp,(w)= 1 for all i = l, ... ,n, then W + D-G and D are disjoint since "' has 
poles of order 1 at the points P;, so the code e obtained from L(W + D -G) 
and the code c· obtained from 0(1> G) are equal: 

q,(L(W+D G) {(j(PI), ... ,f(Pn)lfeL(W+D-G)} = 

= (j(Pt)Resp,("'), ... ,f(Pn)Resp.("')lfE.L(W + D -G)} = 

= {(Resp,if"'), ... ,Resp.ifw))lfeL(W + D -G)} 

= {(Resp,("''), ... ,Resp.("''))j"''EO(D-G)} = 
= 1/;(0(D- G)). 

Suppose G is effective, G ;p.O. If we now have that W + D - G;;;? G, then for the 
codes e 1 obtained from L(G) and e 2 obtained from O(D -G) we have 
e 1 {;;;; e 2 , e(- = e 2 and hence e 1 {;;;; e(-, meaning e 1 is weakly self dual. Furth­
ermore e 1=ef- if W+D-G=G, or equivalently if div("')=2G-D. 
Stichtenoth and Lachaud [5] prove that under certain circumstances these con­
ditions are necessary to have (weakly) self-duality. 
We have now obtained the following theorem 

THEOREM 2. If G is effective and there exists a differential "' satisfying 
div(w);p2G D, Resp,(w)= 1 for all i 1, ... ,n. then the code e constructed from 
L (G) is weakly self-dual, and e is self-dual if div("') = 2G -D. 
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Next we want to make some remarks on the automorphism group of the code. 
Let G be the automorphism group of the curve, and let the curve be embedded 
in some projective space PG(n,q). Then G can be seen to be a subgroup of 
PGL(n + l,q). The elements of G also act on rational functions (since they act 
on coordinates). Therefore the elements of G act on codewords. In order to 
have that codewords go into codewords under the action of oEG, it is enough 
to require that the divisor G is stabilized by a, because then the rational func­
tions in L(G) go into rational functions in L(G). Conclusion: 

THEOREM 3. The stabilizer of the divisor G in the automorphism group of the 
curve is a subgroup of the automorphism group of the code. 

REMARK: The automorphism group of the curve is usually larger but not 
always (see Section 3, Example 1). 

In the rest of this section, we will describe a decoding algorithm for AG~codes 
which was in essence found by Justesen et al. [6]. In our description we will 
follow the paper by Skorobogatov and VUidut [7]. 
The idea .is as follows: 

1. Find an error location set, i.e. a (small) set of coordinate positions 
L ={ii>····i1 }, such that all errors occur in positions in L. 

2. Solve the equations "i:.;JeLa;1h;1=s, where H=[hi>···•hn] is a parity check 
matrix, s is the syndrome: s =Hr (r is the received word), and thus find 
the error pattern. 

In order to ensure that the above method works, we make the restriction that t 
is not too big. Then the equations will have a unique solution, which must be 
the error pattern. 
We will now give a detailed description of the algorithm. The code which we 
are going to decode is Im(O(G- D)), and from Theorem 1, we know that 
Im(L(G)). is the dual of this code. Choose a basis f~>····fr for L(G). Then 

f1(P1) ................... f1(Pn) 

H= 

.f,.(P 1 )................... .f,.(Pn) 

is a parity check matrix for lm(O(G-D)). For u=(ui>···,un)EGF(qt, fa 
rational function define: 
s(u,j): ="i:.f = 1 U;f(P;). 
Now the syndromes of u is: s =(s(u,f1), ... ,s(u,.f,.))T =HuT. 

LEMMA 4. 
u EO(G-D)~s = o~s(u,j;)=O, ; = l, ... ,r ~s(u,j)=O for all /EL( G). 
Let c be a codeword; e an error pattern, wt(e)=t, and u is the received word: 
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u=c+e. Suppose QJ, ... ,Q1 correspond to the locations where an error occurs. 

Choose a divisor F. Let g1> ... ,g1 be a basis for L(F) and let hh ... ,hk be a 
basis for L(G- F). Define sij(u): =s(u,g1hj), i = 1, ... /, j = l, ... ,k. 

LEMMAS. 

PRooF: Since c is a codeword and g1hj EL( G), the statement follows from 
Lemma4. 
Consider the system of equations: 

l 

~ sij(u)X; = 0 
i =I. 

j= l, ... ,k. (*) 

THEOREM 6. Ift<dim(L(F)) then(*) has a nontrivia/ solution. 

PRooF: dim(L(F-'2.:= 1Q1))';;;;odim(L(F))-t>O, (the first inequality follows 
from the fact that requiring that the Q1 are zeroes imposes at most t linear 
conditions.). Since dim(L(F-'2.~= 1 Q1))>0, we can find a nonzero gin this 
space. This g is an element of L(F) and satisfies g(Q1)=0,i = l, ... ,t. since 
gEL(F) we can write g=y 1g 1 + · · · +y1gh withy1EGF(q), i= 1,; .. ,/. Now: 

l I I n n 

~sij(u).y1 = ~sij(e)y; ~ ~. emg;(Pm)hj(Pm)y;= ~ emg(Pm)hj(Pm)= 0, 
i=l i=l i=lm=l m=l 

since g(Pm)=O if PmE{Q~o ... ,Q1 } and em=O if Pm ~{Q" ... ,Qt}. Hence the y 1 
are a solution to the system of equations (*) and since g::FO this solution is 
non-trivial. Q.E.D. 

THEOREM 7. If deg(G F)>t +2g -2, then for every non-trivial y., ... ,y1 of(*) 
the rational function g=::E:=IY;g; has the property that g(Q 1)= · · · =g(Q1)=0. 

PRooF: Consider the sequence: 

0 

The last map is the map w:f 
The map w is surjective: 

L(G-F) ..:!!.::j(;F(q)'. 
i I 

I 

Ker(w)={fEL(G-F)lf(QJ)= · · · =f(Q,)=O}=L(G-F ~Q1). 
i=l 

Now dim(L(G-F))=deg(G F)+I-g (applying the Riemann-Roch 
Theorem), 

dim(L(G-F ::EL= 1Q1))=deg(G-F)-t+l-g (applying the Riemann­
Roch Theorem), (The conditions in the Riemann-Roch Theorem are satisfied 
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since deg(G- F)>t +2g -2). 
Hence: 

dim(lm('11'))= dim(L(G-F))- dim(Ker('1T))= 
t 

dimL(G-F)- dim(L(G- F- ~ Q1)) =t. 
I =I 

Choose a basis h'~>····h'k for L(G-F) such that h'1(Q1)= 1 anr h'j(Qm)=O for 

m (Such a basis exists since '1T is surjective.). Write h'1= ~ y,h,. 
r=l 

Now suppose (yh ... ,y1) is a solution to(*) and define g=l:~=JY;g1 • Then: for 
j = l, ... ,k:O= l:: = 1s(e,g1h1)y;, arid hence for j = l, ... ,k: 0= l:f =1s(e,g1h'1)y1• 

Therefore 
I 1 I 

0= ~ ~ emg;(Qm)h'j(Qm)Y; = ~ ejg;(Qj)yi = ejg(Qj), j = 1, ... ,/. 
l=lm=l 1=1 

Thus e1=FO~g(Q1)=0,j = l, ... ,t. Q.E.D. 
From Theorem 7, it follows that if u is the received vector and Y~> ... ,y1 is a 
non-trivial' solution to (*}, then the errors are located among the zeroes of 
g = l:L= l)';g1• Let gEL( F) such that g(Q1)=0,i = I, ... ,t. Let R " ... ,Rp be all the 
zeroes of g among P1> ... ,Pn. Consider the equations: 

p 

~jj(R1)Z1 = s(u,jj), j = I, ... ,r. (**) 
I =I 

LEMMA 8. The error vector e corresponds to a solution of this system of equa­
tions. 

LEMMA 9. The system of equations (**) has a unique solution, under the (lSSUlnp.­

tion that (G -F)>t +2g-2 

PRooF: Suppose we have two solutions to(**) and e 1 and e 2 are the error 
patterns corresponding to these solutiOns.· Then wt(e 1 -e2)<.p; 
e 1 -e2 Elm(O(G-D)), since s(e 1 -e2,/)=0 for fEL(G) (cf. Lemma 4). Now 
p =#zeroes of g among the points P1tfi;,deg(F)<deg(G)-t-2g+2.;;; 
._ minimum distance of Im(O(G- D)), (Cf. Theorem 1.). 

We have made the following restrictions on the number of errors t: 
I) In Theorem 6: t<dim(L(F)), · 
2) In Theorem 7 and Lemma 9: t + 2g- 2<deg(G-F). For the rest, F 

might be chosen arbitrarily. In order to maximize the number of errors to 
be corrected by this · procedure, we have to choose F such that 
min(deg(F)-g+ 1, deg(G)-deg(F)-2g +2) is as high as possible. This is 
the case when deg(F)= r(deg(G)-g + 1)121. The number of errors that 
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can be corrected by this procedure is then: 

L(deg(G)-3g + t)12J = L<o2 -g+ t)t2j, 

where 82 is the designed distance of the code Ini(O(G- D)). 

The previous results are stated in the following theorem. 

THEOREM 10. If F is a divisor of degree deg(F)= r(deg(G)-g + 1)121, gl>···,gl 
is a basis for L(F),h l>···,hk is a basis for L(G- F), then the following procedure 
is a decoding procedure for the code Im(Sl( G -D)), which corrects l ( 8-g - 112 J 
errors, where 8 = deg( G)- 2g + 2 is the designed distance. 

PROCEDURE:. 

1) Calculate the syndromes: s1j(u)=s (u,g1hj); s(u,fs), s = 1, ... ,r, i = 1, ... ,/, 
j l, ... ,k. The basis {Is} for L(G) can be chosen such that it contains 
the {g1hj} as far as they are independent; this diminishes the amount of 
calculations. 

2) Find a non-trivial solution to 
I 
~sij(u)X; = 0 (j=l, ... ,k) (*) 

1=1 

(Existence is guaranteed by Theorem 6 if the number of errors is less 
than deg(F)). 

3) If Y~>····Yl is the non-trivial solution to (*), then calculate the zeroes 
Ql>···•QP of the rational function g =l:~=J.Y;g1 • 
From Theorem 7, it follows that the errors are located among these 
zeroes). 

4) Solve the system of equations: 
p 

~jj(Qj)Z1 = s(u,jj) , j = l, ... ,r. (**) 
1=1 

(From Lemma 9, there is a unique solution to(**) which corresponds to 
the error pattern). 

R.EM:AR:Ks: 

1. For g =0, the number of errors wbich can be decoded is l(o-1)!2J, and 
from the Singleton bound, the real minimum distance of the code is equal 
to the designed distance (i.e. deg(G)+2). Therefore, the decoding algo­
rithm reaches complete decoding. It appears that this decoding algorithm 
is equivalent to the one given by Peterson [8). 

2. The algorithm can be generalized (extended) in several ways to give better 
results. One of these ways is by processing the algorithm several times 
with different Fs. This idea is explored in detail by Pellikaan [9) .. 
The second way is to make the estimates more precise: 
dim(L(F))=deg(F)-g + 1 +dim(Sl(F)). The contribution of dim(Sl(F)) 
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will only be positive if deg(F)<2g -2. A more detailed discussion can be 
found in Skorobogatov and Vladut [7]. 
A third way will be given below. 

Let F 1 and F 2 be divisors. Let g., ... ,g1 be a basis for L(F1 ),h~o···•hk be a 
basis for L(F 2}. Consider the space L spanned by g;hi = 1, ... ,/;j = l, ... ,k. It is 
a subspace of L(F1 +F2). The space L can be mapped to GF(qr by using the 
same mapping q:. as in the beginning of this section. This mapping is injective. 
Let C(L) be the code obtained in this way and let D(L) be its dual. Lemma 4 
can be generalized to: 

LEMMA 11. 

ueD(L)<;=>s(u,g;hj) 0; i = 1, ... ,/; j = l, ... ,k. 

Let ceD(L) be a codeword. e and error pattern, wt(e)=t and u the received 
word: u=c+e. Suppose Ql>···•Qt correspond to the locations where the 
errors occur. Then Lemma 5 and Theorem 6 hold again. If we replace G - F 
by F 2 in Theorem 7, then this new theorem can be proven in the same way. If 
we replace the second system of equations(**) by: 

p 

~ g;hj(R5 )Z5 = sij(u) i = 1, ... ,/; J = l, ... ,k, (***) 
s=l 

then Lemma 8 holds for this new system of equations. Furthermore generaliz"' 
ing Lemma 9 we get: 

LEMMA 12. Under the assumptions 
1. deg(F2)>t +2g -2 
2. min dist (D(L))>deg(F1), 

the system of equations (***) has a unique solution. 

So, we have the following conditions on t: 

1) t<deg(F1)-g+ l =dim(L(F1)), 

2) t<deg(F2)-2g +2 
And a condition on F 1 :deg(F1)<min dist(D(L)). 

3.3. CODES FROM IIERMITIAN CURVES 

We now will apply the theory from Section 2 to the class of Hermitian curves 
over GF(q), q a power of 2. The Hermitian curves are plane curves satisfying 
the Hasse-Weil bound with equality, i.e. the number of rational points is maxi­
mal. We consider the projective plane PG(2,q), where q =r2, rand q powers 
of 2. The Hermitian curve is given by the equation: 

H:X'+I+yr+l+zr+l. 0. 

The genus of the curve is g =r(r -1)12. There are r3 +I rational points on it 
(cf. Hirschfeld [ 1 0]). In what follows, y = Y I X and z = Z I X. We can classify 
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the points on the curve: 

1) Uniformizing parameter t =y; Points Py,;=(I,O,a<r-l)i)i =O, ... ,r; 

2) Unifo~gJ>~F.~er t =.lly; Points Q =(0,1,1) 
P 11y,;-(O,I,a )1-1, ... ,r, 

3) Uniformizing parameter t =z; Points P:.;=(t,a<r-l)i,O)i =O? ... ,r; .. 
4) Uniformizin. g parameter t = 'iv +z· Points P . -=(I a<r-l)i+t. a<r-I)J+J.) 

,..,./ ' t, ltl,J ' ' ' 
i0 = 1, ... ,r-2;i =O, ... ,r;j =O, ... ,r;j0 and Pare uniquely 
determined by the equations: l+ci·<r+l)=ai·<r+l), 
{J=a(r -1)(; -i}+(j. -i.). 

PROOF: The factthat the equa~on I +ai.(r +I) =ai·<r +I) uniquely determines j
0 

follows form the fact that I + a'~<r + •> is an (r 1 th root of unity as can easily 
be verified; It is also easy to see that the given points are indeed points on H 
and to verify that in each case, t is indeed a uniformizing parameter 
corresponding to those points. (Cf; Fulton [1), p.70). Furthermore the list 
contains (r - 2)(r + 1 )2 + 3r + 3 = r3 + 1 points so it is complete. Q.E.D. 

' Now we take G = mQ,D = ~~ = 1 P; where the P; are the other rational points. 
According to Theorem I of Section 2, the codes from L(mQ) and S)(~P;-mQ) 
are dual codes having parameters: 
length: r 3, 

distance: m ..... g +I resp. n -m +g 1. 
distance: n -m resp. m 2g + 2. 

We will now construct a basis for the space L(mQ),2g- 2<m <r3• We 
need the followoing facts: 

ord~(X)= 1, ord~(Y + Z)=r + 1. 

PROOF: Since X is not a tangent line at Q: ord~(X)= I. Now 

ord~(Y+Z)=ord~((Y'+ 1 +Z'+ 1 )/(Y'+Y'- 1Z+ · · · +YZ'"""' 1+Z')) = 
= ord~(yr+l +zr+l) = ord~(X'+ 1 ) = r +I. ·Q.E.D. 

Now the· following rational functions are linearly independent in L(mQ). 
(m>2g-2): 

fu = XiYj/(Y+Z)i+j ,0oE;;(i+j)(r+1)-ioE;;m,OoE;;ioE;;r, j;;..O. 

PRooF: ord~(jij)=i -'(i +j)(r + 1) for i,) in the given ranges. Furthermore 
ord~(jij-;;..0, P=/=Q,PeH. Since the /;j have different orders at Q for different 
values of i,j in the range OoE;;ioE;;r,j;;;r.O, they are linearly independent in 
L(mQ). 

Defining N(m):= i{(i,J)IOoE;;(i+j)(r+I)-ioE;;m, OoE;;;o;;;;r, Oo;;;;J}I. 

it is easy to see that: 
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{

a(a + l)12+a-b + l 
N(m) = a(a + 1)/2 

(r +I )a -r(r + 1)12+r-b +I 

where a,b are determined by m and r as follows: 

m = a(r + 1)-b, O~b~r. 

if a<r, b~a 
if a<r, b>a, 
if a ;;t.r 

Chapter a 

Recalling that g=r(r -l)/2 we find (using the above formula), 
N(m)=m -g + 1, for m;;t.r2 r 1. since the dimension of L(mQ)=m -g +I 
by Riemann-Roch Theorem, and since the /;j are independent in L(mQ) and 
there are N(m)=m -g+I of them if m;;t.r2 -r-1=2g-1, these functions 
form a basis for the space L(mQ). This basis allows us to construct a generator 
matrix and parity check matrix) for the codes involved, since we already 
classified the rational points on the curve. The next thing we are giving to do 
is to apply Theorem 2 of the previous section to our codes. In order to do this 
define: 

w: ((Y + zy'-r-l xprr+l + zr+l)I(YZ(Y''- 1 + zr'- 1))) (dy +dz). 

Then: 

1) Resp,(w) = 1 for all P;,i = l, ... ,r3, 

2) ordZ(w) = r3 +r2 -r 2, 
3) div(w) = (r3 +r2 -r-2)Q-l:P; 

PROOF: 

1) .) P (1 o <r-l)i) (f ·-o ) Th d" 'f · · 1 , ,a . or some z- , ... ,r . e correspon mg um orrruzmg 
parameter is t = y; and we have: , 

dy +dz =((Y + Z)' I Z')dt. 

Therefore: 

Resp(w) 

Resp((((Y + zy'-r-l X(Yr+l + zr+I)(Y +Z)')/(YZ(Y''-I + zr'- 1)Z'))dt) 

= Resp((((Y + z)"- 1(Yr+l + zr+I))/(Z'+ 1(Y''- 1 + zr'- 1)))1/tdt). 

= ((a<r-t)iy'-ta<r'-1)1)/(a<r'-l)i(a;<,. t>r,'-J) = 1. 

ii) P =(0, l,a<r -l)i) (for some i = l, ... ,r). The corresponding uniforrnizing 
parameter is t = 1/y and we have: 

dy+dz = ((Y+Z)')iZ')(Y2!X2)dt. 

Therefore: 

Resp(w)= 

Resp(((Y +z(-r-l X(Y'+ 1 +Z'+ 1) (Y +Z)')Y2 /(YZ(Y''-t +zr'- 1)Z' X2))dt) 
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= Resp((((Y + zy
2
-l l(zr+ I(y<' +I)(r :-2) + y<r +I)(r -3)z + 0 0 0 + z<r+I)(r -2))dt lt) 

= (1 +a<' -I)iy2-l 1 ai(r2.:_1)(1 +ai(r2-l) + ... +ai(r2-l)(r -2)) = 1. 

iii) P =(l,a<r-I)i,O) (for some i=O, ... ,r). 

iv) 
In the same yray as \m~e~ i) we find Resp(w)= 1. 
P _(1 (r-I)i+t. (r-I)J+J.) (f . _ 1 2 .. _ 0 . - ,a ,a , or some 10 - , ••• ,r- , 1- , ... ,r, 
j =O, ... ,r; }o and fJ are uniquely determined as before). The 
corresponding uniformizing parameter is t = fJy + z and we have that: 
dy +dz =~(y'_+z')l(fJz' +y'))dt. Define yi>=a<r-I)i+i. and 

<r-11)+] 
zp=a • and note that fJ=zplyp. 
Now: 

Resp(w) =.Resp((y +z)'
2
-r-'-I(yr+I +z'+ 1)/(yz(y'

2
-I +z'

2
- 1) (dy +dz)) = 

Resp((y + z}'
2
-I(yr+I + z'+ 1)(fJy + z)l(yz'+ 1(fJ+(y lz)') (y'

2
-l + z'

2
- 1))dt/t) = 

Resp((y + z)'2-I(yr+ I+ z'+I )(fJ+(z /y))/(z'+I(fJ+(ylz)')yr'-I(fJ'2_I +(z /y)r'-I) 

*dtlt) (Since /J'
2
-I = 1). 

= (yp + Zp)'
2

-l(yp +I+ Zp+I)/(zp+I{fJ+(l/ fJ)')y~-l(fJ'
2

-I + ... +(zp/ypy'-2) 

= 1/(zp+I(l +(l/fJ)'+IfJ·fJ'
2
-2) = l/(yp+I +zp+I) = 1. 

2) 

H 2 I 2 2 
ord~(w)= ordQ((Y+Z)' -r- >x(yr+I +Z'+ 1)/(YZ(Y' -I +Z' -I)(dy +dz)) = 

1 2 2 ·" 

ord~((Y +Z)' -r-IX(.Yr+I +z'+ 1)/(Y' -I +Z' - 1)) + ord~(dy +dz) = 

= (r2 -r-1)(r+1) + 1 + r2-r-2=r3 +r2-r-2. 

Since ord~(dy +dz)=ord~(((z +y)' lz')dy)=ord~(((z +y)' lz')* l!t 2dt) 
(where t is the uniformizing parameter at Q) =r(r +l)-2=r2 +r -2. 

3) Follows from 1) and 2). 

We can now conclude, using the above facts and Theorem 2 of the previous 
section: 

THEOREM 1. The code constructed from L(mQ) is weakly self-dual, if 
m<(r3 +r2-r-2)/2. The code constructed from L(mQ) is self-dual if 
m =(r3 +r2 -r -2)/2. 

To gain some information about the automorhism group of the code recall that 
the automorhism group of the curve is PGU(3,r2), which has order 
(r 3 +l)r3(r2 -1) (see Hirschfeld [10] p. 147). Therefore the stabilizer of the 
point Q has order r 3(r 2 -1). Applying Theorem 3 of the previous section we 
get: 

THEOREM 2. The stabilizer of Q =(0, 1, 1) in PGU(3,r2) is a subgro'f of the 
automorphism group of the code obtained from L(mQ). It has order r\r -1). 



106 Chapter3 

Decoding 
Applying the decoding algorithm described in the previous section becomes 
very simple in this case: choose F= l(m -g + 1)!2J Q. 
For g~o····g1 we can take the functions as decribed before, hl>···•hk we can take 
the functions as described before. (Because both L(F) and L(G-F) are of the 
form L(aQ)). Then apply the algorithm. We now wish to look at the third way 
of extending the algorithm: suppose that we want to decode t errors. Choose 
F 1 =F2 =(t + l)Q. A basis for L(F1): the first t + l fu's. L(F2) has the same 
basis. 
Therefore (if t> 1), <L(F1)L(F2)> has a basis: the first 2(t + 1) Ji/s. Hence: 
<L(Ft)L(F2)>=L(2(t+1)Q = L(Ft+F2)· 
The minimum distance of the dual code is 2(t + l)-2g+2;;;..t + 1 =deg(F1). So 
the decoding method works (but gives nothing new). 

ExAMPLE l. Let q =4=r1
. Let w be a primitive element of GF(4). The Her­

mitian curve H with equation X3 +Y3 +Z3 =0 has no multiple points and 
hence genus I. The number of rational points of the curve is 9. We can 
describe them by: Q=(O, 1, I); P 1 =(l,O,w); P2 =(I,O,w); P 3 =(1,0, 1); 
P 4 =(l,w,O); P 5 =(l,w;O); P 6 =(1,l,O); P 7 =(0,w,l) and P 8 =(0,w,l). It is 
easy to see that the permuations (162435)(78) and (I38467)(25) stabilizer Q 
and are in the unitary group. They correspond to the linear mappings 

I I 

w w 1 

w 1 w 

respectively. 

Define: / 1 l,f2=X/(Y+Z), /3 Y/(Y+Z), f 4 =X2/(Y+Z)2, fs= 
XY!(Y+Zi /6 Y2/(Y+Z)2,/? X 1 YI(Y+Z)3,f8 =XY11(Y+Z)3

• 

Then ord~(fi)= -i, i:#=l; ord~(f1 )=0 .. 
.m 

So the bases for the spaces L(mQ) can be given by {{;}i=l'lE;;mE;;8. The 
following table contains information about weight distribution, generator 
matrices and automorphism groups of the codes C corresponding to 
L(mQ), 1E;;mE;;4. The weight distributions in Table· 1 are found by inspec­
tion. C 1 has automorphism group Ss. C2 has minimum distance 6. Its auto­
morphism group is of order 192. This can be seen as follows. The stabilizer of 
the codeword (OlwOlwww) in the automorphism group of the code is: 
<(14),(25),(36),(78)>. This stabilizer is isomorphic to C2*C2*C2*C2 and 
hence has order 16. From the complete weight distribution of this code it fol­
lows that the orbit of the given word can have at most 12 elements. Since 
<(162435)(78), (138467)(25)> is a subgroup of the automorphism group of 
the code, we find again by inspection, that all codewords having the same 
weight. structure are in the orbit. 
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TABLE I. Some facts about Codes Cm, 1 Eo;; m E0;4 

Complete Weight Distribution 

Space Generator Matrix 0 I "' "' Number Weight Number Order of 
Automorphism Group 

L(Q) llllllll 8 0 0 0 0 8!-40320 
0 8 0 0 
00 8 0 8 3 
00 0 8 

L(2Q) llllllll 8 0 0 0 0 
-wwi"'wioo 0 8 0 0 I 

00 8 0 .I 8 3 192 
00 0 8 I 
2 2 2 2 12 6 1'2 

L(3Q) 11111111 8 0 0 0 I 0 I 

"';;;1"'w1oo 0 8 0 0 
000111 "';;; 00 8 0 I 8 3 

00 0 8 I 
I I 3 3 8 
I 3 I 3 8 7 24 24 
I 3 3 I 8 
2 2 2 2 12 6 12 
3 I 3 1 8 
3 3 I 1 8 5 24 
3 1 I 3 8 

L(4Q) 1111111 I 8 0 0 0 I 0 
"';;;1"'w1oo 0 8 0 0 
000111"'(;; 00 8 0 
"';;; 1 "';;; 100 00 0 8 1 

04 4 0 6 8 21 
04 0 4 6 
0 0 4 4 6 
1 3 3 1 32 
I 3 I 3 32 7 96 192 
I 1 3 3 32 
2 2 2 2 24 6 24 
3 3 1 32 
3 1 3 1 32 5 96 
3 1 1 3 32 
44 0 0 6 
40 4 0 6 4 18 
40 0 4 6 

We conclude that the order of the automorphism group is 16X 12 = 192. C3 
has minimum distance five. Its automorphism group is of order 24. This can 
be seen as follows. The stabilizer of (wwl wwl 00) contains just two elements: 
(1) and (14) (25) (36) (78), and the orbit of this word has 12 elements (both 
facts by inspection). In this case the automorphism group equals the stabilizer 
of Q in the unitary group. c4 has minimum distance four. Its automorphism 
group is of order 192. This can be seen as follows. The stabilizer of (w w 1 w w 
1 0 0) is equal to <(14)(25), (14)(36), (14)(78)> (by inspection). Therefore it 
is isomorphic to C 2 * C 2 * C 2 and has order 8. Again by inspection all 24 code-
words having the same weight structure are in the orbit of this word. We eon-
elude that the order of the automorphism group is 8*24= 192. 
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DECODING 
The correct three errors, choose F 1=F2=4Q. L(F1 +F2)=L(8Q). The dual 
code is 0 which is not particularly interesting to decode. To correct two errors, 
choose F 1 =3Q, L(F1 +F2)=L(6Q). The dual code is in this case C2. 

A basis for C 2 is: / 1 

[
1 111 I I I l l 

h ww1ww100 

/1 I I 1 1 1 1 1 1 

h wwlwwlOO 

parity check matrix is: b .000111ww 

/4 (;) w 1 wwl 0 0 

Is OOOww I 00 

/6 00011lww 

Storage of this matrix costs 2*6*8=96 memory bits. Decoding proceeds as 
follows: 
1) Calculate sl> ... ,s6• This costs 14 multiplications and 27 additions. 
2) find a non-trivial solution of: 

a) 

''''''] x,l 
s2 s4 ss x 2 = 0. 

s 3 s 5 s 6 XJ 

Calculate 

Y1 s 2 s 5 + s 3 s 4 

Y2 SJ Ss + s2 SJ 

Y3 s 1 s 4 + s2s2 

Cost: 6 multiplications and 3 additions. 
If (yt>Y2·YJ>*O then test whether s3y1 +ssY2 +s6)'3 =0. 
If 0 then go to step 3 else alarm. 

b) If (yl>Y2•Y3)=0 calculate y 1 =s4s 6 +s5ss,y2 =s2s 6 +s3s5 ,y3 =0. 
Cost: 4 multiplications and 2 additions. If (yl>y2,y3)=0 then c) else 
step 3. 

c) (yi>Y2·Y3)=(s2,sJ>O). go to step 3. 
Total cost of step 2: ea. 10 multiplications and 5 additions. 

3) Calculate the zeroes of g =yJ/1 +y2/2 +y3/3. 

(yt>Y2·Y3) r~ ~ : ~ ~ ~ ~ 
00011 ww 
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4) Solve the equations ( **) corresponding to the error locations found under 
step 3. 
Cost: ea. 13 multiplications and 12 additions. 

The total cost of this decoding method is: 96 memory bits, 43 multiplications 
and 55 additions. Decoding method 2 for this code: calculate all words of the 
code and search among u + c the word with the lowest weight. Storage of all 
words costs 2*16*8=256 memory bits. Calculation of u +c for every codewor.d 
costs 8* 16= 128 additions. Therefore the cost of this method is worse than the 
total cost of the above method. Decoding method 3 for this code: 
Precompute a parity check matrix of the form (/ 6H). 
The storage of this matrix costs: 2*12=24 memory bits. Find an automor­
phism '11'1 permuting the coordinates in such a way that the last two coordi­
nates move into the six front places. Find a second automorphism which 
moves the coordinates in such a way that the last two coordinates and the 
positions w)(7) and '11')(8) are among the first six places. Choose for example 
'11' 1 =(138467)(25) and '11'2 =(186)(347). Compute the syndrome. Cost:. 12 mul­
tiplications and 12 additions. If the weight of the syndrome :s;;;2 then the error 
is known; otherwise permute coordinates according to '11'1 and compute syn­
dromes again. The cost is again 12 multiplications and 12 additions. Again if 
the weight of the syndrome :s;;;2 then .the error is Iaiown; otherwise there are 
too many errors. The average number of computations is: 
(I5*I2+9*24+4*36)/28=I9.28. multiplications and the same amount of 
additions. So this method is to be preferred above the other two methods in 
this case. To ·correct one error choose F 1 and F 2 both equal to 2Q. 
L(F1 + F 2)=L(4Q). A basis for· <L(FJ)L(F2)> is: f~>f2,f4 • A parity check 
matrix for the dual code corresponding to this space is: 

[

I 1 1 1 1 I 1 I 

wwlwwlOO. 

wwlwwlOO 

Now for instance the word (l 001 0000) is in this code so the minimum dis­
tance of this code is less than or equal to 2 and hence less than or equal to 
deg(F 2). Therefore the last part of Section 2 cannot be applied. Let us consider 
L(4Q). It has basis {f1,f2,f3,f4 }. Its minimum distance is 4. A basis for 
L(2Q)= {fb/2}. We can apply Theorem IO of Section 2 to decode the code: 
choose F = 2Q. A useful parity check matrix for the code is: 

1 I I I I 1 I 1 /1 
wwiwwlOO h 
0 0 0 I l I w w !J· 
w w I (;; w 1 0 0 /4 

Storage of this parity check matrix costs 2 X 8 X 4 = 64 memory bits. The 
decoding algorithm of Section 2 proceeds as follows: 
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1) calculate the syndromes SJ>s 2,s3,s4. This costs: 10 multiplications and 21 
additions. 

2) Find a non-trivial solution of: 

Calculate: s 1 s4 +s~ (Cost: 2 multiplication and 1 addition), 
If the result is 0, then x 1 =s 2 and x2 =s 1. 

If the result is not 0, then there are too many errors. 
3) Calculate the zeroes of g =x1f 1 +x2,h by computing: 

[
1 1 1 1 l I 1 1] 

(XJX2.) W W 1 W W } 0 0 . 

(Cost: 4 multiplications, 8 additions and 32 bits of memory.) 
4) Solve the corresponding equations (**). Cost: 4 multiplications and 3 

additions. 

Total cost of this algorithm is: 96 bits of memory, 20 multiplications and 33 
additions. 
Decoding method 2: Store the generator matrices (and at the same time parity 
check matrices). 

100011ww 
01001011 

G= 00100111 

000111ww 

H= 

110 1000 
10110100 

w 1 w 0 0 l 0 

w 1 w 0 0 0 I 

Cost: 2•4•8=64 bits of memory. Calculate there syndromes s =Gu and 
t=Hu. 
Cost: 8 multiplications and 28 additions. If wt(s)~ 1, then the error is known. 
If wt(s)> 1 and wt(t)~ 1, then the error is known. Otherwise there are too 
many errors. 
Total cost: 64 bits of memory, 8 multiplications and 28 additions. So again 
the last algorithm has my preferences. However, in larger examples the first 
algorithm will do better probably. 

3.4. 0rHER EXAMPLES OVER GF(4} 
In this section we wish to study some examples of codes over GF(4). A curve 
of degree l is non-singular, has genus 0 arJd 5 rational points. The codes con­
structed from such a curve are Reed-Solomon codes. A non-singular curve of 
degree 2 over GF(4) also.has genus 0. so this gives nothing new. 

A non-singular curve of degree 3 over GF(4) has genus g = 112*2* 1 I. 
The Hasse-W eil bound gives in this case that there are less than or equal to 9 
rational on the curve. This number of rational points is realized by the Hermi­
tian curve and this example was studied extensively in the previous section. We 
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are now gomg to look at non-singular plane curves of degree 4. A non-singular 
plane curve of degree 4 has genus g =3. The Hasse-Weil bound gives that it 
contains less than or equal to 17 rational points over GF(4). We shall now 
prove that a non-singular plane curve of degree 4 contains less than or equal 
to 14 points. Let F be a non-singular plane curve of degree 4. Since F is 
irreducible it contains no lines. Therefore every line contains a nonzero of F 
and so the nonzeros of F form a blocking set. (A blocking set is a set of points 
such that every line contains at least one point of the set.). A blocking set not 
containing a line has P7 points. Of course this is a well known fact (cf. [13]), 
but since the proof is not too long, we shall give it. Take Pl>P2 in the block­
ing set. Let I be the line through these two points. Then I contains a point Q 
not in the blocking set. Otherwise I would be contained in the blocking set. 
Through Q th~re. are 4 other lines and each of these lines contains a point of 
the blocking set. So the number of points in the blocking set is P6. (P 1 and 
P 2 and at least 4 other points). Suppose there exists a blocking set not con­
taining a line and having 6 points exactly. Then every line hits the blocking set 
in at most 2 points. (If there is a line having 3 or 4 points of the blocking set 
choose a point on this line not in the blocking set, there are 4 other lines 
through this point and each of them has to contain a point of the blocking set, 
so the blocking set has P7 points.). Let. P 1 and P 2 be two points in the 
blocking set and I the line through these points. Let Q1 and Q2 be 2 other 
points in the blocking set and m be the line through these 2 points. The lines I 
and m intersect in a point Q not in the blocking set since every line contains at 
most 2 points of the blocking set. There are 3 lines going trough Q and 
different ftom I and m. On each of these 3 lines we must find a point of the 
blocking set making a total of at least 7 points in the blocking set, which con­
tradicts the assumption. So we may conclude: a blocking set in PG(2,4) not 
containing a line has P 7 points. 

Therefore it follows that. a non-singular plane curve in PG(2,4) of degree 4 
and genus 3 has ~ 14 rational points. The following curve realizes 14. It is the 
complement of a Baer-subplane .. 

F(X,Y,Z) =·X4 + Y4 +Z4 +X2 Y 2 + Y 2Z 2 +X2Z 2 +X2 YZ+XY2Z+XYZ2
• 

The rational points are: 

Q =(O, I,~U);P. =(o, 1,w);P2 =(l,O,"');P3 = (I,o,w);P 4 =(I, I,~U);P s =(I, I,w); 

P 6 = (l,w,O);P 7 =(l,w, 1 );P 8 = (l,~U,w);P 9 = (1 ,~U,w);P 10 =(l,w,O);P 11 = ( 1,w, I) 

P 12 =(l,w,w);P 13 =(l,w,w). (i.e. all points having at least one component not 
in GF(2)). . 
In the plane there are 21 lines. They intersect the curve according to the fol­
lowing table: 
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LINE INTERSECTION DIVISOR TANGENT 

L1 X 2Q +2P1 y 

L2 X+Y 2P4+2Ps y 

L3 X+wY p 10 + p 11 + p 12 + p 13 N 
L4 X+wY P6+P,+P8 +P9 N 
Ls X+Z 2P7 +2P 11 

y 

L6 X+Y+Z 2P9+2Pt2 y 

L, X+wY+Z p s + p 8 + p 10 + Q N 
Ls X+wY+Z P 1+P4+P6+Pn N 
L9 X+wZ P3++P5 +P 13 +P9 N 
Lw X+Y+wZ P1+P3+Ps+Pu N 
L1l X+wY+wZ P3+P,+P10+Pt1 N 
L12 X+wY+wZ Q + p 3 + p 6 + p 12 N 
Lt3 X+wZ p 2 + p 4 + p 8 + p 12 N 
L14 X+Y+wZ Q+P2+P,+P13 N 
Lts X+wY+wZ PI +P2+P9+P10 N 

L16 X+wY+wZ P2+Ps+P6+Pu N 
L11 y 2P2+2P3 y 

L1s z 2P6+2Pw y 

L19 Y+wZ P1 +P5 +P,+P12 N 
L2o Y+Z 2P8 +2PJ3 y 

L21 Y+wZ Q+P4+P9+P11 N 

TABLE I. Intersection divisors of the lines with the curve. 

The tangent lines are the lines of the Baer-subplane. 
From this table it can be seen that the following functions have the described 
divisors: 

function/ div(j) 
fo 1 0 
/J (LsLJOL1sLt9)/(LyL nL 16) -4Q +P 13 +P8 +P9+P12 

h (LfiLioL 1sL 19L 14)/(LjL4L 11 L nL 16) -5Q+P3 +Pn +3Pn 

h (L§LroL tsL19)/(LjL3L4L16) -6Q +2P3+2P4 +Ps+Pn 

I /4 (L§LtoLTsLT9 )I(Lt L2LsL6L 11) -1Q+P3 +3P6 +2Pw+PI2 

TABLE 2. Some important functions and their divisors. 

Define fs=Ji,/6=/J/2,f,=ft/3.fs=fd4,/9=fi. Then ordQ(/;)= -(i-¥3) 
{i:#O). Therefore L(mQ) has as a basis {f0, .•. Jm-3 }. (m =3,4, ... ,12). In 
order to calculate the values of the jj at the points P l>····p 13 we remark that 
for a point P; we can choose a nontangent L; 1 passing through the point and a 
line L; 2 not through P;. Then u;=Ln!Ln is a unifonnizing parameter for P;. 
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Now since Jj is of the form (N 1 .... N1)!(M 1 •••• M1) where theN J> ... ,N1 M h ... ,M1 

are polynomials of degree 1, we can write: 

Jj = ((N 1/ Li2) . ... . (N11 Li2))!((M 1/ Li2)· ... . (M,I L;2)). 

The value of Jj at P; is uniquely determined by the first terms in the power 
series of Jj in u;, which can be easily calculated once the first terms of the 
powerseries of Ll Li2 are known for all relevant lines L. 

After tedious calculations we found for the values of the Ji at the Pi 

Point PI P2 P3. P4 Ps P6 P1 Ps P9. Pio Pn pl2 pl3 

Function 

/o 1 1 1 I 1 I 1 I 1 I. I I I 

/J $<) w "' "' w ;;; I 0 0 1 I 0 0 

h ;;; w 0 I ;;; "' 1 ;;; 
"' ;;; 0 1 0 

h ;;; ;;; 0 0 ;;; ;;; "' 0 "' "' ;;; "' 0 

/4 w "' 0 "' I 0 "' "' ;;; 0 1 0 w 

Is "' ;;; ;;; ;;; ;;; "' 1 0 0 l 1 0 0 

/6 "' ;;; 0 "' 1 I 1 0 0 ;;; 0 0 0 

h "' 1 0 0 1 "' "' 0 0 "' ;;; 0 0 

Is "' 
;;; 0 ;;; w 0 w 0 0 0 I 0 0 

/9 1 1 1 1 I I I 0 0 1 I 0 0 

TABLE 3. The basis functions and their values at the points. 

This table enables us to write down generator matrices for the codes 
corresponding to L(mQ). Since the length of the codes is odd and the all one 
word is in the code is odd and the all one word is in the code,. the·code is not 
weakly self-dual. From Theorem 1 of Section 2 we get the following parame­
ters: 

dimension dual dimension dual distance 
m-2 15-.m ;;..m -4 

The code obtained from L(5Q) has generator matrix equivalent to: 

llwOOOlwwwOOl 

ww01wwlwww010 

wwwwww 1001100 
And therefore the words are multiplies of the following: 
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I I w w 0 0 1 w w w 0 0 
w w w w w w 0 I I 0 0 1 
OwwOiwwwOwOw 
w 0 w I w I w 0 w I 0 w 1 
w w 1 0 w w 0 w w w 1 0 1 
0 w 0 I w 1 w w w I w 0 1 
w 0 w w 1 w w w w 0 w 0 I 
111111III1111 
w0000wwllwwl1 
OwwwwOwi1ww11 
w 0 1 w w 0 w w 0 w 1 w I 
I 1 0 w w w 1 w 0 0 w w 1 
w w w 1 0 1 0 w 0 1 w w 1 
0 w 1 w 0 w w 0 w 0 1 w l 
w w 0 w I 0 0 0 w w w w I 
11 wOww I Owwww1 
w w 0 1 w w I w w w 0 1 0 
OOwwliOwwwiiO 
w 1 w w 0 w w w w I w 1 0 
1 w I 0 w 0 w w w 0 w 1 0 
w w w w w w 1 0 0 I 1 0 0 

Chapter3 

Therefore we may conclude that the real minimum distance of this code is 9, 
which is bigger than the estimate we made by using the Riemann~Roch 
Theorem. The code obtained from L(l2Q) has distance l, indeed the function 

since 

f = (L~L1oLfsLl9)/(L~L3L4L9L 11 L1 3L16) e L(I2Q), 

13 

div(j) = - l2Q + ~ P;. 
i=l 

Moreover this shows wt(j)= 1. Therefore the minimum distance being bigger 
for L (5Q) is not a property of the curve. 

This example showed three things: 

1) the Hasse~ Weil bound cannot always be reached by taking non~singular 
plane curves; 

2) the minimum distance is sometimes bigger than the designed distance and 
this does not depend on specific properties of the curve; 

3) there are a lot of difficulties if one wants to construct the codes from the 
curves explicitely, particularly in finding a basis for the space L(G), and 
evaluating the functions of the basis at the points. 
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Samenvatting 

In het proefschrift komen grenzen aan en constructies van codes aan de orde. 
Het eerste hoofdstuk behandelt grenzen aan en constructies van codes voor een 
zogenaamd three-way channel. De gebruikte techniek voor de afteiding van de 
grenzen staat bekend onder de naam 'random coding argument' en blijkt ook 
in dit geval toepasbaar te zijn. De constructie van codes in dit geval is tame­
lijk ad hoc. Verder is in dit geval gekeken naar de toepasbaarheid van 
strategieen analoog aan Schalkwijk's idee voor het two-way channel. Het 
tweede hoofdstuk behandelt grenzen aan en constructies van codes voor het 
binary adder (multiple access)channel met ruis. De gebruikte technieken voor 
het afteiden van de ondergrenzen zijn bekend onder de naam 'Gilbert­
V arshamov argument'. De constructie van de codes maakt gebruik van een 
concatenatie techniek. Verder worden in dit hoofdstuk codes geconstrueerd 
over een temair alphabet met als afstand niet de gebruikelijke Hamming 
afstand maar de zogenaamde Manhattan metriek. Deze codes worden gebruikt 
als bouwblok in de toepasssing van de concatenatietechniek. In het derde 
hoofdstuk wordt gekeken naar codes die geconstrueerd kunnen worden met 
behulp van technieken uit de algebraische meetkunde. In het bijzonder wor­
den · een aantal van dergelijke codes min of meer expliciet gemaakt door een 
beschrijving van generatormatrices en parity check matrices. Tevens wordt 
enige aandacht besteed aan decodeeralgoritmen voor dit soort codes. 
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Stellingen 
~ 

behorende bij het Proefschrifl 
Constructing Codes 

H.J. Tiersma 

I. De gegeneraliseerde tweede orde Reed-Muller codes bevatten subcodes die 
in zekere zin maximaal zijn en waarvan de gewichtsverdeling op relatief 
eenvoudige wijze bepaald kan worden. 
H.J. Tiersma, On subcodes of generalized second order Reed-Muller codes, 
SIAM J. Alg. Disc. Meth. Vol. 6, No. 4 October 1985. 

2. Een aantal van de resultaten uit J. Komer and V.K. Wei: Odd and even 
Hamming spheres also have minimum boundary, Disc. Math. 51, (1984) 
147-165, kunnen op een eenvoudige manier bewezen worden door toepass­
ing van standaardtechnieken. 
HJ. Tiersma, A note on Hamming spheres, Disc. Math. 54 (1985) 225-228. 

3. De constructies en grenzen voor radar arrays die voorkomen in J.P. 
Robinson: Golomb rectangles, IEEE Trans. Inform. Theory Vol. IT-31, 
No. 6, November 1985, kunnen aanzienlijk verbeterd worden: 
Robinson: 2.416 ~GR(n)ln~3. 
Tiersma en Blokhuis: 2.5~GR(n)~2.9629 
A. Blokhuis and H.J. Tiersma, Bounds for the size of radar arrays, IEEE 
Trans. Inform. Theory, Vol. IT-34, No. 1, January, 1988. 

4. Laat f(L,g) de extended Goppa code zijn, waar L {ab ... ,o:n} =GF(qm), 
q een priemmacht en m een natuurlijk getal. Van de uitspraak 'f(L,g) is 
cyclisch dan en slechts dan als g(z)=(z-{J1f(z-f:hf waar {J1 en fl2 
geconjugeerd zijn in GF(q2m)!GF(qm)' bestaan momenteel minstens drie 
gepubliceerde en twee ongepubliceerde foutieve bewijzen, en geen correcte 
bewijzen. 
(i) Feng Gui-Liang. The sufficient and necessary condition for extending 

Goppa with L = GF(qm) to cyclic codes. Santa Monica. 
(ii) K.K. Tzeng and C.Y. Yu. Characterization Theorems for extending 

Goppa codes to cyclic codes. IEEE Trans. Inform. Theory, Vol. IT-25 
maart 1979. 

(iii) A.L. Vishnevetskii. Cyclicity of extended Goppa codes over GF(q). 
Problemy Peredachi Informatsii. Vol. 18, No. 3, July-Sept. 1982. 

(iv) J.A. Thiong-Ly. Symmetries of cyclic extended Goppa codes over 
GF(q). Proceedings of the 4th AECCC conference. Springer Lecture 
Notes. 



5. Laat m een positief geheel getal zijn en definieer N =qm -I, n =qm + 1, 
waar q een priemmacht is. Laat 1f een primitief element zijn van GF(qlm) 
en defineer 6=1/IN, TJ=VJ'. Laat C de irreducibele cyclische,_~ zijn over 
GF(q) met lengte n, dimensie 2m en 1\onzeroes (J,fll, ••• ,(fl • Laat A (z) 
het gewichtsverdelingspolynoom zijn van deze code. Laat D de cyclische 
code zijn over GF(q) met lengte N en dimensie 2m en nonzeroes 
.,,11 j:;q, ••• , 11~qm-• en laat B(z) het gewichtsverdelingspolynoom zijn van 
deze code. De polynomen a (z) =(A (z)- 1 )/ n en b (z) = (B (z) -I)/ N heb­
ben gehele coefficienten en staan op de volgende manier met elkaar in ver­
band: 

b(z)=a(z -l)zl(q-l)qm""" +2z(q-1)qm-l 

J.C.C.M. Remijn and H.J. Tiersma. A duality Theorem for the weight dis· 
tribution of some cyclic codes, IEEE Trans. Inform. Theory, Vol. IT-34, 
No. 5, September 1988. 

6. Laat X .. x 2,X 3, Y 1> Y 2, Y 3 de input en output symbolen van een three­
way channel zijn. De bij het kanaal horende mutuele informaties zijn: 
Jij: =I(X;,Xj; Yk!Xk) en It: =/(X;; YkiXj,Xk). .. 
Laat S= {(R.,R 2,R 3)i(R;+Rj-Rk)l2<l~,Rk<l~ {i,j,k} = {1,2,3}, 

de kansverdeling op de inputtriples is het produkt van de 
kansen or de afzonderlijke input symbolen}. 

T= {(/t3,JPJ~ )I De kansverdeling op de inputtriples is wil-
lekeurig}. 

Dan ligt het capaciteitsgebied G van het kanaal tussen het convex omhul­
sel van S en dat van T: co(S)!;;;:; G !;;;:; co(1). 
(Proefschrift Hoofdstuk 1, paragraaf 3.) 

7. De door Kasami en Lin afgeleide grenzen voor codes voor het binaire 
optelkanaal zijn niet allemaal correct. 
(Proefschrift Hoofdstuk 2, paragraaf 3.) 

8. De codes die geconstrueerd worden in Hoofdstuk 3, paragraaf 3 van dit 
proefschrift zijn zwak zelf duaal, en indien de dimensie groot genoeg is 
zelf duaal. 

9. Het is historisch gezien onjuist om de sopraanstem en de altstem aan te 
duiden met de verzamelnaam vrouwenstemmen. 

10. Het spel dat in Hofstadters boek Metamagical Themes op blz. 70 en vol­
gende beschreven wordt en de naam Nomic draagt, ontaardt in dobbelen, 
wanneer het gespeeld wordt door spelers die alien uitblinken in een ander 
specialisme en het spel proberen te winnen. 

11. Het benoemen van vrouwen in managementsfuncties werkt rolbevestigend. 


