
https://research.tue.nl/en/publications/176a1720-3825-46ac-b0b0-20f41d3f50f4


Particles in charge
An experimental and numerical study on the tribo-
electric charging of pneumatically conveyed powders

Martin Korevaar



Particles in charge
An experimental and numerical study on the tribo-electric

charging of pneumatically conveyed powders

proefschrift

ter verkrijging van de graad van doctor aan de Technische Universiteit
Eindhoven, op gezag van de rector magni�cus, prof.dr.ir. F.P.T. Baaijens,
voor een commissie aangewezen door het College voor Promoties, in het

openbaar te verdedigen op woensdag 29 juni 2016 om 16:00 uur

door

Martinus Wilhelmus Korevaar

geboren te Harderwijk



Dit proefschrift is goedgekeurd door de promotor en de samenstelling van de
promotiecommissie is als volgt:

voorzitter prof.dr.ir. R. Tuinier
promotor prof.dr.ir. J.A.M. Kuipers
copromotor dr.ir. J.T. Padding
leden prof.dr. H.J.H. Clercx

prof.dr. J.G.M. Kuerten
prof. T. Matsuyama PhD Soka University, Tokyo, Japan
prof.dr.ir. J.R. van Ommen Technische Universiteit Delft
dr.ir. M.A.I. Schutyser Wageningen University

Het onderzoek dat in dit proefschrift wordt beschreven is uitgevoerd in overeenstemming
met de TU/e Gedragscode Wetenschapsbeoefening.



This work is part of the DRYFRAC project and funded by the technology foundation STW
and co-funded by ISPT. STW is �nancially supported by the Dutch Organisation for
Scienti�c Research (NWO).

Nederlandse titel: �Spannende deeltjes: een experimentele en nummerieke studie naar het
tribo-electrisch laden van pneumatisch voortgestuwde poeders.�

Copyright © 2016 by M.W. Korevaar
All rights reserved. No part of the material protected by this copyright notice may be
reproduced or utilized in any form or by any means, electronic or mechanical, including
photocopying, recording or by any information storage and retrieval system, without the
prior permission of the author.

Printed by: Gildeprint Drukkerijen, Enschede.

Typeset using LATEX, in Linux

A catalogue record is available from the Eindhoven University of Technology Library
ISBN:978-90-386-4097-6





Voor mijn lieve vrouw, voor mijn lieve kind.



Table of contents

Table of contents vi

Summary ix

1 General introduction 1
1.1 E�cient food production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Separation without water . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Tribo-electricity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Objective and outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Preliminary study on modeling the contact charging. 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3 Single particle charging experiments 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Experimental method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4 Measurements of particle velocity and position distribution 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5 Extended model description 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 General model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

vi



Table of contents vii

5.3 Charging model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Lift force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.5 Inter-phase mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6 Model validation 83
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2 Experimental set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4 Simulation settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.5 Introduction to simulation results . . . . . . . . . . . . . . . . . . . . . . . . 88
6.6 Fitting particle inlet velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.7 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.8 In�uence of lift forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.9 In�uence of collision parameters . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.10 In�uence of charging model settings . . . . . . . . . . . . . . . . . . . . . . . 102
6.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7 Conclusion and Outlook 109
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

References 117

List of Publications 125
Conference proceedings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Journal papers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

Acknowledgment 127

Curriculum Vitae 129





Summary

Particles in charge

An experimental and numerical study on the tribo-electric charging of
pneumatically conveyed powder in narrow ducts

To face the major challenges of our time, the United Nations has formulated 17 Sustain-
able Development Goals (SGE). To achieve these goals, the food sector can play an impor-
tant part. Because improving its e�ciency would reduce food pricing and possibly hunger.
Furthermore, the food sector accountants for thirty percent of the energy consumption,
twenty-two percent of the greenhouse gas emission and approximately seventy percent of
all water extracted from rivers.

One way to improve its e�ciency is to let mankind change the source of their protein
intake from livestock to plants. This is given in by the fact that approximately6 kg of
plant protein is needed for1 kg of animal protein. However, extraction of these proteins
from the crude feedstock sometimes requires as much energy as needed when the proteins
were produced by livestock instead. This is mainly caused by the copious amounts of water
needed in these extraction processes. The water is used to dissolve the feedstock to enable
separation of the end product. However, to regain a dry product, the water is removed via
evaporation which is an energy intensive process. Consequently, if the separation could be
obtained without using water, a lot of energy is saved as no dehydration is required.

One such dry separation method is tribo-electric separation and is the subject of this
thesis. This method exploits the tribo-electric e�ect which is the electrostatic charging of
two bodies of di�erent material when they touch. This is experienced in daily life when,
for example, combing your hair. Because di�erent materials charge di�erently, this can be
used as driving force in separation.

Tribo-electric charging can be achieved in di�erent ways. This work focuses on tribo-
electric separators that apply pneumatic conveying to charge the powders. That is, the
particles acquire their charge by collisions with each other and the wall as a gas stream
blows them through a duct. Pneumatic conveying is also a ubiquitous method in industry
to transport powder streams. In these systems, tribo-electri�cation of the powders is an
undesired side e�ect as it might cause the powder to stick to the wall or even induce dust
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x Summary

explosions. Consequently, the results of this work are relevant for those systems as well.

To study tribo-electric separators, a Discrete Element Model is used to model particle
behavior and is coupled with Computational Fluid Dynamics that solves the gas phase.
This model is extended most notably with tribo-electric charging of particles due to explicit
particle-wall collisions. Furthermore, an e�cient method to solve for the electrostatic in-
teractions between particles and walls are incorporated. Finally, di�erent lift force closures
as available in literature are implemented.

It has been investigated how the electrostatic charging of particles in�uenced their dy-
namics and consequently, their charging. It was observed that the charging of the particle
made them more susceptible to wall collisions which increases their acquired charge even
more. This feed-forward loop was only entered once the charge on a particle exceeded
some critical charge. This revealed also that the results were very sensitive to the input
parameters of the tribo-electric charging model.

Therefore, experiments have been performed to determine those parameters for single
particles. An experimental set-up has been adapted to measure the acquired charge of a
single particle due to a single collision. From this data, the charging e�ciency of the particle-
wall collision could be determined. Furthermore, many subsequent collisions of a particle
were measured. This revealed that the charging of the particle is limited by some saturation
charge. It was found that this saturation charge varied heavily among apparently similar
particles. This contradicts popular believe that particles of same size and material charge the
same. This in�uences heavily the particle's charging behavior and is therefore accounted
for in the charging model.

Next to this experimental input for the single particle charging model, the model has
been validated on a macroscopic level as well. Accordingly, particles positions and velocities
have been measured on a lab-scale tribo-electric separator using the same particles. Because
the �ow was too dilute to perform Particle Image Velocimetry but too dense for Particle
Tracking Velocimetry, a method was developed and validated that uses the strength of both.
From these measurements, it was deduced that particles tend to reside near the wall at the
entrance of the duct but move to the center as they travel through the duct. The rate of this
migration depends on the gas velocity.

The results of these experiments were used to validate the model. This validation study
revealed that the model is able to describe some trends with axial position, gas velocity and
mass rate. The model correctly shows a tendency of particles to be near the wall at the
entrance, which decreases with increasing axial position for higher gas velocities. It also
correctly shows an increase of the mean and standard deviation of the particle velocity in
all directions, with increasing axial position or gas velocity. On the other hand, the model
shows a too strong dependence of the particle dynamics on the mass rate. It also shows a
too weak dependence between the standard deviation of the particle velocity and the gas
velocity. Furthermore, the acquired charge of the particles as function of gas velocity or
particle mass rate, is of opposite sign. At the same time, the model has a reasonable agree-
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ment at lower gas velocities for both the particle dynamics and their charging. This suggests
that the present tribo-electric charging model in combination with the experimental input
of single particle charging experiments yield su�ciently accurate results.

Because not all the trends were predicted correctly, a sensitivity analysis has been per-
formed to reveal which part of the model needs improvement. This revealed that the particle
dynamics (and thus charging) are insensitive to the shear lift force closure. The same holds
for the rotational lift force closure at lower gas velocities. However, at higher gas velocities,
results are strongly in�uenced by the di�erent rotational lift force closures available in lit-
erature. This calls for a more detailed description of the closure in this regime. Especially,
for a wider range of particle Reynolds number and dimensionless particle rotation.

The study also revealed that the friction coe�cient of particle-wall collision strongly
determines the particle dynamics in the system. Speci�cally, an increase in friction coe�-
cient improved the correspondence between simulation and some experiments. Apparently,
a description of the wall roughness is important and was underestimated in this study.
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General introduction

1.1 E�icient food production
Should the global population reach 9.6 billion by 2050, the equivalent of almost three plan-
ets could be required to provide the natural resources needed to sustain current lifestyles
(United Nations, 2015). Man is polluting water faster than nature can recycle and purify wa-
ter in rivers and lakes (ibid.). At the same time, more than 1 billion people still do not have
access to fresh water (ibid.). 795 million people go undernourished and another 1 billion are
hungry (ibid.). This clearly illustrates that we live in a time with great, global challenges.
To face these challenges the coming 15 years, the United Nations has set 17 Sustainable
Development Goals (SDG's) in September 2015 (ibid.), see Fig. 1.1.

Several of these 17 goals are strongly a�ected by the food sector which makes an im-
provement of its e�ciency essential. This may reduce food prices while increasing its avail-
ability which will reduce hunger (SDG goal 2). Reducing its energy demand will signi�-
cantly contribute to SDG goal 7 and 12: `Energy' and `Ensure sustainable consumption and
production patterns', considering that the food sector accounts for around 30 per cent of the
world's total energy consumption and accounts for around 22 per cent of total Greenhouse
Gas emissions (ibid.). Finally, approximately 70 per cent of all water abstracted from rivers,
lakes and aquifers is used for irrigation (Döll and Siebert, 2002).

1.2 Separation without water
One way to reduce the water and energy demand of the food sector, is when consumers
switch from meat-based diet to cereal as main source of protein (Aiking, 2011). The main
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2 Chapter 1. General introduction

Figure 1.1 � The Sustainable Development Goals as formulated by the United Nations in
September 2015.

reason is that6 kg of plant-based proteins are required to produce1 kg of live-stock pro-
tein (Pimentel and Pimentel, 2003). It will be a challenge for the food sector to persuade
consumers to give up their meat by presenting worthy alternatives. Such alternatives of-
ten require, so-called, Novel Food Proteins. However, Apaiah et al. (2006) assessed that the
energy required to produce these proteins can be as high as needed for animal based pro-
teins. Schutyser and Van der Goot (2011) mention that this is primarily due to the large
dilution of the crude material with water, which requires a lot of energy to dehydrate to
arrive at the (dry) end-product. The large amount of water is necessary to achieve complete
disentanglement of tissues, often under acidic conditions (ibid.). Once the di�erent material
components are disentangled, they can be separated. This allows very high purity of the
fractions (>90%), but comes at the cost of loosing its native functionality due to denaturation
of the proteins.

Separation processes that do not use any water present a sustainable alternative to these
wet-fractionation processes because no energy-intensive dehydration step is required. Most
of the energy can be saved this way, as is shown in Fig. 1.2. The low energy input also keeps
the native functionality of the crude product intact. Maintaining the native functionality
can counter the modest purity generally obtained with these so-called dry-fractionation
processes, compared to wet extraction (Pelgrom, 2015). All dry separation methods share
the preprocessing step of milling, which should disintegrate the crude material in granules
of only one component. The maximum purity of a fraction is therefore directly related to
the quality of the milling. For example, if milling of wheat grains yields granules of such a
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Figure 1.2 � Sankey diagram of a typical wet and dry process to separate protein from
crude peas. Used with permission from Wang (2016).

size that they all consist of 20% protein or more, starch concentrations above 80% cannot be
achieved. For higher purity, better disintegration is required. Pelgrom; Wang, et al. (2015)
propose this can be achieved by more intense milling or di�erent preprocessing steps.

Examples of dry separation methods are sieving, air-classi�cation and electrostatic sep-
aration. Sieving separates the feed stock based on particle size, but has the drawback that
it easily leads to congestion. Air-classi�cation is a method that blows particles upward by
a gas stream. Depending on the balance of drag and gravitational forces, the particles will
attain a certain height, and thus separate based on a combination of their size and den-
sity. In electrostatic separators the feed stock is charged to enable separation based on
the electrostatic properties of the di�erent granules. According to Higashiyama and Asano
(1998), there are three ways to charge the particles: by induction, corona charging or tribo-
electri�cation. Charging by induction occurs by exposing the feed to an electric �eld. The
particle's permittivity and conductivity determine its polarization, thus enabling separa-
tion. With corona charging, locally a very strong electric �eld is applied, such that the gas
molecules ionize. These ions will charge the material mixture. Depending on the material's
conductivity, the particles will retain their charge or loose it to their support. With tribo-
electri�cation, the particles are charged due to their contact with some charging material.
The acquired charge is di�erent among di�erent contact-pairs, which allows for separa-
tion. This overview illustrates how di�erent driving forces are available for dry-separation.
Which one yields the best results depends on the composition of the feed stock and the
desired fractions of the end-product. In this thesis, the focus is on tribo-electric separators.
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Figure 1.3 � The remainders of a facility after a dust explosion.

1.3 Tribo-electricity
On a dry winter day, you may feel a shock when touching the door knob after walking
on a carpet. When combing your hair, it may become electrostatically charged making it
impossible to get a great hair-do. These are both manifestations of tribo-electri�cation,
also known as tribo-charging or contact charging. It is the electrostatic charging of two
materials upon contact; it is in many cases enhanced by rubbing.

The phenomenon is not only a peculiarity of daily life, it also is an important issue in
industrial applications; either something to prevent or something to utilize. For example,
tribo-electric charging is a problem in �uidized beds when used for polyethylene production
(Gi�n and Mehrani, 2013). The �uidized particles acquire charge due to their repeated
collisions with each other and the walls. Electrostatic interactions cause the particles to
stick to the walls, causing wall fouling or sheeting, and forcing costly reactor shut down to
clean the walls.

Another major risk associated with tribo-electri�cation is the electrostatic charge build-
up in dry powder handling. This can cause an electric �eld so strong that electric discharges
occur that ignite the dust cloud, leading to dust explosions (Bailey, 1993). These can be
devastating as shown in Fig. 1.3.

There are also applications which make use of the tribo-electric charging of particles.
For example, in electrostatic coating (Mayr and Barringer, 2006) or, as mentioned above, in
(tribo-)electric separation.

Tribo-electric separators have been successfully applied to separate ash from coal (Wang;
Chen, et al., 2014); see Higashiyama and Asano (1998) for an overview. They have also been
utilized to separate waste components (Dascalescu et al., 1999; Higashiyama and Asano,
1998; Wu et al., 2013) as well as food ingredients (Hemery et al., 2011; Higashiyama and
Asano, 1998; Wang; De Wit; Boom, et al., 2015; Wang; Smits, et al., 2015). The �rst tribo-
electric separators were reported more than a century ago (Fraas and Balston, 1940). But
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despite this long history, their application is not as widespread as one might expect. This
is mainly caused by the di�culty to control the process due its sensitivity to a multitude of
process parameters such as humidity, temperature and the type and state of the material.
This makes reproducibility an issue which is re�ected in the fact that literature results of-
ten contradict each other (Williams, 2012). A thorough and fundamental understanding of
tribo-electri�cation is still missing, despite a long standing history of research.

The phenomenon of tribo-electri�cation was already reported by Thales of Miletus, 2500
years ago. He observed that lodestone and amber were attracted to each other and hypoth-
esized that they therefore must be alive. Since the 18-th century we know that electrostatic
forces are responsible. Wilcke (1757) tried to order materials in a linear series to predict the
polarity of two contacting bodies: a material at the top of the list charges always positively
when touching with a material lower on the list. This principle has been adopted by many,
of which Shaw (1917) coined the name `tribo-electric series'. These series have been pop-
ular and are able to predict charging behavior to some extent. However, a large amount of
discrepancy is found among di�erent versions of the series, even to such an extent that the
series can be made cyclic, which illustrates that the approach is too simplistic (Williams,
2012).

Current knowledge of the underlying mechanism of tribo-electric charging isstill very
limited. It is for example unknown whether charge transfer is caused by electrons, ions, the
exchange of material or a combination of these mechanisms. Williams (ibid.) points out that
a combination of driving forces is likely because it can explain the cyclic tribo-electric series.
For a comprehensive overview of the fundamentals and applications of tribo-electri�cation,
the reader is referred to the comprehensive review of Matsusaka et al. (2010).

Tribo-electri�cation is well understood for metal-metal contact. Harper (1951) shows
how this can be described by solid state theory in terms of the work functions of the two
metals; materials with di�erent work function need a di�erent amount of energy to knock
an electron out. When these materials touch, there will be a net �ow of electrons from the
lower work function material to the higher work function material until the Fermi levels
are equal. This can be modeled as

� q =
' 1 � ' 2

ee
C: (1.1)

Here � q is the transferred charge,' 1 and ' 2 are the work functions of the di�erent ma-
terials,ee is the elementary charge andC is the capacitance of the contact con�guration;
note thatC is a function of the geometry.

As the above is based on a free-electron charge transfer, it can only explain part of the
experiments. For example, it is not directly applicable to metal-insulator contacts because
an insulator does not have free electrons available. To solve this, Davies (1969, 1973) pro-
posed an e�ective work function for insulators instead. This is indeed able to describe some
of their experimental results. However, Matsuyama and Yamamoto (1995a,b) showed that
for insulator spheres impacting on a metal plate, the transferred charge is independent of
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the work function of the metal. They found a stronger dependence on the dielectric constant
of the non-metal and hypothesize that the particle's acquired charge is limited by the re-
laxation of charge due to air-breakdown. They refer to this model as the charge-relaxation
model. Matsuyama; Ohtsuka, et al. (2008) measured the charge on a particle very close
to the wall, that is, before air-breakdown. They measured 100 times lower charge for the
same particles when they moved further from the wall (Matsuyama and Yamamoto, 1995b).
Only recently, direct measurements of the discharge of the particles has been published by
Murakami et al. (2013).

1.4 Objective and outline of the thesis
To objective of this thesis is to acquire a more thorough understanding of the charging be-
havior of particles in the charging section of a tribo-electric separator. It is expected that
particle charging relates closely to their dynamics. Therefore, they are studied both. We use
a modeling approach in which a Discrete Element Model (DEM) is coupled with a Compu-
tational Fluid Dynamics (CFD) model. Because every model needs validation to assess its
validity, experiments are presented as well. These experiments have been performed both
on the level of the charging of single particles in single collisions, and on the level of parti-
cle charging and dynamics in a complete charging section of a tribo-electric separator. All
simulations and experiments have been performed with aluminum walls and polystyrene
particles.

Chapter 2 explores the modeling of a tribo-electric separator, with emphasis on (e�cient
implementation of) the electrostatic interaction between particle and wall and with
other particles. Also, the sensitivity to the applied charging model is investigated. We
will show that electrostatic interactions are important and that the model is sensitive
to the parameters of the single particle tribo-charging submodel. Experimental input
for this submodel is therefore required.

Chapter 3 shows experimental results of tribo-electric charging of single particles for dif-
ferent impact angle, velocity and charge before impact. The saturation charge is de-
termined as well. We will show that the saturation charge is particle speci�c. Further-
more, that this is a better estimator for the charge a particle acquires on collision, than
the impact angle or velocity. The parameters needed for the tribo-charging submodel
are determined and are used in Chapter 6.

Chapter 4 presents a novel method to determine the particle velocity and position distri-
butions. This method was applied to the same system as modeled in Chapter 6. These
results constitute an excellent data set to validate the DEM-CFD model.

Chapter 5 describes extensively the model that is used in Chapter 6. Emphasis lies on the
available literature results on lift forces and on inter-phase mapping.
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Chapter 6 o�ers an extensive comparison between the results of the comprehensive model
described in Chapter 5 with the experimental measurements of Chapter 4; Chapter 3
provides experimental input for the charging model. Good agreement is obtained for
particle dynamics and charging at lower gas velocities. For higher gas velocities the
submodels for the lift force and particle-wall collisions are found to lack detail.
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2
Preliminary study on modeling the
contact charging of pneumatically
conveyed powders.

2.1 Introduction
Contact charging or tribo-electri�cation is the ubiquitous phenomenon of material acquir-
ing charge when they make contact with another material; this is often enhanced by rub-
bing. For example, when you get charged when walking on a carpet which manifests itself
by the shock you get when touching the door knob. Or when your hair becomes electro-
statically charged due to the combing, resulting in a bad hair day. But contact charging is
not just the cause these annoying daily life problems, it also gives rise to major industrial
scale issues. For example, the tribo-electri�cation of particles in �uidized beds when used
for polyethylene production causes sheeting of the walls which leads to costly reactor shut
downGi�n and Mehrani, 2013 or the risks of dust explosions ones the particles get charged
Bailey, 1993. On the other hand, tribo-electri�cation can also be applied bene�cially, as
is done in electrostatic coating Mayr and Barringer, 2006 or electrostatic separation. The
driving force of this separation procedure is the di�erent polarity and/or magnitude that
di�erent materials acquire when making contact Dascalescu et al., 1999; Higashiyama and
Asano, 1998; Wu et al., 2013.

Although the phenomenon of tribo-electri�cation has been known for a long time (in
fact dating back to ancient Greece), current knowledge of the underlying mechanism is still
very limited. It is for example unknown whether charge transfer is caused by electrons,

9
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ions, the exchange of material or a combination of these mechanisms (Matsusaka et al.,
2010; Williams, 2012).

Despite the fact that the exact mechanism of tribo-charging is still unclear, some at-
tempts have been made to model the charging of an ensemble of particles in di�erent con-
�gurations. One approach, which is also followed in this work, is the so-called Discrete
Element Model (DEM) where the trajectory of each individual particle is calculated. If the
dynamics of the surrounding �uid phase is also required, DEM can be combined with Com-
putational Fluid Dynamics (CFD). This is often referred to as DEM-CFD or Discrete Particle
Modeling (DPM).

Tanoue et al. (2001) used the DEM-CFD framework to model powders which are pneu-
matically conveyed through a tube. They used a limited number of particles (1000) and
modeled turbulence using the� � " turbulence model. Contact charging was modeled us-
ing the condenser model (Harper, 1951) in which the surfaces in contact are viewed as two
parallel plates, a capacitor, which is charged by a potential di�erenceV between particle
and wall. The potential di�erence is caused by the di�erence in work function of the parti-
cle ' p and the wall' w as well as the charge on the particle before colliding. The acquired
charge per collision,� q, is then given by

� q =
"0

z�
V (' w ; ' p; qin )

� t (vn )Z

0

A(t; vn ) dt: (2.1)

Here"0 is the permittivity of vacuum,z the distance between particle and wall surface (a
few Ångström is assumed).A is the contact surface at timet and � t the duration of the
collision which are calculated using Hertz theory of elastic collision and therefore depend on
the normal impact velocityvn . We note that no electrostatic forces between either the walls
or the particles were modeled. Tanoue et al. (2001) compared their simulation results to
experimental data. A good agreement was found for the relation between particle diameter
and acquired charge. However, the relation between acquired charge and gas velocity and
tube diameter was in disagreement. They suggested that the denser �ow and longer tube of
the experiments increased the in�uence of space charge and image charges. As these were
not included in the model, this may explain its incorrect trends.

Watano (2006) simulated the same con�guration but used the 1/7-power law for the gas
velocity. They assumed no in�uence of the particles on the gas velocity because a void
fraction of 0.8 or higher was assumed. However, it is known from literature that for void
fractions as high as 0.99 the in�uence of the particles on the gas needs to be taken into ac-
count (Elghobashi, 1991). Watano did not include electrostatic interactions in their model
and could therefore compute the acquired charge of the particles as a postprocessing step
based on the number of collisions a particle had with the wall. Their charging model as-
sumed the contact surface to get a constant charge density� q, which value was derived from
experiments. The contact surface was calculated using Hertz theory for the elastic deforma-
tion and the extension by Masui and Murata (1983) for plastic deformation. Consequently,
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their model reads

� q = � qAmax (vn ); (2.2)

with Amax the maximal value of the contact area during impact. The trend of the charging
dependence on particle load could be predicted as well as the dependency on the gas velocity
for all but the lowest velocities. The predicted charges where a factor 3 to 5 too high.

Hogue; Calle; Weitzman, et al. (2008) performed experiments and DEM simulations of
particles rolling down an inclined chute. The charging of the particles was modeled with

dq
dt

= a(qsat � qin ) (2.3)

with a a charging rate constant,qsat the saturation charge of the particle andqin the
charge on the particle. They included electrostatic interactions between the particles using
Coulomb's law. They found, however, that similarity between experiments and simulations
increased in terms of typical interparticle distance, when a screened Coulomb force was
used. This may be understood from the interaction between the charged particles and the
image or residual charge on the chute surface. Because this charge is of opposite sign, the
force on and from particles far away tends to cancel out. Because the authors neglected
the interaction with the surface, screening of the bare Coulomb force yielded better results.
The interaction with the chute was added in a follow-up paper (Hogue; Calle; Curry, et al.,
2009).

Finally, Matsuyama; ’upuk, et al. (2009) performed DEM simulations where particles
were shaken in a container which were directly compared to a similar experimental setup.
In this setup they were able to measure the charge on a single particle which served as input
for their multi-particle (approximately 230 particles) simulation. Their charging model was
similar to the one from Watano (2006),

� q = a Amax

�
1 �

qin

qsat

�
(2.4)

From the experimentsa andqsat were derived. Their simulations followed the trends from
the experiments, however the acquired charge was overpredicted by a factor two. Including
image charge interactions and the e�ect of space charge on the charging improved the
resemblance between simulations and experiments.

We can summarize all works mentioned above as follows: the acquired charge� q of a
particle is modeled as

� q = c
�

1 �
qin

qsat

�
; (2.5)

where the parameterc is written as� sat Amax (vn ) (ibid.),a qsat (Hogue; Calle; Weitzman,
et al., 2008),a Amax (Matsuyama; ’upuk, et al., 2009) or"0=(z � )A tot (vn ) (Tanoue et al.,
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2001) respectively. Note that Watano tookqsat = 1 and Hogue; Calle; Weitzman, et al.
determine the acquired charge per unit time instead of per collision.

The simple model of Eq. (2.5) is inspired by the �abundant� experimental observa-
tions (Greason, 2000; Matsuyama and Yamamoto, 1995b; Peterson, 1954; Watanabe et al.,
2006) that the total charge per particle grows to a saturation charge in an exponential fash-
ion per time, distance or number of collisions. This is often explained by the condenser
model as e.g. applied in the aforementioned work of Tanoue et al. However, Matsuyama
and Yamamoto (1995a,b) have shown that the work functions are not suitable or su�cient to
describe the charging, especially when particles detach from the wall after getting charged.
Therefore, the condenser model is not su�cient, and they suggested the so-called charge-
relaxation model instead. The essential feature of this model is that the acquired charge
is not determined by the charge acquired during impact but the amount that is released
again due to air break down when the particle detaches from the wall. Ireland (2010) sug-
gested treating the contribution of di�erent contact modes di�erently. They distinguished
between rolling, sliding and bouncing. For rolling and sliding they suggested a condenser-
like model, while for bouncing they used the charge-relaxation model. Including the latter
limited the charge built up at the particles, which turned out to be in closer agreement with
their experiments.

As is clear from this short literature review, current knowledge on tribo-electric charg-
ing is too limited to directly develop a model that can predict charging behavior of materials
in general tribo-electric separators. In this chapter we go one step back, and build a learning
model in which we �rst examine what exactly is the role of electrostatic forces on the tribo-
electri�cation of the particles. Reason to do so is that in previous work, electrostatic forces
are neglected. We have therefore extended our in-house code of a Discrete Element Model
(DEM) by incorporating all relevant physical factors, most notably the particle-gas phase
coupling and the electrostatic forces. The electrostatic interactions also include those from
the induced charges on the conducting walls. The contact charging is modeled using a sim-
ple model based on the normal component of the impact velocity. This model will also be
validated in Chapter 6 by comparing it to Particle Image Velocimetry (PIV) measurements
from Chapter 4.

In the current chapter we will show that the induced charges on the walls can play a
signi�cant role on the acquired charge of the particles and the spatial distribution of the
particles. Moreover, we will show that a feed-forward loop is active which causes a high
sensitivity to the charging model applied.

This chapter is organized as follows. In section Section 2.2 we introduce the methodol-
ogy, where we mainly focus on the electrostatic forces and impact charging. We then show
and discuss our results in section Section 2.3. Finally, our conclusions and outlook to other
chapters of this thesis are presented in section Section 2.4.
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Figure 2.1 � Side view of the charging duct and the physics accounted for in the model:
the gas �ow �eld, the forces acting on the particles and the (tribo-electric) charging of
the particles. The di�erent forces, as de�ned in Table 2, are schematically illustrated: the
drag force from gas on particle (and vice versa), the contact forces when particles collide
with each other or the wall, the electrostatic interaction between charged particlesFel and
charged particle and the wallF im . These forces work on all particles but for clarity are
not drawn as such. Note that in this work the depth dimension of the duct is equal to its
height, i.e. we study a square duct.

2.2 Methods

The system of study in this work is a square charging duct with conducting walls, schemat-
ically shown in Fig. 2.1. A powder is introduced at the entrance (z = 0 ) together with the
gas. The powder is then pneumatically conveyed through the square duct and acquires a
charge when colliding with the wall. Charged particles electrostatically interact with each
other as well as with their induced charges in the wall. To solve the equations of motion
of this system, we have made use of an in-house DEM-CFD code; its details have been ex-
tensively explained in previous works (e.g. Deen; Annaland, et al., 2007; Van der Hoef; Van
Sint Annaland, et al., 2008; Van der Hoef; Ye, et al., 2006). The main features of the existing
model are repeated for completeness in Section 2.2.1; in the remainder of Section 2.2 we de-
scribe the two extensions proposed in this work in more detail: in Section 2.2.2 we discuss
the modeling of the electrostatic interactions and in Section 2.2.3 we discuss the modeling
of the tribo-electric charging.

2.2.1 DEM-CFD

To describe the �ow �eld of our multi-phase (gas-solid) �ow, a modi�ed Navier-Stokes equa-
tion needs to be solved (Anderson and Jackson, 1967). The in�uence of the solid on the gas
is accounted for by including the local gas volume fraction" and a source termSf ! p to
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account for the inter-phase momentum exchange:

@("� f )
@t

+ r � ("� f u) = 0 ; (2.6)

@("� f u)
@t

+ r � ("� f uu ) = � " r p+ r �
�

"� f

�
(r u) + ( r u)T

��
� Sf ! p + "� f g: (2.7)

Hereu the gas velocity,� f , pand� f the gas density, pressure and viscosity, respectively, and
g the gravitational acceleration. The inter-phase momentum exchange� Sf ! p is calculated
by mapping the momentum exchange from the particles (Eq. (2.11)) to their eight closest
velocity nodes of the Eulerian grid. For details, the reader is referred to Van der Hoef; Ye,
et al. (2006). These equations are solved numerically using a semi-implicit, �nite di�erence
scheme. No-slip boundary conditions are imposed on the walls, �xed pressure boundary
conditions at the out�ow, and a velocity pro�le of developed �ow in a squared duct at the
inlet. No sub-grid turbulence model has been applied because the simulations are performed
well under laminar �ow conditions with a Reynolds number of around 1100.

The motion of the solid phase is solved by calculating the trajectories of all individ-
ual particles. Speci�cally, we solve Newtons equations of motion for the translation and
rotation of each particle:

mp
dv p

dt
= Fg + F r p + Fd + F c + Fel

I
d! p

dt
= T :

(2.8)

Heremp is the particle's mass,v p its velocity, I its moment of inertia and! p its angular
velocity. Furthermore,F represent the force andT the torque. The di�erent forces are
distinguished by their subscript and are de�ned in Tables 2.1 and 2.2 The drag force on the
particle,Fd, is calculated using the widely-used, almost classic, relation determined empir-
ically by Wen and Yu (1966) for dilute �ows (" > 0:8); the void fraction in our simulation
is always well above 0.9. The contact force on a particlei , F c;i , colliding with another par-
ticle (or the wall) j is calculated using a soft sphere model with a linear spring-dashpot
model (Cundall and Strack, 1979; Van der Hoef; Van Sint Annaland, et al., 2008). How the
electrostatic forces,Fel;ij , are treated is clari�ed in the next subsection. Finally, Eq. (2.8) is
solved using a �rst order, explicit integration scheme.

2.2.2 Electrostatic interaction

Charged particles exert an electrostatic force on each other. In the point particle approxi-
mation, the electric force on a charged particlei is described by the classic law of Coulomb:

Fel;i =
X

j 6= i

Fel;ij =
X

j 6= i

qi qj

4�" 0r ij
2

r ij

r ij
: (2.23)
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Table 2.1� Overview of implemented forces. The symbols are de�ned in the nomenclature,
the electrostatic interactions are de�ned in Table 2.2.

Gravity

Fg =mp gez (2:9)

Pressure force

F r p = � Vpr p (2:10)

Drag force

Fd =Vp � (u � v p) (2:11)

� = 3
4 CD

� f

Dp
ku � v pk" � 1:65 for " > 0:80

CD =

8
<

:

24
Rep

�
1 + 0:15Re0:687

p

�
for Rep < 1000

0:44 for Rep � 1000

Rep =
" � f ku � v pkDp

� f

Contact forces

F c;i =
N cP

j =1

�
Fn;ij + F t;ij

�
(2:12)

Fn;ij = � kn � n en � � n (v p;i � v p;j ) � en (2:13)

F t;ij =

(
� kt � t et � � t (v p;i � v p;j ) � et if kFt;ij k � � kFn;ij k
� � kFn;ij ket if kFt;ij k > � kFn;ij k

(2:14)

� n =
� 2 ln e

p
mef f knp

� 2 + ln 2 e
; � t =

� 2 ln �
p

2=7mef f ktp
� 2 + ln 2 �

(2:15)

T i =
N cP

j =1

� D i
2 en � F t;ij

�
; 1=mef f = 1=mi + 1=mj (2:16)
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Table 2.2 � Equations for implementation of the electrostatic interactions. The symbols
are de�ned in the nomenclature. The equations for the other interaction forces are given
in Table 2.1.

Electric forces

Fel;i = � qi r i � i (2:17)

� i =
N pX

j =1

qj

4�" 0

8
>>>>>>>><

>>>>>>>>:

N imX 0

n = � N im

 

A ij;n � B ij;n

!

+ � N im
ij if zij � z�

r
8

� ij L y
cos

�
�y i

L y

�
cos

�
�y j

L y

�
e�

�� ij
L y if z� < z ij � zc

0 if zij > z c

(2:18)

where
X 0

indicates that the zero-th index of summation is omitted ifi = j ,

A ij;n =
�

� ij
2 + ( yi � yj + 2n L y )2

� � 1=2
, (2:19)

B ij;n =
�

� ij
2 + ( yi + yj + (2 n + 1) L y )2

� � 1=2
, (2:20)

� ij =
q

(x i � x j )2 + ( zi � zj )2, (2:21)

� N im
ij = 1

2

 
1R

N im

(A ij;n + A ij; � n � B ij;n � B ij; � n ) dn+

1R

N im+1
(A ij;n + A ij; � n � B ij;n � B ij; � n ) dn

!

. (2:22)

The subscriptsi andj refer to the particlesi andj , Fel;ij the electrostatic force oni due to
the presence ofj , qi andqj their charge,"0 the permittivity of vacuum,r ij = r i � r j the
position vector fromj to i , andr ij = kr ij k its length. The electric interaction can also be
written more conveniently in terms of an electric potential �eld� , which is the sum of the
contributions of all charges (superposition principle):

�( r ) =
NX

j =1

� j (r ) =
NX

j =1

qj

4�" 0

1
kr � r j k

(2.24)

The electric �eld can then be obtained by taking the negative gradient of the electric poten-
tial �eld. In particular, to obtain the force on charged particlei , we need the gradient of the
electric potential �eld with respect to the position of particlei , where the self-term should
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y00= � y0 + 3 L y
n = 3

z00= y0 + 2 L y
n = 2

y00= � y0 + L y
n = 1

y00= y0

n = 0

y00= � y0 � L y
n = � 1

z00= y0 � 2L y
n = � 2

y00= � y0 � 3L y
n = � 3

Figure 2.2 � Illustration of the mirror images needed to have a potential of zero at the
walls in case of two parallel plates. The �lled circles are of opposite sign of the open ones.
The actual particle is indicated withn = 0 , its imagen = � 1, their imagen = � 2 etc.y'
is they-position (between the walls) of the particle,y00the position of the images. To have
a potential of exactly zero at the walls, this pattern should be repeated in�nitely.

be excluded from the electric potential, i.e.:

Fel;i = � qi r i � i with � i �
X

j 6= i

� j (r i ): (2.25)

Here �r i � i = E i is the electric �eld at the position of particlei due to all charges ex-
cepti itself. For the remainder of this chapter, we found it most convenient to express the
electrostatic interaction as a potential. However, in our code the electric force is directly
calculated and not derived from the electric potential.

In a conductor, the electric potential is equal everywhere because its free electrons will
immediately move such that any gradient in the potential �eld will vanish. Furthermore,
when a conductor is grounded its potential must be zero. As for the simulations, the walls at
y = � L y =2 are grounded and conducting, the potential is zero at these walls. This imposes
again a boundary condition at the potential �eld inside the duct, which is most conveniently
met by using the method of images. In this method, an image charge is placed at the same
distance but at the opposite side of a conducting planar wall and with a charge of the same
magnitude but opposite sign. Because the superposition principle holds for electrostatic
interactions, the potential of this charged particle and its image can be added which yields
a total potential of exactly zero at the wall, ful�lling the boundary condition. When more
than a single planar wall is present, one may naively add one image for each individual wall.
However, this causes the potential to be unequal to zero at any wall due to the addition of
the potential of the image charges in the other walls. This can be solved by adding the
potential of an image of every image, which again also needs an image. This leads to an
in�nite double sum over the images, as illustrated in Fig. 2.2.

With the coordinate system of Fig. 2.3 and the position of the images as illustrated in
Fig. 2.2, this yields the following double sum to calculate the potential due to particlei and
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L y y = 0

L x
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ey

zj

z = 0

zi zi + zc

L y

L z

yj

y = 0

Figure 2.3 � Schematic illustration of our system, with coordinate axes used in this work.
They-direction is referred to as lateral or spanwise direction. Thez-direction is referred
to as axial or streamwise direction. The cumulative in�uence of all particles beyond the
axial positionzi + zc on the blue particle at(yi ; zi ) is su�ciently small to be neglected.

all its images inside the duct at any positionr = xex + yey + zez :

� i (r ) =
qi

4�" 0

1X

n = �1

1X

m = �1
 

h
(x � x i + 2nL x )2 + ( y � yi + 2mL y )2 + ( z � zi )

2
i � 1=2

�

h
(x + x i + (2 n + 1) L x )2 + ( y + yi + (2 m + 1) L y )2 + ( z � zi )

2
i � 1=2

!

:

(2.26)

HereL x andL y are the length of the duct inx andy direction, respectively. Consequently,
r should be substituted byr j to calculate the potential due to particlei (and all its images)
at the position of particlej .

In Eq. (2.26) we consider the general case of four conducting walls, where image sums
are needed for both thex and y direction to calculate the potential. In this chapter, to
simplify the analysis of our learning model, we focus on two parallel conducting walls at
y = � L y =2, thus e�ectively treating the two other parallel walls as an ideal dielectric
medium (a vacuum) for the electrostatic interactions. This changes Eq. (2.26) to

� i (x) =
qi

4�" 0

1X

m = �1

 
h
(x � x i )

2 + ( y � yi + 2mL y )2 + ( z � zi )
2
i � 1=2

�
h
(x � x i )

2 + ( y + yi + (2 m + 1) L y )2 + ( z � zi )
2
i � 1=2

!

: (2.27)

The electrostatic force, which can readily be derived from the potential of Eq. (2.27), is
shown in the upper row of Fig. 2.4 for three di�erent positionsyi of particlei .

For computational e�ciency, we need to truncate the sum in Eq. (2.27) after a �nite
number of terms,N im . This will always induce some inaccuracy which is illustrated in the
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Figure 2.4 � Upper row: the contour plots show thelog10 of the norm of the electrostatic
force experienced by a test particle with chargeqsat , due to the presence of a particle at
yi = � 0:49L y (left), yi = � 0:4L y (central) andyi = � 0:1L y (right), also with charge
qsat . The force is normalized by the maximal electrostatic force, that is two particles with
the particles' saturation charge at a diameter distance of60µm. The errors show the di-
rection �eld. Note how the directions becomes more and more independent of the position
of the particle for increasing� ij which is de�ned in Eq. (2.21).Middle row: the norm of the
relative error when calculating the sum Eq. (2.27) with two instead of an in�nite number of
terms. It is shown for a particle at� 0:49L y (left), � 0:30L y (central) and� 0:10L y (right).
Bottom row: the norm of the relative error when calculating the sum Eq. (2.27) with two
instead of an in�nite number of terms and the residue after truncation is approximated
using the integral expression from Eq. (2.22). It is shown for a particle at� 0:49L y (left),
� 0:30L y (central) and� 0:10L y (right)
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N+1 N+2 N+3Nn=
N+1 N+2 N+3Nx=

Figure 2.5 � Illustration of how a sum can be approximated by its integral representation.

second row of Fig. 2.4. There the residual� of the sum of the electric �eld, normalized by the
true electric �eld, is shown forN im = 2 and di�erent positions of the particle. The error
due to neglecting the residual is up to 5% if the particle is close to the wall. Considering that
the force due to many particles will have this error, it is desirable to increase the accuracy,
which can be achieved by using more images. However, this will increase the computational
load.

To keep the computational load small and the accuracy high, we approximate the sum of
the residual by its integral representation (see Fig. 2.5), leading to Eq. (2.22) for the residual.
The increase in accuracy of the electric �eld is illustrated in Fig. 2.4 (bottom row). Note that
the sum can only be approximated by its integral if the sum is monotonously decreasing for
all n > N im . Within our range of possible particle coordinates, this is the case ifN im � 2.

For relatively large distances� =
q

(x � x i )
2 + ( z � zi )

2 parallel to the conducting
walls, the in�nite sum can be approximated analytically by a single expression. From a
computational point of view, this is highly desirable. The far �eld expression, derived by
Pumplin (1969), is given by Eq. (2.18) (middle row); note that the predicted �eld decreases
exponentially with increasing distance� . Figure 2.6 shows that the norm of the relative
error in the electric �eld predicted by the Pumplin expression is smaller than 10% when
� ij � L y and always smaller than 5% when� ij � 1:5L y . However, conversely, the error
becomes much larger than 10% when� ij < L y because in this range the assumptions
of the analytical derivation become invalid. It is therefore important to assign appropriate
ranges for the di�erent expressions, and to ensure a smooth transition between them. In our
work, we use the explicit sum and residue approximation (Eq. (2.18), top row) forzij < L y ,
the Pumplin approximation forzij > 1:5L y and a linear interpolation between these two
expressions forL y < z ij < 1:5L y .

Because the electrostatic forces decrease with distance (as also shown in Fig. 2.4, �rst
row), they can be neglected if the distance is large enough, that is, larger than some cut-o�
distancezc. Care should be taken though, because the cumulative force due to all parti-
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Figure 2.6 � the contour plots show the relative error of the electric �eld when Pumplin's
approximation is used. It is shown for the same positions of the particle as Fig. 2.4, where
the positions are indicated by the blue line. Note that for� ij > L y the error is always
smaller than 10%.

cles beyond this cut-o� should be small. This is illustrated in Fig. 2.3. We can calculate
an estimate of the cumulative forceFcml from all particles in the duct beyond the cut-o�
distance by integrating the analytical (Pumplin) expression for the far-�eld force, assuming
a constant particle number density� # = Np=(L x L y L z ), whereNp is the total number
of particles in the duct. In reality the distribution will not be homogeneous (as we will
show later): the particle number density will be higher near the walls. However, within the
Pumplin approximation, the largest contribution to the force arrives from particles away
from the wall (due to the cosine factor), so our estimate of the cumulative force is rather
conservative. The cumulative far �eld force can be cut o� when it is su�ciently small com-
pared to other relevant forces in the simulation. One of the smallest relevant forces is the
gravity force and because its expression is simple and its value constant, it is a convenient
force to scale to.

When we allow for an error in the cumulative electric far �eld force which is 1% of
the magnitude of the gravitational force, the above approach yields a cut-o� distance in
the range2L y � zc � 3L y , depending on the number density of particles in the system.
Because the domain is very long,L z = 20L y , this greatly enhances the computational
e�ciency.

2.2.3 Charging model

Due to the tribo-electric e�ect, particles will charge when they collide with the wall. Like
Ireland (2012), we are in the state of building a learning model, and therefore require an
elementary model that is computationally cheap, captures the main features and is able to
cope with the uncertainties in the contact mode; it must serve the purpose of revealing the
importance of taking into account the image charges. For the same reason, we ignore charg-
ing due to interparticle collisions because the �ow is dilute and thus interparticle collision
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much less frequent than particle-wall collisions.
Furthermore, we assume that a particle will acquire its saturation charge density� sat

over an area equal to the e�ective contact surface areaA �
c . The acquired charge� q of the

particle then equals

� q = � sat A �
c : (2.28)

This model is supported by the experimental observation that the acquired charge scales
linearly with the contact surface and the charge density is equal for all impacts (Watanabe
et al., 2006). In this work we choose� sat =27µC m� 2 based on the break-down strength of
air. It is reported however that values of100µC m� 2 (ibid.) or200µC m� 2 (Watano, 2006)
can also be used, depending on the material.

For consecutive particle-wall collisions, the contact surface area can overlap with the
surface that made contact in previous collisions. If we assume perfect insulating particles
the charge stays �xed on the particle surface. Consequently, the part of the surface that
made contact before, should not acquire any extra charge. To account for this, the part of
the surface that makes contact for the �rst time,A �

c , is determined using the �rst order
estimation

A �
c = �A c

�
1 �

Acharged

Ap

�
; (2.29)

whereAcharged is the surface area charged in previous collisions (sum of previous values
of A �

c ), Ap the total particle surface area andAc the contact surface area based on a normal
collision. As a result, the saturation charge of the particle is given by

qsat = � sat Ap: (2.30)

The value forAc is estimated using Hertz contact theory (Johnson, 1987), assuming that
the kinetic energy will be completely transferred to elastic energy. In that case

Ac = �

 
5mij R2

p;ij

4E ij

! 2=5

v4=5
n : (2.31)

with vn the normal impact velocity and
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mij
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E i

+
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j

E j

; (2.32)

where the subscripts refer to particle (or wall)i and j that collide, andm, Rp, E and� to
their mass, radius, elastic modulus and Poisson ratio, respectively.

The parameter� in Eq. (2.29) governs the charging e�ciency and thus in�uences the
amount of charge that particles will attain when moving through the duct. A physical in-
terpretation of � is that it represents the relative increase of the e�ective contact surface



2.2. Methods 23

area due to rolling and sliding, as this is not taken into account in the Hertz contact model.
Indeed, for realistic values of the elastic moduli and particle size (Dp=O (100) µm), the
contact surface area based on normal collision is usually very small (see Eq. (2.31)). Conse-
quently, only a few degrees of rotation signi�cantly increases the cumulative surface of the
particle that makes contact during the collision. An estimation of the order of magnitude
of � can be found by assuming that the particle is perfectly rolling during the particle-wall
collision. Then the extra contact area is given by

Ac;rolling = vt � tcRc (2.33)

with vt the tangential impact velocity,� tc the contact time, andRc the radius of the contact
area of the normal impact velocity. The contact time can be obtained from Hertz contact
theory,

� tc = 3 :21

 
3
4

mij

E ij
p

Rij

! 2=5

v� 1=5
n : (2.34)

The total contact surfaceAc;total is given as a sum of the contact area due to normal and
tangential impact velocity component, i.e.,Ac from Eq. (2.31) andAc;rolling from Eq. (2.33).
Then� can be approximated by

Ac;total � �A c (2.35)

� �
Ac + Ac;rolling

Ac
(2.36)

�
Ac + vt � tcRc

Ac
(2.37)

Using representative values for the tangential and normal impact velocities (both in the
range 0.01�10m s� 1) and the material properties of Table 2.3, reasonable estimates of� are
then O

�
101 � 102

�
.

In principle, this approximation could be added to our contact model to explicitly ac-
count for the in�uence of rolling on the contact surface. However, we choose to use a range
of �xed values of � instead. This is done for several reasons. First, we are not certain of
the accuracy of this contact model and would then only add complexity, without accuracy.
Second, this ignores the (possible) increase of charging due to friction when sliding. Finally,
the use of �xed� reveals the sensitivity to this parameter much better than if it depends
on vt explicitly. The above approximation gives us an estimate for the range of values of�
which is reasonable.

2.2.4 Simulation se�ing

The simulation parameters are summarized in Table 2.3. The particles are introduced at a
random(x; y)-position atz = 0 . Their z-velocity is drawn from a Gaussian distribution
with a mean equal to the local gas velocityuz (x; y) and a standard deviation ofuz (x; y)=10.
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Thex- andy-components of the velocity are drawn from a Gaussian distribution with the
same standard deviationuz (x; y)=10but with a mean of zero. We have tested the sensitiv-
ity to the �uctuations of the inlet velocity of the particles by comparing simulations with
standard deviations ofuz (x; y)=10 anduz (x; y)=100; it turned out that the in�uence was
only minor.

The questions to be answered here are whether particle-image interactions need to be
taken into account, and if so, whether the interaction between particle and only its own
image is su�cient. Therefore, three types of simulations were performed:

1. neglecting all particle-image interactions,

2. including interaction of a particle with its own images, but neglecting interaction
with images of other particles,

3. including all particle-image interactions.

Particle-particle Coulomb interactions were taken into account in all three cases.
Because electrostatic interactions depend strongly on the particle charge, di�erent charg-

ing e�ciencies (� equal to10; 30; 50; 70; 100 and 300) were used to introduce di�erent
amounts of charge on the particles. Furthermore, an increased particle load will increase the
importance of space charge as well as the cumulative in�uence of the image charges of other
particles. Therefore, simulations were performed for di�erent mass rates_m=0:1 mg s� 1,
10 mg s� 1 and100 mg s� 1. The particle load at the lowest mass rate is performed to inves-
tigate the dilute limit where the particle feels no in�uence from other particles: the particle
density is 1 particle per 4 wall-to-wall distancesL y , thus no other particle is expected to
fall within the cut-o� distance.

2.3 Results and Discussion
Fig. 2.7 shows the very beginning and the very end of the duct. It illustrates well how the
particles are uncharged and homogeneously distributed in space at the beginning of the
duct. At the end of the duct particles have acquired charge and are non-homogeneous dis-
tributed in space. Similarly, but in more detail, Fig. 2.8 illustrates how the two dimensional
probability density function (PDF)P(qp; y) of �nding a particle with a certain chargeqp at
a certainy-position changes with increasing axial positionz. In the �rst segment almost
all particles have zero charge and are evenly distributed over the duct, in the second and
third segment, more and more particles acquire charge; the charged particles are more likely
to be near the wall. In the last segment, almost all particles have acquired the saturation
charge and are located at the wall. These results were obtained in a simulation with� = 50
and with all particle-image interactions included. Note that this PDF (and all following) are
calculated by averaging over all particles within the given segment over some time interval,
which is much longer than the time needed to reach a steady state and is large enough to
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Table 2.3� Overview of simulation parameters.

quantity value dimension

Dp 60 µm
ubg 10 m s� 1

L x ; L y 2 mm
L z 100, 200 and 600 mm

Nx ; Ny 10 �
Nz 500, 1000, 3000 �

� tDEM 10� 7 s
� tCF D 1:5 � 10� 5 s

tsim 0.2 s
� sat 27 µC m� 2

� wall ; � p 0.35 �
Ep 3 GPa

Ewall 69 GPa
Np 104 �

en;p ! p 0.97 �
en;p ! w 0.85 �
et;p ! p 0.46 �
et;p ! w 0.55 �

� p! p; � p! w 0.189 �
� p 1050 kg m� 3

� f 1.29 kg m� 3

� f 18 µPa s

remove statistical noise. If not indicated otherwise, the used segment for the PDF's is the
last half of the duct.

To illustrate how the PDF is related to the particle charging e�ciency and its interac-
tion with image charges, Fig. 2.9 shows the results of simulations with� equal to 50 (top)
and 100 (bottom), and the two extremes of neglecting (left) or including (right) all image
charge interactions. For both values of� , the spatial distribution is uniform for the sim-
ulations without image charges, while it is non-uniform when image charge interactions
are accounted for; charged particles are more likely to be near the wall. Furthermore, a
higher � results in a higher average charge. Consequently, the e�ect of image charges is
much stronger for� = 100. Finally, Fig. 2.9 shows that particles acquire more charge when
image charges are taken into account.

In Figs. 2.10 and 2.11 this is illustrated in more detail. In both �gures, the PDF of �nding
a particle with a certain charge,P(qp) (top), and �nding a particle with a certainy-position,
P(y) (middle), as well as the mean charge of all particles in a range ofy-positions (bottom)
are shown for various values of the charging e�ciency� . This is shown for the cases where
no image interaction is taken into account (left), only the interaction with the image charge
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Figure 2.7 � Three-dimensional representation of the simulation results. The shown seg-
ments of the duct are at the very beginning (left;0 � z � 1cm) and very end of the duct
(right; 19 � z � 20cm). Note how the duct is shown horizontally here for visualization,
the actual simulation was performed on a vertical duct with the gravity inz-direction. The
particles change from uncharged to charged (left to right) and from a homogeneous to
inhomogeneous spatial distribution.� = 100

of the particle itself (center) and the interaction with all particle image charges (right). The
di�erence between Fig. 2.10 and Fig. 2.11 is in the applied mass rate, which is a low mass
rate of10 mg s� 1 for the former, and a higher mass rate of 100mg s� 1 for the latter.

Let us �rst focus on the low mass rate results in Fig. 2.10. For the case without image
charges (Fig. 2.10 top left) almost all particles acquire only a minor charge for� = 10. With
increasing� the distribution �attens, with a small peak at the saturation charge (qsat =
3:05 � 10� 13C) at � = 300. A similar observation is made for particles which interact
with their own image (Fig. 2.10 top center). The main di�erence is that for� = 100 and
300, many more particles attain the saturation charge. No di�erence is seen when also the
interactions with all other particle images are taken into account (Fig. 2.10 top left).

When examining the spatial distribution of the particles iny-direction, there seems to
be a very small preference for particles to be near the wall without image charges (Fig. 2.10
center row, left), even when no charge is acquired (� = 0 ). This can be explained from the
hydrodynamic observation that the gas and particles move slower near the wall and thus
the particles tend to pile up at the wall. When no images are taken into account (Fig. 2.10),
the distribution does not change with increasing� . Adding the in�uence of the particle's
own image, (Fig. 2.10 center row, middle) the in�uence of the charging e�ciency� is only
seen for� � 100; in that case particles are much more likely to be near the wall. With all
image interactions enabled, the same is observed except that for� = 300 the PDF is slightly
higher at the walls and slightly lower in the center.

The lower row of Fig. 2.10 shows the mean charge at the di�erenty-positions. For
the case without image (left) the mean charge is independent ofy and increases with� .
Adding the in�uence of the particle's own image (center) increases the charge substantially
and introduces a dependence on they-position, with a higher charge near the walls. No
di�erence is seen when also the interactions with all other particle images are taken into
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Figure 2.8 � Surface plots of the two dimensional PDFP(qp ; y): the probability of �nding
a particle with a certain chargeqp at a certain positiony. The results are shown for di�erent
axial segments for a duct of0:6 m; the z-values of each segment are indicated in meters
above each plot. Note that the color map ranges from 0 to1015 , while the height of the
surface plot ranges from 0 to1016 . These are results from a simulation with� = 50 and
where all image interactions are taken into account.
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Figure 2.9 � Surface plots of the two dimensional PDFP(qp ; y): the probability of �nd-
ing a particle with a certain chargeqp at a certain positiony. The results are shown for
simulations with and without image interactions (left respectively right) and for di�erent
charging e�ciencies (top to bottom). Note that the color map ranges from 0 to1015 , while
the height of the surface plot ranges from 0 to1016 . The PDF's are calculated using the
particles in the last half of a duct of20 cm.
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account (Fig. 2.10).

Next we focus on the high mass rate results in Fig. 2.11. For the higher mass �ow rate
without image charges (Fig. 2.11 top left), the behavior of the PDF of the charge per particle
is similar to the one from the low mass �ow rate simulation: for low� most particles have
low charge, while for increasing� the distribution transforms to higher charge and for the
highest� most particles have the saturation charge. However, the mean charge is higher
compared to the mean charge at lower mass �ow rate for� = 30, 100 and 300.

Adding the in�uence of the particle's own image (top middle) increases the mean of the
PDF, most notably for� � 100. The same was observed at the lower mass rate. Adding the
interaction with all other images (top right) yields approximately the same PDF, except for
� = 100 where we �nd a somewhat �atter distribution compared to the middle �gure. This
was not observed for the lower mass rate.

The PDF of the spatial particle distribution without images, (Fig. 2.11 middle row, left),
shows an almost equal probability on anyy-position for � � 30, similar to the lower mass
rate. However, for� � 100an increasing tendency to reside near the wall is seen which was
not seen for the lower mass rate. This is caused by the increased space charge due to a higher
charge per particle and a higher particle number density. Including the particle interaction
with its own image, (Fig. 2.11 middle row, middle column), the spatial distribution for� �
10 remains the same, while for� = 30 particles are more likely to reside near the wall. For
� � 100, the particles are much more likely to be near the wall. This in�uence of the images
is the same as for the low mass �ow rate, except that the in�uence is already observed at
a lower charging e�ciency (� = 30 instead of 100). It is also an order of magnitude larger
than the space charge. By adding the image forces of all particles (middle row, right) the
same trend is seen, except that the segregation is much more pronounced. Note how the
charge distribution barely changes while the spatial distribution does change.

In the middle left �gure in Fig. 2.10, one should note the tendency of particles to reside
close to the wall when� = 100 and � = 300. This tendency cannot be explained by the
attraction of induced charges at the wall, because for this caseno images are taken into
account. It is caused by the space charge e�ect: all the charged particle in the duct yield an
electric �eld that points to the walls, hence charged particles are repelled to the wall. This
e�ect however, is an order of magnitude smaller than the attraction by image charges and
therefore only visible for denser particle �ows with high charge per particle.

The mean charge is independent ofy without image interactions (Fig. 2.11 bottom left)
and increases with� ; this was also seen for the lower mass rate, only the charge here is
higher. Adding the interaction of a particle with its own image increases the mean charge
per particle and yields a higher mean charge near the walls. The same is seen by adding all
image interactions, except that there is a stronger di�erence between average charge in the
center and near the walls.

In summary, the simulations show that if the charging e�ciency� is su�ciently high,
the image charges have a strong e�ect on both the positions and charges of the particles.
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Figure 2.10 � Results for the lower mass rate (10 mg s� 1). PDF of charge per particle
(upper row) and particle'sy position (middle row); in the lowest row the average charge
per particle at a certainy-position is shown. Comparison between simulation without any
image charges (left column), with only the in�uence of the particle's own image (middle
column) and with all image charges enabled (right column). The di�erent lines indicate
di�erent charging e�ciencies, � . Note that the saturation charge of the particles lies at
qsat = 0 :305 pC and that the walls of the duct lie aty = � 1 mm. The color coding of the
lines is equal for all plots. The PDF's are calculated using the particles in the last half of
the duct of20 cm.
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Figure 2.11 � As Fig. 2.10, but for a higher mass rate of_m = 100 mg s� 1 .
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This is e�ect is stronger at a higher mass �ow rate. It should be noted that also without
images, the particles have an increased mean charge with increased mass �ow rate. It is
therefore interesting to see how the mean charge per particle relates to this behavior. Note
that the in�uence of images start to show for the low mass �ow rate (Fig. 2.10) when� is
around 30, while for the high mass �ow rate (Fig. 2.11) this is before� = 30. In Fig. 2.12 the
mean charge per particle is shown as function of� for di�erent mass rates and the three
cases of no, own or all image interactions. It shows that for all mass rates the mean charge
is di�erent with and without image charge interactions if the mean charge�qp is larger than
0:035 pC. This indeed corresponds to� = 50 and� = 30 for the lower respectively higher
mass rate.

Apparently, once the charge exceeds a certain `critical charge' the charge will increase
even more when images are taken into account. This may be caused by the fact that a
particle will be trapped at the wall if it does not have enough kinetic energy to escape the
attraction of its image charge. In this case, the particle will hit the wall more and more and
thus attaining extra charge which will make it even harder to escape. Hence, this can be
considered a feed forward loop. Indeed, our results (not shown here) reveal that signi�cant
more collisions occur, with a signi�cantly lower impact velocity for simulations with a mean
charge per particle exceeding the critical charge.

Considering this feed forward mechanism, one would expect that the inlet conditions
of the particles in�uences their total charging and the value of the critical charge. A lower
initial velocity of the particles towards the walls will yield particle trajectory with fewer
wall collisions, but on the other hand, particles may be more easily captured in the near
wall region. To investigate that we changed the standard deviation of the particle inlet
velocity from 10% to 1%. The results for_m = 10 mg s� 1 are shown in red in the middle
�gure of Fig. 2.12. Despite the ten fold decrease of the standard deviation, there is only a
mild in�uence; the conclusions hold also for these settings. Moreover, the same value for
the critical charge is observed.

For the lowest mass rate of0:1 mg s� 1 (Fig. 2.12 left) a linear relation between charg-
ing e�ciency and mean charge is observed if no images are taken into account. This is
expected because in this dilute limit without image interactions, no interparticle or image
particle interaction is present. Thus, every particle hits the wall the same number of times
and with the same velocity making the average particle charge linearly dependent on� .
This is not the case when image particles are taken into account, as the interaction between
image and particle is a function of the charge on a particle which is a function of� . Indeed,
the relation between� and�qp is non-linear, even for the lowest mass rate when image inter-
actions are taken into account. With an increasing mass rate, the interparticle interactions
become more important: even without image interaction the relation�qp = �qp(� ) becomes
increasingly non-linear with increasing mass rate (middle and right �gure). However, in-
terestingly, the relation is linear for the highest mass rate (left) for� � 70 when image
interactions are taken into account, while it is non-linear for the middle mass rate (middle).
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Figure 2.12 � The mean charge�q as function of the charge e�ciency� , plotted for three
di�erent mass rates,0:1 mg s� 1 , 10 mg s� 1 and100 mg s� 1 (left to right). In each plot the
result is shown for no image interactions (solid lines) and all image interactions (dotted
lines). In the middle and right �gure also the result for `own image' interaction is shown
(dashed lines). It also shows the results for di�erent inlet conditions of the particle (red).
For all cases, the results with and without image interactions start to deviate from each
other for qcrit � 0:035 pC. All simulations are performed at a duct length of20 cm.

These non-linearities illustrate the complexity of the system which is hard to comprehend
and thus describe in simple equations. This supports our approach to model the system
using DEM-CFD to increase our understanding.

Indeed, Fig. 2.13 shows that the model can be used to describe certain trends that relate
system design parameters to system performance. The increase of mean charge per parti-
cle with gas velocity or duct length is indeed consistent with previous observations. This
does not mean that we claim that the model proposed in this chapter is re�ned enough to
give quantitative results. However, it does show its potential. Re�nements in the charging
model are needed to achieve more (semi-) quantitative agreement, as will be discussed in
Section 2.4.

2.4 Conclusion and Outlook
We have shown that image charges, representing induced charges on conducting walls,
can play a signi�cant role in the spatial distribution of particles, as well as their acquired
charge. However, if the charge on particles is su�ciently low, their interaction with the
induced charge may be neglected. As this is in�uenced by e.g. system dimensions, this
decision is hard to makea priori and therefore care should be taken when neglecting the
induced charge.

Furthermore, our results show that it is delicate to decide when a charge is su�ciently
low: a small increase (three fold) in the mean charge had a large in�uence on the particle
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Figure 2.13 � Trends of the charging e�ciency of the device as a function of `design pa-
rameters' mean gas velocity (�vbg ) and duct length (L z ). This illustrates the possibility of
the model to describe trends and thus aid the design of tribo-electric charging devices. The
duct length is20 cm in the left �gure, the gas velocity is10 m s� 1 in the right �gure, the
mass rate is10 mg s� 1 in both �gures.

charge and spatial distribution. In the con�guration of this chapter, a critical mean charge
per particle of�qp = 0 :045 pCis observed; when the mean charge exceeds this value, image
interactions need to be taken into account. The error made by neglecting the interaction
between a particle and the image charges of other particles, is small for low mean particle
charge and lower mass rate. It becomes important for higher particle loads with a higher
charge, in order to describe the spatial distribution of particles correctly.

Additionally, we found that the charging behavior is non-linear and very sensitive to
the value of the charging e�ciency� . For general application, it is therefore desirable to
have experimental input for this parameter. In Chapter 3 a framework for such experiments
is developed and the crucial single particle, single impact parameters are determined. With
this experimental input, the DEM-CFD model can be validated on a macroscopic level; av-
erage velocities and particle distributions will be compared with experiments described in
Chapter 4 together with the charge per mass of the particles.
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Single particle charging experiments

3.1 Introduction
In Chapter 2, a duct was modeled through which particles were pneumatically conveyed.
It was shown that the particle's acquired charge was strongly determined by the parame-
ters of the applied charging model. So it is desirable to obtain reliable estimates for those
parameters. However, current knowledge on tribo-electri�cation on a fundamental level is
still absent. For example, it is still unknown what causes the charge transfer as it can be
due to ion, electron or material transfer; or a combination of those three (Matsusaka et al.,
2010; Naik, 2014; Williams, 2011). For metal-metal contact, it is well understood that the
charge transfer is due to electron exchange which can be explained from the di�erence in
work function of the contact partners (Harper, 1951). Materials with di�erent work function
need a di�erent amount of energy to knock an electron out. When these materials touch,
there will be a net �ow of electrons from the material with a lower to the higher work func-
tion. This transport seizes when the Fermi levels become equal. This can be modeled as

� q =
' 1 � ' 2

ee
C: (3.1)

Here � q is the transferred charge,' 1 and ' 2 are the work functions of the di�erent ma-
terials,ee is the elementary charge andC is the capacitance of the contact con�guration;
C is a function of material properties, as well as the geometry of the contact. As this is a

Results in this chapter are partly based on the master thesis Vrouwenvelder (2014)

35
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free-electron based charge transfer, it can only explain part of the experiments. For example
in metal-insulator contact, the insulator does not have free electrons available. Therefore,
Davies (1969, 1973) proposed for insulators ane�ective work function instead. This ap-
proach is indeed able to describe some of their experimental results. With the use of these
work functions, it is straightforward to derive a model that predicts the amount of charge
transferred during the contact. The only extra input for Eq. (3.1) would be some expression
for capacitance of the contact (C). This has been a popular approach in literature and is of-
ten referred to as the condenser model (Ahuja, 1976; Masuda and Iinoya, 1978; Naik, 2014;
Tanoue et al., 2001).

However, Matsuyama and Yamamoto (1995a,b) and Matsuyama and Yamamoto (1997)
showed that for insulator spheres impacting on a metal plate, the transferred charge is
independentof the work function of the metal; they found a stronger dependence on the
dielectric constant of the non-metal instead. They hypothesized that the particle's acquired
charge is not determined by the charge transferred on contact, but on the charge it looses
againafter separation due to the breakdown of air. Air breakdown refers to the condition
where (dry) air becomes conducting due to its ionization and electron emission, caused by
a (su�ciently) strong electric �eld. The classical theory of Paschen (1889) predicts at what
combination of pressure, separation distance and potential di�erence air break down occurs
(Fig. 3.1). Using this so-called Passchen curve, the predicted charge however, was larger
than the one measured in experiments. This is understood from the fact that the Passchen
curve is not valid for such small separation distances as showed by e.g. Go and Pohlman
(2010). They pointed out that below 15� m electron �eld emission plays an important role,
while the Passchen curve is based only on the ionization of the molecules in air. Only
recently, Hasegawa et al. (2015) provided direct proof of the charge relaxation of tribo-
electri�ed particles. Although this improves insight in tribo-electri�cation of impacting
particles signi�cantly, a quantitative description could not be given.

As long as rigorous understanding of the phenomenon is lacking, it is impossible to
obtain good estimates of the acquired charge based on �rst order principles. Consequently,
it is inevitable to �rst obtain phenomenological models from experiments. Indeed, many
experiments have been performed trying to describe the acquired charge based on impact
conditions: e.g. particle charge before impact, impact velocity, impact angle, particle shape
and particle size.

Experiments show that the acquired charge of the particle� q is linearly related to the
charge before impact,qi , and becomes zero whenqi reaches an equilibrium chargeqeq:

� q �
�

1 �
qi

qeq

�
: (3.2)

This is especially true for particles larger than 1mm (Yamamoto and Scarlett, 1986) and it
seems to be also true on average for smaller particles (as small as 100� m). However, for
smaller particles the acquired charge of a given single particle during a single impact can
deviate widely from this average, as shown by Matsuyama; Ogu, et al. (2003), Matsuyama
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Figure 3.1 � Schematic overview of the charge-relaxation model.1:A particle approaches
the impact plate (distanced indicated by horizontal axis) which decreases its potential�
(vertical axis).2: The particle hits the plate and increases its charge and thus its potential,
then it moves away from the plate and increases its potential.3: As soon as the potential
exceeds the Passchen curve, charge relaxation of the particle occurs until4: the potential
is below the Passchen curve.

and Yamamoto (2006), Murakami et al. (2013), and Watanabe et al. (2006). They hypothesized
that part of the scatter can be explained by localization of the charge. That is, the charge a
particle acquires during impact will stay localized at the area that has been in contact during
the impact; this is especially true for non-conducting particles. On a next collision, the
position of the charge can be near the new contact point, at the opposite side, or anywhere
in between. When assuming the charge-relaxation model, the position of this charge has its
in�uence on the acquired charge because it in�uences the electric �eld around the particle.
The closer the localized charge is to the contact point, the stronger the electric �eld will
be. Thus the more charge will be discharged which decreases the remaining charge on
the particle, after the collision. As the position of this localized charge will vary between
particles and impacts, an associated scatter in acquired charge is expected.

As tribo-electri�cation happens when materials touch, the acquired charge should be
dependent on the maximal contact area, which in turn depends on the normal impact ve-
locity, vn . When a collision is purely elastic, Hertz contact theory predicts that the contact
area scales asv4=5

n . This has indeed been observed for large (3 mm) rubber balls where the
acquired charge relates linearly to the measured contact area, and the contact area to the
normal velocity according to Hertz theory. Bailey and Smedley (1991), Masui (1994), and
Matsuyama and Yamamoto (1994, 1997) found a linear relation between acquired charge
and normal impact for particles in the range of 0.5 to 3 mm; which is a similar result.

The impact angle� also plays an important role in the charge a particle acquires. How-
ever, there are some discrepancies between the older results of Bailey and Smedley (1991)
and Yamamoto and Scarlett (1986) and the newer results of Ema et al. (2003), Matsuyama
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and Yamamoto (1997), and Watanabe et al. (2006). Both show that the acquired charge in-
creases with increasing angle, then reaches a maximum to �nally decreases again (for the
de�nition of the impact angle� see Fig. 3.4b). However, for the older results, the maximum
lies at� 0 = 30°, while for the more recent results, the maximum lies at� 0 = 60°; note that
only Ema et al., 2003 measured beyond60°. Furthermore, the maximum is two times higher
for the older results, while it is �ve times higher for the newer results. The main di�er-
ence between the experimental conditions is the size of the particles: the older experiments
used particles larger than2 mm, while the newer experiments used particles smaller than
1 mm. So this di�erence may be attributed to the particle size. However, the angle depen-
dency is not always apparent and the degree of angle dependency is not the same for all
material combinations. For example, Masui (1994) found no dependency on angle for3 mm
nylon particles impacting on brass, while results of Bailey and Smedley (1991) showed a
mild in�uence of impact angles under similar experimental conditions. Ema et al., 2003 let
550µm glass particles impact on aluminum plates and observed a strong angle dependency.
Watanabe et al. (2006), on the other hand, found no angle dependency when similar parti-
cles impacted on brass. Neither did they �nd it for� -lactose monohydrate, aspirin or sugar
granules, but only for ethylcellulose granules. It is important to note that Watanabe et al.
(ibid.) tested only at two discrete angles (30° and60°).

All authors realize that the angle dependency is probably caused by the rolling and
sliding of particles due to the tangential component of the impact velocity. The rolling of
the particle would obviously ensure that more area of the particle gets in contact with the
target; this increases the acquired charge. The sliding of the particle would increase the
e�ective contact area of the particle, because at a very small scale the particle and target
surface are not perfectly smooth but have some asperities. When the particle slides, more
of its asperities will touch the target's, thus increasing the acquired charge. Matsuyama and
Yamamoto (1997) assumed pure sliding and calculated the sliding length as the product of
tangential velocityvt and contact timetc and showed that the increase in impact charge
due to increasing impact angle could fully be explained by this sliding length (up to60° as
he did not measure above it). Ema et al., 2003 did essentially the same by assuming pure
rolling Rp 
 tc = vt tc up to60°. After60° they measured a decrease in impact charge which
they attributed to a change in impact mode: from pure rolling to pure sliding. This would
result in a decrease of extra contact area due to decrease in rolling. The change of contact
mode was postulated from the observation that the change of translational energy before
and after the impact, is independent of the impact angle for� � 60°, while it is decreasing
for � > 60°.

Finally, not only particle size (e.g. Matsuyama and Yamamoto, 1997) but also particle
shape (e.g. Ireland, 2012) is of importance for the impact mode and equilibrium charge.
Nevertheless, particle size and shape are not treated explicitly in our work because these
parameters will stay constant during our experimental and numerical conditions in the
other chapters.
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Not all papers mentioned above led to a closure that determines the acquired charge
depending on the collision and particle properties. Nevertheless, the results of these papers
can be summarized as:

� q = F (qi ; qeq; vn ; � ; � 0) =
8
>>>>>>>><

>>>>>>>>:

F (qi ; qeq) � 1 � qi
qeq

whenvn andvt are constant,

F (vn ) � vn whenqi � qeq andvt = 0 ,

F (�; v n ; � 0) = � q(� 0; vn ) tan( � )
tan( � 0)

�
90°� �
90°� � 0

� K
whenqi � qeq.

with

(
K = 0 when � � � 0

K = 1 :5 when � > � 0

(3.3)

where� 0 is the collision angle at maximum acquired charge.
Despite these many experimental observations and insights gained, it is still not possi-

ble to describe a particle's charging behavior for any given material or size when all four
above mentioned parameters are free. Consequently, if one wants to model particle impact
charging, one should rely on one's own custom experiments.

Therefore, we have constructed our own experimental set-up to obtain insight in the
charging behavior of our polystyrene particles with a diameter of440µm. This serves the
goal to improve the charging model of Chapter 2. We investigated how the angle and mag-
nitude of the impact velocity, as well as the charge prior to impact, in�uence the acquired
charge on impact. Moreover, the equilibrium charge of a particle was determined. This will
improve the estimate of the parameters used in Chapter 2, that is, the charging e�ciency�
and the equilibrium charge (density)qeq (� eq).

3.2 Experimental method
It is our aim to measure the acquired charge as a function of impact angle, velocity and
initial charge. Furthermore, the saturation charge of the particles needs to be determined.
To that end, an experimental set-up is constructed, based on the work of Murakami et al.
(2013). Their set-up consisted of two parallel plates in a Faraday cage on which a particle
is launched that impacts alternatingly between the plates many times. They were able to
measure the charge on the particle before and after each impact and thus determine� q.
Because of the large amount of impacts, the equilibrium charge was reached by the particles,
so qeq could be determined as well. In order to obtain so many impacts, the set-up was
contained in a box with13:3 kPa (100 Torr) underpressure to reduce drag on the particles.
This is a de�ciency of the set-up, because Matsuyama; Ogu, et al. (2003) showed that air
pressure has an in�uence on the charging behavior. It is therefore unknown how their
results translate to atmospheric pressure. Another drawback is that the angle or velocity
with which the particle impacts on the (�rst) plate could not be set or even determined. As
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Figure 3.2 � Schematic overview of the single-particle charging set-up. The particle is
launched using a pneumatic injector which is fed by pressurized air and can rotate to enable
di�erent impact velocities and angles. The particle will enter the Faraday cage (see Fig. 3.3)
where it will alternatingly collide with the upper and lower target plate. The induced
charge on both plates is transformed to a voltage which is captured by an oscilloscope.
To illustrate the interior design of the Faraday cage, its walls are made transparent in the
image, although in reality they are opaque. Before the particle enters the duct, it is captured
by a high speed camera. To make images on which (the contours of) the particles are well
visible, a light source is put behind the Faraday cage such that the particle is in between
camera and light source. Both the oscilloscope and camera are connected to a desktop
computer for postprocessing of the data.

these two parameters in�uence charging signi�cantly, this may be one of the reasons for
the large scatter in their data.

In collaboration with Murakami et al. we have constructed a set-up which does not have
these drawbacks. With this set-up, experiments can be performed in which the particle im-
pact velocity and angle can be regulatedandmeasured under ambient pressure conditions.
Similar to Murakami et al., 2013, the particle will impact many times to reach the equilib-
rium charge; the charge on the particle before and after each impact can be measured, and
thus � q determined. The rig is schematically presented in Figs. 3.2 and 3.3.

Only a single particle at a time can be fed to the system during a measurement. With a
particle diameter of440µm this is a tedious task. Therefore, a vacuum tweezer (MPM� -vac
tweezer VP101) was used to pick up and drop the particles. The particles are dropped into
an in-line pneumatic injector (VRL50-010801). This is a venturi tube to which pressurized
air is fed to the side inlet. This creates an underpressure at the other inlet (at the top in
Fig. 3.2) which will suck the particles in. While traveling through the pneumatic injector,
the particle is accelerated and leaves through the outlet (at the bottom in Fig. 3.2). The
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Figure 3.3 � Schematic representation of the Faraday cage and a particle trajectory.

pressure level can be varied, which makes it possible to set di�erent velocities with which
the particles exit the injector. Furthermore, the injector is mounted such that it can rotate.
This enables di�erent impact velocities and angles with which the particles hit the (lower)
target plate.

We note that there was some variability in the actual angle and velocity with which
particles exit the injector. Therefore it was necessary to measure the precise impact angle
and velocity for each individual particle. At these relatively high particle velocities and
relatively small scales of the set-up, gravitational acceleration has only a minor e�ect, i.e.
the particles move in a straight line. This allows us to use the velocity vector measured in
the brief moment after the particle exits the injector and before it enters the Faraday cage
to calculate the impact angle and velocity of the �rst collision at the lower target plate.
During this short period, the particle's image is captured by a high speed camera. With
Digital Image Analysis (DIA) in MATLAB, the particles could be automatically detected
and their velocity and angle with respect to the lower target plate determined. See Fig. 3.4b
for the de�nition of the angle. For the DIA to work properly, the particles needed to be
clearly visible. Therefore, a light source was put behind the Faraday cage, such that the
particle was in between the camera and the light source. The resulting images show the
contour of the particle; an example is shown in Fig. 3.4a.

As soon as the particle enters the Faraday cage, the amount of charge it carries can be
determined based on the principle of a Faraday cage: the particle will induce a charge on the
target plates, which will again induce a charge on the outer box; this potential di�erence can
be measured. To be sure that the combination of the two target plates catch all the charge
on the particle, both target plates have raised edges which almost touch (see Fig. 3.2).

Due to the small charge on these small particles, the potential di�erence is also small
and is therefore ampli�ed with a so-called charge-amp; its electric circuit is given in Fig. 3.5.
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Figure 3.4 � Left:Typical image as captured by the camera. Top left of the image shows the
outlet of the pneumatic injector out of which a particle just exits. At the middle bottom the
whole of the Faraday cage is seen, through which the particle will enter.Right:De�nition
of impact angle� i and normal and tangential component of velocity vectorv .

With the same circuit it is also possible to translate this potential di�erence to the charge
on the particle. This can roughly be understood from the fact that the induced charge on
the target plate (C1 in the electric diagram) �ows to the capacitorC2 because no current
passes through an (ideal) op-amp. The charge on capacitorC2 (and thus the particle) can be
derived fromV2 via qC2 = V2C2, whereV2 is measured with an oscilloscope. This makes a
charge-amp very convenient asC1 is generally unknown, whileC2 is not. Note that both
target plates have their own charge-amp and that the charge on the particle is the sum of
output of those two charge-amps.

In the preceding paragraph we described how the induced chargeon the target plateis
measured. However, we are not interested in the charge on the plate, but in the charge on
the particle. How this can be extracted from the charge on the plate is best explained by
a typical measurement obtained by this set-up: a particle is shot in the Faraday cage and
will subsequently collide several times with the two plates. Such a measurement is shown
in Fig. 3.6. Note that this is a measurement of the induced charge on the wall,qind , not

C1
V2

C2

V1

Figure 3.5 � Electric circuit of the charge-amp. The target plate and surrounding box are
indicated withC1 . The voltageV2 is captured with the oscilloscope and is translated to a
charge viaq = C2 V2 .
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on the particle,qp. It should also be clear that both plates have their own charge-amp.
This results in two signals that are mirrored: when one signal has a peak, the other has
a valley and vice versa. The meaning of the peaks and valleys (local maxima respectively
minima) is as follows. A peak occurs when a negatively charged particle collides with a
plate, because there the particle is closest to the plate and thus the induced charge in the
wall the highest. At the same time, when a particle is closest to one plate, it is furthest
away from the other. Consequently, no charge is induced there, hence a valley occurs in
the signal. For a positively charged particle the positions of peaks and valleys are switched.
Now the interpretation of the signal in Fig. 3.6 is clear, it can be observed that the individual
collisions are easily distinguished (as indicated in the �gure). In this example, it is also clear
that the particle enters the cage between -6 msand -4 msas the total charge in the Faraday
cage rises. Similarly, the particle leaves the cage again at0:35 sas can be derived from the
decline of the charge. Note �nally, that the peak at -5 msis not due to a collision, but due to
the particle that is closely passing by the upper plate as it travels from the entrance to the
lower plate.

Above it is discussed how the particle's charge can be determined from the charge it
induces in the target plates. This explanation is formally only true for the �rst collision,
because then the induced charge is equal to the particle charge of opposite sign. However,
during collision, some charge� q is transferred between particle and wall. This yields some
residual charge,qr , on the wall, which also induces some charge. This extra induced charge
negates the extra induced charge by the particle, because it is of exactly the same magni-
tude but of opposite sign. This implies that one cannot measure the acquired charge, if the
particle stays inside the Faraday cage. This is indeed seen in the signal in Fig. 3.6: after a
collision, no sudden increase is measured. Therefore, one needs to be sure that the particle
moves out of the Faraday cage to only measure the residual charge. In this set-up this is
ensured by the use of two Faraday cages: the two parallel target plates. All the particle's
charge is caught by the one to which the particle is very close too. Now the charge on a
particleqp after collision can be determined by subtracting the measured charge at the colli-
sion (� qind = qp + qr ) with the measured charge after the collision (� qind = qr ). With the
example of Fig. 3.6: the charge of the particle after collision #1, is the measured charge (at
the wall) of collision #1 (0:5 pC) minus the charge at collision #2 (-1 pC) which yields1:5 pC
and thusqp = � 1:5 pC. Note that the signal from one plate is used for this calculation; the
other plate gives exactly the same value (qp = � (1:5 � 0) = � 1:5 pC). By calculating the
particle's charge at each collision, the acquired charge of each collision is easily acquired
by subtractingqp from the subsequent collisions.

Because residual charge on the plate and acquired charge of the particle cancel each
other out, the total charge measured by the two target plates should stay constant as long
as the particle is between the two plates. Indeed this is the case, as shown in Fig. 3.6.

With this set-up, the impact charge and equilibrium charge of440µm polystyrene par-
ticles were measured; these are the same particles as will be used in the experiments of



44 Chapter 3. Single particle charging experiments

Time [s]
0 0.1 0.2 0.3 0.4

q w
[p

C
]

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5
Lower target + upper target
Lower target
Upper target

Time [s] # 10! 3
-4 -2 0 2 4

q w
[p

C
]

-1.5

-1

-0.5

0

0.5

1

1.5

2

N
o

co
lli

si
on

!

C
ol

lis
io

n
#1

C
ol

lis
io

n
#2

C
ol

lis
io

n
#3

C
ol

lis
io

n
#4

Lower target + upper target
Lower target
Upper target

Figure 3.6 � Example of the signal on the lower and upper target plates as measured while
a particle is shot into the Faraday cage. The blue line indicates the summed value of the
two target plates and re�ects the total charge measured. This value should stay constant
because of conservation of charge. The left �gure shows the whole measurement from
particle entrance until exit. The right �gure shows a magni�cation of the signal where the
particle enters the cage.

Chapter 4 and simulations of Chapter 6. The measurements have been done for di�erent
angles with a constant velocity.

3.3 Results
For all measurements the charge on each particle before and after each collision was de-
termined with both charge-amps. As they should yield the same results, the average of the
two values was used here. We note that the di�erence between these two measurements is
always smaller than 5 percent.

Because the particles are introduced with the same velocity for all particles, their nor-
mal impact velocity is lower for larger impact angle. The combinations of normal impact
velocity and impact angle of all measurements are shown in Fig. 3.7. Indeed, the particles
impacting at75° have 2 to 5 times less normal velocity than those around45°. Due to this
coupling of angle and normal velocity, their in�uence can strictly speaking not be inves-
tigated separately. Nevertheless, some attempts will be made here, by making use of the
knowledge from literature that� q � vn .

In Fig. 3.8 the average charge on a particle is shown as function of the number of times
it collided with the wall. The error bars indicate the standard deviation. This is of course
not a measure of the reliability of the measurements, but indicates how much the data is
scattered around the mean; which can be up to 50%. This indicates that the charge on
the particle alone, is not su�cient to predict how much charge will be acquired at a next
collision. Nevertheless, the �gure clearly shows how particles reach their equilibrium in an
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Figure 3.7 � The pair of impact angle and normal velocity of all experiments. Every data
point re�ects a separate experiment.

exponential fashion, as has been reported in the literature many times . For the lower two
angles, particles reach their equilibrium charge after approximately 7 collisions; it seems
slightly higher for60° compared to45°. For80°, the particles do not reach equilibrium within
the number of measured impacts. The number of impacts is lower because the experimental
set-up was too short for multiple collisions for these grazing impacts. Note also that the rate
of change seems to be lower for this angle.

Results of the same experiments are shown in Fig. 3.9. Here not the averages are shown,
but the data of each individual collision; this illustrates the scatter mentioned above. The
data seems to be distributed in a band, such that� q is inversely proportional toqin . Such a
linear relation has also been reported in literature; it is especially visible for the lower edge
of the band that goes roughly through(qin ; � q) = (2 ; 0) and(qin ; � q) = (0 ; 0:5).

To investigate the angle dependency, it is chosen to only use the data of the �rst impact.
Reason to do so is that the trajectory of the particles is unknown inside the Faraday cage as
it is opaque by design. The impact angle of the collisions is therefore unknown, except for
the �rst impact for which the impact angle is measured just before the particle enters the
Faraday cage.

In Fig. 3.10 the acquired charge is shown as a function of normal impact velocity, impact
angle, equilibrium charge and initial charge. It shows no clear correlation between impact
charge and normal impact velocity, although the charge seems to increase with increasing
velocity. Neither the relation with impact angle is very strong, but it seems to increase
between40° and60° and then decrease again. A stronger correlation is found with the
initial charge: it seems to decrease with initial charge, especially the lower limit. All these
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not all particles have the same number of collisions. The results of experiments at three
di�erent angles are shown.Lower �gure:idem, but now the acquired charge.
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Figure 3.10 � From left to right: the impact charge is shown as function of normal impact
velocity, impact angle, charge before impact and equilibrium charge.

three observation are also known from literature. However, the correlation between the
impact charge of some collision and the equilibrium charge the particle would reach after
many collisions is not reported in literature. The most right �gure in Fig. 3.10 shows a strong
linear relation between these two quantities, especially for the upper limit. To the authors
knowledge, such a relation is not reported in literature before. This strong correlation shows
that a particle's equilibrium charge is important to predict the acquired charge of a collision.

Therefore, the equilibrium charge is plotted in Fig. 3.11 as function of normal impact
velocity, impact angle, charge before impact and impact charge, similar to Fig. 3.10. There
seems to be no correlation with normal velocity, nor with charge before impact. The equi-
librium charge seems to have a weak correlation with the impact angle: it increases between
30° and60° and it decreases afterwards; this is mainly true for the lower limit. Note that
this is similar to the relation between impact angle and impact charge. This might however
also be in�uenced by the fact that less samples fall in the range 53 to 58 degrees compared
to the other angles. The correlation between initial charge and equilibrium charge is again
apparent (and of course the same as in Fig. 3.11 but with reversed axes).

These observations might indicate that each particle has its own saturation charge. This
is not a strange idea for particles in general because no particle is exactly the same. This is
especially true for polymer particles with respect to tribo-electric charging. Consequently,
if one wants to create a closure that predicts the impact charge as function of the impact
conditions, one should also take into account the charging capability of a particle:qeq � qin .
The relations between acquired charge and initial charge, impact velocity and impact angle
were given in Eq. (3.3). If we here neglect the in�uence of the normal velocity, this can be
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Figure 3.11 � From left to right: the equilibrium charge is shown as function of normal
impact velocity, impact angle, charge before impact and the impact charge.

put in functional form as follows:

� q(�; q in ; qeq) = A1(qeq � qin ) + A2(qeq � qin )
tan( � )
tan( � 0)

�
90°� �
90°� � 0

� K

(3.4)

Here� andqi are input variables, andA1,A2,� 0andK are �tting parameters:� A1 indicates
the slope of the relation betweenqi and � q; � A2 represents the same slope, but then for
the part that depends on� ; � 0 is the angle of maximal impact charge;K determines how� q
decreases after� 0. Note howqeq is a parameter that depends on the particle itself; it is not
an input variable of the impact. This function was �tted by minimizing the sum of squared
di�erences between the �t function and the experimental measurements presented in the
preceding sections. The parameters with the best �t were found to be

A1 = 0 :21; A2 = 0 :17; � 0 = 61:7°; K =

(
0 if � < � 0

1:3 if � > = � 0
: (3.5)

resulting in a goodness of �tR2 = 0 :71. The result is plotted together with the data in
Fig. 3.12. The lines belong to the �t, the circles are the measured data points. The circles of
a certain bin are more or less scattered around the �t that uses the average value of the bin.
The impact charge increases with increasing di�erence betweenqin andqeq. The value of
R2 and the graph show that Eq. (3.4) can reasonably describe the charging, although scatter
around this mean is considerable.

The closure for single particle charging as given by Eq. (3.4) lacks the dependency on
the normal velocity which the simple model in Chapter 2 did provide (Eqs. (2.28), (2.29)
and (2.31)). It does provide however the angle dependency that the simple model lumped in
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Figure 3.12 � Left: Acquired charge as function of impact angle. The results are binned
in 4 classes according to the di�erence between their initial and equilibrium charge; the �t
uses the average value of that bin; the colors indicate the di�erent bins.Right: Acquired
charge as function of the di�erence between initial and equilibrium charge. The results
are binned according to their impact angle; the �t uses the average value of that bin; the
colors indicate the di�erent bins.

one parameter� . Furthermore, we learned from the results in this chapter that the equilib-
rium charge might be a particle speci�c property. This information has been used in Eq. (3.4)
but in the model in Chapter 2 this was assumed to be constant. It would be interesting to see
if the latter model would be able to predict the acquired charge if the equilibrium charge is
particle dependent. To this end, the acquired charge is calculated using this model with the
same settings as in Chapter 2, with the experimentally determined normal impact velocity
as input parameter. This is done with a �xed value forqeq, as was also done in Chapter 2.
The value forqeq is 2:78 pC which is the average measured saturation charge. With the
same equations, the impact charge is also determined by usingqeq as parameter that isdif-
ferentfor each particle; its value is taken from the experiments. It turned out that if� = 50
was used, this gave results similar to Eq. (3.4) whenqeq could vary between particles. If
qeq was �xed for all particles, the charging is underestimated for lower impact charges and
overestimated for larger impact charges. This is shown in Fig. 3.13.

Based on these results, it does not seem to matter whether one either uses a model based
on the impact angle or one based on the normal impact velocity. They show similar scatter.
That is, as long as a particle speci�cqeq is accounted for. It is therefore here suggested to use
the model from Eqs. (2.28), (2.29) and (2.31) rather than Eq. (3.4) as it has a better physical
foundation. For that model,� = 50 yields accurate predictions with these particles. Finally,
to be able to use such a model in a DEM framework, one would need a PDF ofqeq. To
that end, we �tted a normal distribution through the measured distribution of equilibrium
charges, as shown in Fig. 3.14. This results in a distribution with a mean of2:81 pC and a
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Figure 3.13 � The measured impact charge as function of the modeled impact charge,
using the measured input parameters. The blue crosses refer to Eq. (3.4), the red crosses
to Eqs. (2.29) and (2.31). Both use the measured equilibrium charge of the particle as input
parameter. The green circles also use use Eqs. (2.29) and (2.31), but here �xed value ofqeq

is used, namely the average value of all measuredqeq .

standard deviation of0:91 pC.

3.4 Conclusion
In this chapter results were shown of single particles that impact multiple times alternat-
ingly between two target plates. Both velocity and impact angle of the particles were mea-
sured before the �rst impact. Furthermore, the equilibrium charge could be determined for
each particle that collided a su�cient number of times. The relation between impact charge
and these quantities has been investigated. Similar to literature, a linear relation was found
between impact charge and both the impact velocity and initial charge. The angle depen-
dency also concurred with literature: an increase with angle, until a critical angle (60°) after
which it decreases again. Interestingly, measurements above60° were only performed by
Ema et al. (2003) and they are therefore the ones to report the decrease of impact charge
after 60°. This is here con�rmed for the �rst time. It is also remarkable that the same crit-
ical angle is found in the work presented here and by Ema et al. (ibid.), namely� 0 = 60°,
although polystyrene particles were used instead of glass. This suggests that the critical
angle is quite universal although it should also be noted that not all materials do even show
an angle dependency (Watanabe et al., 2006).

The aforementioned trends can on average indeed be distinguished, but a large scatter
around the mean is observed. This makes the trends less meaningful. However, the rela-
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tion between impact charge and equilibrium charge is clearly linear, with much less scatter.
To the authors knowledge, this is here reported for the �rst time. Because of this strong
relation, the equilibrium charge of a particle is an important parameter to determine the
impact charge. From the results in this chapter another important �nding is that the equi-
librium charge varies widely among particles. Note how this falsi�es the assumption that
the equilibrium charge is the same for all particles, which we used in Chapter 2. This strong
dependence together with the wide variation between particles, is a reason for the wide
scatter observed in the data.

These two �ndings have been combined with relations found in literature to obtain an
equation to predict the impact charging of a particle given its impact conditions. It was
possible to obtain a reasonable �t through the data by taking into account the particle's
initial charge, impact angle and most importantly, the equilibrium charge. The data could
equally well be represented by the charging model of Eq. (2.5) when a particle speci�c equi-
librium charge was used instead of a constant one. Note that the latter is based on �rst order
principles, except for the �tting parameter� .

The work in this chapter served its goal, namely, �nding the parameters needed for
the DEM-CFD model of Chapter 2. That is, the equilibrium charge and� = 50. It turned
out that the equilibrium charge is both important and particle speci�c and should therefore
be modeled as such. To that end, one could draw the equilibrium charge for each particle
introduced in the system from the distribution measured here. The distribution could be
represented reasonably well by a normal distribution with average� (qsat ) = 2 :81 pC and
standard deviation� (qsat ) = 0 :91 pC. This approach will indeed be followed in Chapter 6.
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Measurements of particle velocity and
position distribution

4.1 Introduction

Pneumatic conveying of particles is generally the preferred way of transporting particulate
material and therefore an omnipresent technique in industry. As a consequence, it received
a lot of attention in literature (Fokeer et al., 2004; Jones and Williams, 2008; Laín and Som-
merfeld, 2012; Sommerfeld and Ho, 2003). In general, applications apply ducts and tubes
of large diameters to make the transport as energy e�cient as possible. For that reason,
ducts of smaller scale, with a diameter of a few millimeters or less, have not been exten-
sively studied. However, new technologies and applications are arising for which transport
through narrow ducts is important. For example, when tackling problems associated with
sealing of underground gas drainage systems used in coal mining industry (Zhou et al.,
2014). Other examples include applications where intensive wall-particle contact is desired,
such as tribo-electric separators (Higashiyama and Asano, 1998; Matsusaka et al., 2010). In
such systems, the electrostatic charging of particles due to particle-wall and particle-particle
contact is used to separate powder mixtures. The driving force in the separation is the dif-
ference in polarity and charge-per-mass that di�erent materials acquire when colliding with
the wall. As this method uses no water, it can become an important and energy e�cient
alternative for currently widely applied wet separation of many food ingredients, towards a
more sustainable food producing future (Hemery et al., 2011; Pelgrom; Vissers, et al., 2013;
Schutyser and Van der Goot, 2011; Wang; Chen, et al., 2014; Wang; De Wit; Schutyser, et
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al., 2014). With these new emerging applications of pneumatic conveying in narrow ducts,
investigations of the behavior of these systems is important in order to achieve optimal
design.

When studying pneumatic conveying systems, two quantities are of primary interest:
the particle positions and the particle velocities. Nowadays, a wide variety of non-invasive
techniques exist to acquire these quantities (Zheng and Liu, 2011). In millimeter-sized pneu-
matic conveying systems the particle velocities can reach tenm s� 1 or more, while at the
same time particle sizes reach below 100 micrometers. Only optical methods have su�cient
temporal and spatial resolution to capture such small, fast moving particles. The drawback
of optical methods however, is the need for optical accessibility, which puts a constraint
on the wall material while this can be an important system property. This is the case in
tribo-electric separators where the wall material strongly determines the charging of the
powder and thus its separation e�ciency (Harper, 1951; Wang; De Wit; Schutyser, et al.,
2014; Wang; Smits, et al., 2015; Yao et al., 2006).

Despite the high spatial and temporal resolution of optical methods, imaging small sys-
tems with high particle velocities is still challenging because the magni�cation is necessarily
large and the exposure time short. In the �eld of micro PIV and PTV even smaller Fields of
View (FOV) have been studied with even less light (Lindken et al., 2009). There the prob-
lem of lighting has been tackled by using laser instead of LED lighting at the cost of longer
inter-frame time. This way, even high velocities (15 m s� 1) can be measured accurately
(Fiscaletti et al., 2014). Another approach to achieve better measurements is to use Particle
Shadow Velocimetry (Hagsaeter et al., 2007). Drawback is that this imposes a restriction
on the material of the back wall as well. This is undesirable when the material itself is of
importance, as explained above. Furthermore, such adaptations of an experimental set-up
are not always feasible.

Both PIV and PTV have originally been developed to visualize the �ow of a �uid. How-
ever, they have also been successfully applied to visualize the velocity of a particulate phase
in a two phase system. To select whether PIV or PTV is the best choice, the source den-
sity NS is of importance (Adrian, 1984; Westerweel, 1997). It is de�ned as the number of
particles visible within a particle's image diameter:

NS = � # � z
�
4

D 2
p;im M � 2; (4.1)

with � # the mean number of visible particles per unit volume,� z the depth of the FOV
(focal`depth of �eld),Dp;im the diameter of the particle image (in pixels) andM the image
magni�cation (in pixels per meter). When the particle's true diameter is much larger than
the wavelength of light, thenDp;im =M � Dp (in meters). Furthermore, the number density
can be written in terms of the solids' volume fraction," s and particle diameterDp using
� # = 6" s=

�
�D 3

p

�
. Substituting this in Eq. (4.1) yields

NS =
3" s � z

2Dp
(4.2)
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Following Westerweel (1997), one should use PTV whenNS � 1 while PIV is preferred
when NS = O (1). For dilute pneumatic conveying systems" s � 0:01; when looking at
ducts with diameters of a few millimeters with a macro lens, the limited depth of �eld gives
typically � z � O

�
10� 3

�
m. Consequently, when particles of a hundred micrometer are

considered,NS � 0:1. This is in the transition regime where neither PIV nor PTV is a
priori favorable.

In case PIV is chosen, the interrogation area should be the size of a few particle diam-
eters. However, in the case of narrow ducts this can be a problem when the duct diameter
consists of only a few particle diameters, because this will allow for only a very low spa-
tial resolution of particle velocity vectors over the width of the duct. This is undesirable
if velocity pro�les over the width are of interest. In case PTV is the method of choice,
the velocities of individual particles are determined. This enables in principle a very high
resolution of the average particle velocity pro�le over the channel width, provided that suf-
�cient particles pass the FOV. However, a drawback of PTV is that it relies heavily on the
detection of particles in order to determine their velocity. Consequently, in images where
the particle segmentation is di�cult this is not the preferred method as it will yield erro-
neous velocities at positions where segmentation fails. As a matter of fact, this is generally
the case for smaller systems where lighting is a problem and where small imperfections in
the front cover or back wall are prominently visible due to the large magni�cation. These
imperfections occur even when great care is taken during manufacturing or handling of the
duct. Consequently, PTV can also not be applied directly to determine the average velocity
of pneumatically conveyed powders in a small channel.

Therefore, in this chapter we propose to use a combined approach of PIV and PTV
to exploit both their merits without su�ering from their drawbacks. In our approach we
determine the velocities independent of the segmentation results, while maintaining a high
resolution of the velocity pro�le over the width of the channel, even when the duct to
particle diameter ratio is smaller then 10. We validate this new technique on arti�cial images
and therefore extensively assess its accuracy. Furthermore, we apply the method to images
of a real tribo-electric separator with a millimeter sized duct using front lighting with LED
lights. Typical result will be shown to illustrate the method's capacity.

4.2 Methods
4.2.1 Experimental set-up

An experimental set-up has been built at Wageningen University, to investigate the charg-
ing behavior of materials as well as their separation potential (Wang; De Wit; Boom, et al.,
2015). In this chapter we focus on the charging duct: the part of the set-up where the par-
ticles acquire charge while they are pneumatically conveyed, as schematically represented
in Fig. 4.1. The setup is able to dose the powder mass rate accurately between 139 and 694
mg s� 1. Here we focus on the highest mass rate of_m = 694 mg s� 1. Polystyrene parti-
cles with an average diameter of 440 µm are fed at the top of the charging duct and will
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Figure 4.1 � A schematic of the experimental set-up as used for the experiments described
in this chapter. Particles and gas are introduced at the top, particles hit the walls while
traveling through the duct and exit at the bottom. Three segments can be distinguished; all
measurements were performed on the middle and lower section. The cover is transparent
which enables the camera to capture the particles. The dimensions of the duct inx-, y- and
z-direction are indicated in Table 4.1

.

attain charge while traveling through the duct as they hit the walls. They enter the duct
together with co-currently fed gas; the �ow rate of the gas can be altered independently of
the particle mass rate. In this work the gas �ow rate has been set such that the super�cial
gas velocity in the duct is2:5 m s� 1, 8 m s� 1 and15 m s� 1, respectively. The walls of the
duct are made of aluminum, except for the cover which is made of transparent poly(methyl
methacrylate) (PMMA). Consequently, the charging slit is noninvasively but optically ac-
cessible, enabling high speed and high resolution images acquisition from which particle
velocity and positions can be determined. To be able to detect the particles using Digital
Image Analysis (DIA), the particles should cover su�cient pixels on the camera's SMOS
sensor. The camera used in this work is LaVision's Imager pro HS 4M in combination with
their software Davis. A 200mm Nikon f/4 macro lens was applied and positioned at0:55 m
from the duct (as measured from the front of the lens;0:80 m measured from the sensor
plane), resulting in an image of about 14 pixels per particle diameter. At this distance the
whole depth of the duct could be su�ciently captured within the �eld of focus, despite the
large magni�cation and fully opened aperture (f/4). In order to image the particles without
too much motion blur, a su�ciently short exposure time needs to be set. It was found that
for the chosen gas velocity of 2.5, 8 and 15m s� 1, an exposure time of, respectively, 70, 45
and 30 µs su�ces.

The duct was lighted with two LED lights, positioned left and right of the camera. This
induces two glare points in each particle. This turns out to be favorable for the determi-
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Table 4.1� Overview of experimental parameters.

quantity value unit

Gas and duct
�vbg 2.5, 8 and 15 m s� 1

L x 2.5 mm
L y 3.0 mm
L z 220 mm

Polystyrene particles
_m 694 mg s� 1

� p 1050 kg m� 3

�Dp 440 µm

nation of the velocity, as will be explained in Section 4.2.3on particle velocity. Finally, to
illustrate the development of the particle position and velocity with streamwise position,
all measurements were performed at a segment in the middle as well as at the bottom of the
duct. The parameters of the experiments are summarized in Table 4.1.

4.2.2 Particle position

The positions of the particles are extracted from the images by Digital Image Analysis (DIA).
Theim�ndcircle function from MATLAB's Image Processing toolbox is used to detect (seg-
ment) the particles. This function processes the image with an edge �lter on which result
the Hough transfer for circles is applied. The Hough transfer basically matches for every
pixel how well the surrounding of the image looks like a circle of certain radius. If it matches
well enough it is considered a circle. For full details on the algorithm we refer to Atherton
and Kerbyson (1999) and Yuen et al. (1990) or MATLAB's (online) help. The algorithm could
detect the particles position and radius within one pixel accurate, that is 1/15-th of the parti-
cle diameter. Soif a particle is detected by the algorithm, its position is detected accurately
within one pixel. However, sometimes a particle was not detected at all (false negative)
or a feature in the background was erroneously detected as a particle (false positive). The
in�uence of the false positives and negatives on the algorithm's accuracy is assessed in the
following section.

Accuracy

An important input parameter of the MATLAB functionim�ndcircle is the sensitivity pa-
rameter which determines whether some feature in the image resembles a circle su�ciently.
Setting it too low will yield false negatives, setting it too high will yield false positives. To
asses the accuracy of the detection algorithm and in�uence of this `sensitivity' parameter,
its results need to be compared to a so called ground truth. In this work we choose to derive
such a ground truth, by selecting the particles manually. The results of the segmentation
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Figure 4.2 � The accuracy of the algorithm in comparison with a manually selected ground
truth. For all �gures, the number of detected particles is shown as function of the lateral
(y) position and show the results for di�erent settings of the sensitivity parameter. The
number of detected particles are normalized to the total number of ground truth particles
divided by the bin width. The left �gure shows the number of detected particles that are
actual particles (true positives). The middle �gure shows the detected particles that are
not really particles (false positives). The right �gure shows the particles that the algorithm
failed to detect (false negatives) For this assessment, 10 frames with on average 100 particles
have been used.

algorithm are compared to this ground truth for di�erent settings of the sensitivity param-
eter. From this we derived which particles are determined correctly as particles, i.e. the true
positives, as well as the false positives and false negatives. In Fig. 4.2 the false positives and
negatives are shown as function of their position between the two walls. This illustrates
that as long as the parameter is set between 0.87 and 0.9, most particles are detected (only
few false negatives) and also most detected particles are actual particles (only few false pos-
itives). Moreover, the false negatives and false positives do not show any bias with respect
to the lateral position (y-position) using that setting. This shows that the results of the algo-
rithm are reliable. However, it should be noted that the above procedure was only done for
one measurement and for only ten frames, as it is very time consuming. It may be possible
that for di�erent measurements with e.g. di�erent exposure times, this is di�erent. For the
remainder we assume it is not. As a matter of fact, it was observed that for denser �ow,
both the number of false positives and false negatives decreased relative to the number of
true positives.

When the particle positions are detected, a 2D histogram of their occurrences at certain
(y; z)-position can be determined. An example is shown in the left �gure of Fig. 4.3. Note
how at some positions very high occurrences are found. They can be recognized by the
dark red spots at e.g.y = 0.5 andz=850 orz=1200. These are not caused by particles, but by
some feature in the background, like a scratch in the back plate. As these are obvious false
positives with an occurrence of more than 10 times more than the surrounding bins, they
are �ltered out. In Fig. 4.3 this �lter is demonstrated. A peak aty = 0 :7 is visible for the
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Figure 4.3 � Left:The 2D histograms of the occurrence of particles at a certainy; z position.
Wherez is the streamwise direction andy the lateral direction. Right: PDF of the position
between the two walls with and without �ltering of the data. Note that this is the projection
on they-axis of the left �gure and how the peak aty = 0 :7 is removed due to �ltering.

un�ltered data, but it disappeared for the �ltered data while they are the same for all other
value ofy. In the 2D histogram, some features are visible e.g. a vertical red line structure at
y � 0:7 or a diagonal blue line at0 < y < 0:75 and1300< z < 1450. By projecting the
2D image to they-axis, these features are averaged out and therefore no longer visible in
Fig. 4.3. This makes the 1D Probability Density Function (PDF) robust to local false positives
and negatives.
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4.2.3 Particle velocity

To determine the velocity of the particles, the Particle Image Velocimetry (PIV) algorithm
of LaVision's softwareDavisis used. PIV is a classic experimental technique with which
the velocity �eld of a �uid can be determined. This is achieved by acquiring frames of the
�uid in which tracer particles are suspended. Each frame is subdivided in so-called interro-
gation areas; the average inter-frame displacement of all particles inside the interrogation
area is determined by performing pattern matching on the two frames (through a cross-
correlation). This leads to the average velocity of the particles ensemble. In a two phase
system, not the velocity of the �uid but of the particulate phase can be of interest as is the
case for the system under consideration here. In this case the particulate phase serves as
tracer particles. For both cases however, it holds that su�cient particles should reside in
the interrogation area to have a su�ciently accurate velocity estimate. Consequently, the
interrogation area should be su�ciently large. As a rule of thumb, an interrogation area
should have size of about 5 particle diameters. However, the duct used in this work is only
about 7 particle diameters wide, resulting in a very poor resolution over the channel's width.
Therefore, in this study it is chosen to have an interrogation area of one particle diameter
instead. In this case, pattern matching will not be performed on an ensemble of particles,
but rather on the (ensemble) of features of one particles. In the right image of Fig. 4.4, an
example of a captured image is shown. It is clear that particles cannot be recognized only
by their contour, but also by two glare points. As both these glare points are bright, the
PIV estimate is based on their displacement instead of the displacement of the one particle
residing in the interrogation area. Moreover, these two glare points maintain their relative
distance among di�erent frames. This should both improve the displacement estimate of
the PIV algorithm.

The Davis software itself cannot detect where the particles are. Therefore, the positions
of the particles determined by the aforementioned MATLAB script are used. In this way,
only the velocity from the interrogation areas that belong to a particle are used to determine
particle velocities. The results of the remaining interrogation areas are neglected. It turned
out that using the interrogation area closest to the center of the particle, gives the best
estimate for the actual velocity of the particle.

As this is not a standard way of using PIV, we rather refer to this as a hybrid PIV-PTV
method. To show that this is a valid way of determining the particle velocity, validation has
been done using arti�cial images. The radii of the particles are drawn from a distribution as
determined from particles in real images. The same holds for the intensity of the glare points
and the velocity of the particles. These arti�cial images of particles are added to an image
of an empty duct to add realistic features such as scratches and dust to really challenge the
algorithm. An example of an arti�cial and a real image are shown in Fig. 4.4.

By comparing the imposed velocity to the velocity determined by our hybrid PIV-PTV
algorithm, the exact error can be assessed. In Fig. 4.5 the distribution of the error is shown
for both lateral and streamwise directions. The error in both directions seems to be nor-
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Figure 4.4 � Arti�cial image with 100 particles per frame (left), with 20 particles (middle)
and a real image with 20 particles per frame (right).

mally distributed with some outliers, especially for the streamwise velocity component.
Most importantly, the distribution has a mean of approximately zero. As a consequence, by
averaging over an increasing amount of individual particle velocity measurements at a spe-
ci�c location, an increasingly accurate estimate can be made of theaverageparticle velocity
at that location. The error in such an average velocity measurement can be derived from
the distribution of the error for the displacement. We will now discuss this in detail.

When one tries to determine an estimator�̂ and�̂ for the actual mean (� ) and standard
deviation (� ) one could use the sample mean (�X ) and standard deviation (S). However, in
this case a very wide distribution is found which does not represents the data very well (red
line). This is caused by the outliers as they weigh disproportionately heavy on particularly
the standard deviation. These outliers can be removed by calculating the statistics deviation
on a subset of the sample, that is all data that falls within�X � 2S; the mean and standard
deviation of these subsets are referred to as�X 2S andS2S , respectively. The corresponding
distribution is also plotted in Fig. 4.5 by the green line which is indeed a better description
of the sample distribution. In all cases the outliers consist of less than 5% of the data. Thus
the estimators are given as

�̂ = �X 2S and �̂ = S2S : (4.3)
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Table 4.2 � Overview of distribution of the particle displacement error.N f is the typical
number of particles per frame andN is the total number of sampled particles.�X andS are
the average and standard deviation of the distribution of displacement errors, while�̂ and
�̂ are estimates of the average and standard deviation after �ltering out outliers (see main
text for details). The last column shows the estimated error�̂ � in the mean displacement.
All values are in pixels.

N f N Direction �X S �̂ �̂ �̂ � = �̂=
p

N

20 23,000 y 0.002 0.87 0.007 0.5 3 � 10� 3

z -0.605 2.33 -0.25 1.1 7 � 10� 3

100 23,000 y -0.000 1.12 -0.004 0.7 5 � 10� 3

z -0.361 2.72 -0.20 1.8 12� 10� 3

The values of the statistics are shown in Table 4.2; note how the accuracy is barely in�u-
enced by the number density. The typical displacement of the particles iny- andz-direction
is typically 1 pixel/frame and 10 pixels/frame, respectively. This makes the individual par-
ticle displacement errorS2S up to 70% and 20% of the typical displacement, respectively.
Consequently, when one particle displacement is measured, it should be realized there is
a relatively large uncertainty in the actual particle velocity. However, because the error is
a normal distribution around zero, the standard error in the mean displacement is given
as�̂=

p
N , which decreases with increasing number of sampled particlesN . The examples

in this work focus on velocity distribution in lateral direction. We ensure that for every
y-position more than 23,000 particles are measured by increasing the number of frames.
The corresponding uncertainty in the velocities is very low (� 0:1%), as shown in the last
column in Table 4.2.

Finally, we want to show here how the background can in�uence the result. As shown
in Fig. 4.4, the background can contain some bright pixels forming line structures as espe-
cially visible near the left wall. This is a consequence of the high magni�cation. This will
make it harder for the algorithm to determine the actual velocity. The number of times a
certain error occurred at a certainy-position fory- andz-displacement, is shown in Fig. 4.6.
In both cases, the spread in the error near the left wall is slightly larger, however still cen-
tered around zero. Consequently, the measurements are unbiased to the position and are
insensitive to a non-smooth background.

4.3 Results and Discussion

4.3.1 Particle position

In Fig. 4.7 examples are shown of 2D histograms as a function of the particle position in
the streamwise (z) and lateral (y) direction. These histograms can be projected on they-
axis, yielding a 1D lateral position PDF as shown in Fig. 4.8. In this �gure, the results are
shown for di�erent streamwise sections (middle and bottom) and for di�erent super�cial
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Figure 4.5 � The distribution of the error for the displacement iny- (left) andz-direction
(right). The bars indicate the normalized histogram of the actual errors. The red line in-
dicates the normal distribution with sample mean and standard deviation. The green line
indicates the normal distribution with the mean and standard deviation of only the data
that falls within �X � 2S.

Figure 4.6 � The distribution of the error of y- (left) andz-displacement (right) as a func-
tion of they-position. Results for arti�cial images with 20 particles per frame. The left and
right wall are located at 20 and 140 px, respectively.
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Figure 4.7 � Examples of 2D histograms of the occurrence of particles at a certainy; z
position. Wherez is the streamwise direction andy the lateral direction. Histograms are
determined from the middle section (left) and the bottom section (right).

gas velocities. The PDF's are averaged over 3 or more data sets; the error bars indicate the
standard deviation of this estimator. Before discussing the observed trends, one should �rst
notice that the error bars are sometimes of the same order of magnitude as the di�erence
between di�erent cases. This is mainly important near the walls. A major reason for this is
that the di�erent measurements over which is averaged, sometimes do not have their walls
at exactly the same position. The shift is only small, about one bin width or 20% of a particle
diameter. But a small shift in horizontal direction yields a big di�erence in histogram height
because of the steepness of the graph around the peaks. This introduces a larger standard
deviation than one would estimate based on the shapes of the graphs. Furthermore, one
should notice that the measured PDF's are symmetric in the sense that peaks are shown
on both walls. However, the shape of the peak is di�erent for the two walls. This asym-
metry is partly caused by positioning of the camera, as it is hard to position the camera
exactly perpendicular to the duct; even a small declination deteriorates the symmetry. But
it might also be caused by a too short measurement time such that the statistics are not
fully converged yet. Despite these di�culties, the trends discussed in the following, hold
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Figure 4.8 � PDF's of the lateral particle position (between two walls) for di�erent gas
velocities (see legend). The left and right �gure show the middle and bottom section of
the channel, respectively. The error bars indicate the standard deviation of the mean PDF
among di�erent data sets.

for all cases investigated. This suggests that the observed trends can indeed be attributed to
the changes of the operation conditions instead of measurements inaccuracies or random
variation around the mean.

The most apparent observation is that peaks are visible near the walls for all cases.
Hence, these measurements conclusively show that a particle is more likely to reside near
the wall than in the center. Furthermore, with increasing gas velocity the peak becomes
lower, broader and shifts to the center. Both observations are in agreement with Yao et al.
(2006) who also measured the particle distribution in a pneumatic conveyed duct. They
measured that the particle charge is su�cient to make the particles deposit on the wallsif
the gas velocity is su�ciently low; otherwise, particle movement is dominated by particle-
gas interaction. In our experiments, the electrostatic wall-particle interaction can dominate
particle-gas drag because polystyrene is known to acquire electrostatic charge easily. As a
matter of fact, the charging of the particles can indeed be measured using this device and
the results are shown in Chapter 6.

Note that the shift of the peak is much more pronounced in the bottom section. Results
of the velocity as presented in the next subsection, are in agreement with this migration of
particles from wall to center.

4.3.2 Velocity

Next we investigate the spatial distribution of the particle mean velocity. In Fig. 4.9 the 2D
histograms of the particle mean velocity and standard deviation are shown as a function
of the (y; z)-position. Note that there is not much di�erence in the streamwise direction,
except for the blue spot at the middle right of the mean streamwise velocity (middle right
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Figure 4.9 � Two dimensional histograms of the mean and standard deviation of velocity
in the lateral (y) and streamwise (z) direction. Outer left: mean ofvy ; middle left: standard
deviation ofvy ; middle right: mean ofvz ; outer right: standard deviation ofvz . Note that
when vy > 0 it moves from left to right, and forvy < 0 vice versa. The results in this
�gure are for the lowest gas velocity of 2.5m s� 1 .

�gure). This blue spot however, is centered around the place where no or very few particles
are detected as illustrated by the PDF of the particles positions in Fig. 4.8. Another obser-
vation is that the mean streamwise velocity clearly increases with increasing streamwise
position. Furthermore, some speckles are observed in all 4 plots; these are positions where
the algorithm su�ers from background features.

The 2D histograms can be projected to they-axis, as was also done for the spatial posi-
tion PDF. Such a projection will average out the erroneous speckles discussed above. The
results are shown for the mean and standard deviation of the streamwise velocity in Fig. 4.10
for di�erent gas velocities and streamwise sections (middle and bottom). For all cases, it
is observed that the mean streamwise particle velocity is �at in the center and decreases
slightly towards the walls.

Another observation is that the particle velocity increases with gas velocity. For the low-
est gas velocity, the particles reach almost the super�cial gas velocity for all cases. However,
if the super�cial gas velocity is increased, to 8 or 15m s� 1, particles only reach a velocity of
3 - 4 or 5 - 6m s� 1, respectively. At �rst sight this could be explained by comparing the par-
ticle Stokes relaxation time, which for our particles is equal to� St = � pD 2

p=(18� g) = 0 :49
s, against the residence time in the duct, which is equal to� r = L z=�vp;z = 0 :1 s if the low-
est gas velocity (2.5m s� 1) is taken as the averaged particle velocity. So even for the lower
velocity of 2.5m s� 1 we have� r < � St , and consequently the particle will not fully reach its
terminal velocity. This analysis implies that the particle velocity will keep increasing with
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streamwise position until the particle exits the duct or the terminal velocity is reached. This
is true for the lower gas velocity. However, at the two higher gas velocities the particle ve-
locity does not increase between the middle and bottom section, and even decreases a little.
In this chapter we focus on the PIV/PTV method development, and therefore decided to
refrain from the full analysis and explanation of this seemingly surprising e�ect. This wil
be detailed in Chapter 6, where these measurements will be compared with results obtained
from our DEM-CFD model described in Chapter 2.

In the bottom row of Fig. 4.10 the standard deviation of the streamwise velocity is shown.
In all cases, the standard deviation is constant in the center and increases towards the walls.
This is stronger for the lower mass rate, especially in the lower section (lower left �gure).
The increase in standard deviation near the walls can partly be explained by the intrinsic
spread in the standard deviation within one bin; the streamwise velocity pro�le is steepest
near the wall and decreases towards the center.

In Fig. 4.11 the mean and standard deviation of the velocity in the lateral direction is
shown. In all cases the velocity is zero in the center, while it is positive at the left wall and
negative at the right; this e�ect increases with increasing gas velocity. Hence the particles
have an increasing velocity towards the center at both walls with increasing gas velocity.
Consequently, there must be a net migration of particles awayfromthe walls which is more
pronounced at high gas velocity. Also note that this migration is fully consistent with the
decrease of the near-wall peak observed in the spatial PDF's in Fig. 4.8. This migration
phenomenon can be caused by the still developing �ow as this yields a �ow of the gas to
the center. In case of single phase �ow with a �at, irrotational in�ow pro�le, the boundary
layer thickness� grows as� =

p
2� gt=� g �

p
2� gz=(� gvbg) with t the time elapsed since

the �uid has entered the duct which can be approximated ast � z=vbg if we assume that
the gas velocity in the core region will not di�er too much from the super�cial gas velocity.
For vbg = 8 m s� 1 and vbg = 15 m s� 1 this yields a boundary layer thickness of 1 and
0.7mm, respectively, at the end of the duct. On the other hand, forvbg = 2 :5 m s� 1 the
�ow has fully developed after a streamwise distance of approximately 70mm. Furthermore,
there is a gradient of the streamwise velocity iny-direction and the particles are moving
slower than the gas. Hence a lift force pointing from the walls is exerted on the particles.
As this gradient will be larger for higher gas velocities, the lift force will increase. Again a
full explanation will be reported in Chapter 6.

Finally, we discuss the standard deviation of the lateral velocity of the particles as shown
in Fig. 4.11. This quantity is a measure for the absolute magnitude of the velocities in lateral
direction. In all cases it is �at in the center and decreases towards the walls. Note that
this is qualitatively di�erent from the standard deviation of the streamwise velocity, which
increases toward the walls. The decrease of the particle lateral velocity near the walls might
be caused by the lubrication force. This force describes the dramatic increase of the drag
when when a particles' distance to the wall becomes smaller than a its diameter. Indeed
the standard deviation starts to decrease when the center of the particle is of this order of
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Figure 4.10 � The upper and lower row show the mean and standard deviation of the
streamwise velocity (vz ). The left and right column show the results for the middle and
bottom section, respectively. The results are shown where the particle center of mass is
more than one particle radius from the wall,0:13 < y=L y < 0:87. The di�erent lines
indicate the results for di�erent super�cial gas velocities,�vg in m s� 1 . The results for the
bottom section with�vg = 8 m s � 1 are omitted between0:3 � y=Ly � 0:575because too
much fouling occurred at those position during that experiment.

magnitude, at1:5Dp = 0 :2L y .

4.4 Conclusions
In this chapter we developed a method to determine the distribution of particle positions and
average particle velocities accurately in two phase gas-solid �ows through small, narrow
channels. This is achieved by using a Hough transform to acquire the positions and PIV
for the particle velocity, using an interrogation area of one particle diameter. The latter
is possible because here the particle image contains two bright spots, which are the glare
points caused by the two frontal positioned lights.
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Figure 4.11 � Same as Fig. 4.10, but now for the lateral velocity (vy ). Note that when
vy > 0 it points from the left to right wall, whenvy < 0 from right to left wall, which is
the case at the left and right wall respectively. The lateral velocity is consequently pointing
towards the centers at both walls.

This hybrid PIV-PTV method will outperform PTV if the segmentation of the particles is
a problem: PTV strongly depends on the detection of particles, while this method does not.
Such particle segmentation problems can occur when lighting is poor, contrast between par-
ticle and background is low, or the background is feature rich. It should be noted that PTV
is computationally less demanding than the method proposed in this chapter. Moreover, for
PTV the inter-frame displacement can be a large fraction of the nearest neighbor distance,
while for our method the inter-frame displacement should be less than the interrogation
area because just as with normal PIV the particle should not leave the interrogation area in
between two frames. For dilute �ows this leads to requirement of a higher frame rate of the
images in our method compared to standard PTV.

Compared to PIV, our hybrid method has the bene�t that it will work with a much lower
source density, as for example found in pneumatic conveying. Furthermore, it allows a much
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higher spatial resolution of the mean particle velocity, than PIV because the velocity of
individual particles is determined instead of the ensemble of particles inside an interrogation
area of a few particle diameters large. This is desirable when one wants to investigate the
velocity development over a distance smaller than the size of an individual particle. This
is often the case when the particles are large compared to the dimensions of the con�ning
geometry, as is the case in the examples shown in this chapter. If the �ow is so dense that
multiple particles reside in the interrogation area, the hybrid PIV-PTV method will break
down as it will be impossible to determine individual particle velocities. In such a case it is
better to use PIV instead.

In summary, the hybrid PIV-PTV method is applicable at any scale where PTV is not
feasible due to di�culties in segmentation of the particles or PIV is not feasible because the
required resolution of the velocity distribution is less than a particle diameter.

In this chapter the hybrid PIV-PTV method has been applied to a system where particle
velocities up to 8m s� 1 were measured while the illumination was done with LED. The PDF
of lateral particle position was measured, together with the mean streamwise and lateral
velocity. It was shown that in this system particles tend to be closer to the wall and that
this e�ect decreases with increasing super�cial gas velocity. Furthermore, it was shown
that the particles have a higher velocity with increasing super�cial gas velocity. The third
quantity shown was the mean lateral particle velocity as function of its lateral position. The
lateral velocity is zero in all cases, except for particles near the wall, for which the average
velocity pointed away from either wall and increased with increasing gas velocity. This is
in agreement with the decreasing near-wall peaks of the spatial PDF with increasing gas
velocity. The last illustrative result shown, was the standard deviation of the lateral particle
velocity as function of particle lateral position. It was shown that the standard deviation
increases with increasing gas velocity and is smaller near the walls than in the center of the
channel. In the discussion some speculations on the reasons for all these observations are
given.

4.5 Outlook
Now the method to determine particle positions and velocities has been demonstrated, re-
search on the results can be performed to understand the system behavior. In Chapter 6,
these results will be related to measurements of the amount of charge the particles acquire.
Furthermore, a more detailed study on the system is performed there using a numerical
approach using DEM-CFD. The measured quantities as presented in this work can also be
acquired using DEM-CFD and therefore constitutes an excellent and detailed data set to
validate the DEM-CFD model.
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Extended model description

5.1 Introduction
In Chapter 2, a model was introduced to simulate the tribo-electric charging of particles
which are pneumatically conveyed through a duct. The results of the experiments reported
in Chapter 4 suggested a major in�uence of lift forces on the particles. Therefore, this
chapter focuses on the di�erent available closures for lift forces as well as their numerical
implementation in the DEM-CFD code (Section 5.4). Furthermore, because the experiments
in Chapter 4 were conducted in a system with a relative large ratio between particle and
duct diameter, it is necessary to modify the simulation model to allow for the inter-phase
mapping to span several computational cells, as will be detailed in Section 5.5.

5.2 General model description
To model the experimental set-up as described in Section 4.2, the CFD-DEM framework has
been adopted. The �uid phase is resolved by solving the Navier-Stokes equation on a grid
while the trajectory of each individual particle is resolved by integrating Newtons second
law. Because of the two-phase nature of this �ow, the modi�ed continuity and Navier-Stokes
equation (Anderson and Jackson, 1967) are applied to compute the �uid phase dynamics

@("� f )
@t

+ r � ("� f u) = 0 ; (5.1)

@("� f u)
@t

+ r � ("� f uu ) = � " r p+ r �
�

"� f

�
(r u) + ( r u)T

��
� Sf ! s + "� f g: (5.2)

71
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In these equations,� f , u, p and � f are the �uid density, velocity, pressure and viscosity,
respectively;g is the gravitational acceleration. The presence of particles is re�ected in
the porosity, or void fraction," , and the sink termSf ! s which accounts for the interfacial
momentum exchange between the particles and the gas (Eqs. (5.6) and (5.21)). To solve
this set of equations, a semi-implicit, �nite di�erence method is adopted using the SIMPLE
scheme for the pressure-velocity coupling. The following boundary conditions for the �uid
phase are prescribed: at the inlet a uniform gas velocity is prescribed; at the walls no-
slip; at the exit constant pressure. No turbulence model has been applied, because even
for the highest velocities at most a very mild turbulence is expected (ubg = 15 m s� 1 yields
Re � 3000). Following Bagchi and Balachandar (2003) it can be shown that the drag exerted
on particles is not in�uenced by turbulent contributions. It is therefore su�cient to only use
the mean gas velocity. The mean gas velocity will not alter much for these channel Reynold
numbers, and neglecting turbulence is therefore justi�ed. Furthermore, the residence time
of particles is about the same as the particle relaxation time. Hence, the particle trajectory
cannot be altered much by the small, short, random velocity �uctuations due to turbulence.

To resolve the (solid) particle dynamics Newtons second law of motion is numerically
integrated, taking into account all relevant forces:

mp
dv p

dt
= Fg + F r p + Fd + F c + Fel + F l

I p
d

dt

= T c + T h :
(5.3)

wheremp, v p, I p and
 are respectively the mass, velocity, moment of inertia and angular
velocity of the particle. The di�erent forcesF and torquesT are given in Tables 5.1, 5.2
and 5.4. The �uid-particle drag force is modeled using the recently published closure of
Tang et al. (2015) which is based on Direct Numerical Simulation results. The closure is
given by Eq. (5.6). The contact forceF c;i Eq. (5.8) exerted on particlei is obtained as a sum
over all contacting particles or wallsj . This force is modeled with a linear spring dash-
pot model in both normal and tangential contributions (Cundall and Strack, 1979; Van der
Hoef; Van Sint Annaland, et al., 2008). The collision parameters are summarized in Table 6.1
and are derived using Jackson et al. (2010), Lorenz et al. (1997), and Moysey and Thompson
(2007).

The hydrodynamic torque,T h is taken from the results of Dennis et al. (1980) and are
shown in Eq. (5.13). Although not explicitly simulated, Dennis et al. speculated that the
closure also holds for higher Reynolds number, based on the analytical studies of others.

The electrostatic forceFel between particles is calculated using Coulombs law (Eq. (5.15)).
The electrostatic interaction with the conducting walls has been modeled using the method
of images. When two conducting walls are parallel, an in�nite sum of images of images is
required. In Chapter 2, it is described how to treat this accurately and e�ciently: for inter-
actions with particles in the near-�eld, an integral approximation is used; for particles in
the far-�eld, an analytical expression is used. Unfortunately, these expressions are derived
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for two parallel plates and cannot easily be extended to a squared duct with more than two
parallel walls. Therefore, here all electrostatic interactions are calculated by the direct sum
of all particle-particle and particle-image interactions Eqs. (5.15) and (5.16). In Chapter 2,
the analytical expression for the far �eld was also used to derive an estimate for the cut-o�
distance: the combined in�uence of all the particles beyond this distance is less than 1% of
gravity and is therefore safely neglected. This derivation can still be used for a squared duct
with more than two conducting walls. As a matter of fact, this estimate becomes even more
conservative with more conducting walls. This is due to the extra image(s) these conducting
wall(s) introduce which screen the charge of the particle and thus reduce its electric �eld
strength. This estimate yields a cut-o� distance of2 � r c=Ly � 3 which is much smaller
than the length of the ductL z � 100L y .

5.3 Charging model
In Chapter 2, a model was proposed for the tribo-electric charging of the particle. It was
shown that the total charge that the particle acquires during its travel through the duct,
was very sensitive to the parameters of the model in a non-linear fashion. Therefore, in
Chapter 3 the parameters for the model have been independently determined using sin-
gle particle, single impact experiments. The same model will be used in this chapter, but
now with those experimentally determined parameters. The model basic equations will be
summarized brie�y.

Based on the experimental observation that the acquired charge scales with the contact
area the following model is used for the acquired charge:

� q = � eqA �
c : (5.17)

Here� eq is the equilibrium charge density and is determined from our experiments reported
in Chapter 3. This value was key in determining the acquired chargeand was observed to
vary widely between particles. Therefore, in our updated model� eq is di�erent for each par-
ticle in the simulation by assigning it a value drawn from the measured normal distribution
reported in Chapter 3. In Eq. (5.17),A �

c is the e�ective contact area de�ned as

A �
c = �A c

�
1 �

Acharged

Ap

�
; (5.18)

where� is a �tting parameter from our single particle experiments,Ac(vp;n ) is the maximal
contact area based on the normal impact velocity and Hertzian contact theory (see Eqs. (2.31)
and (2.32)). The term between brackets accounts for the fact that the part of the surface that
is already charged, cannot attain any more charge;Acharged = q=� eq is the area of the
particle that is fully charged;Ap is the total surface area of the particle.

5.4 Li� force
Results reported in Chapter 4 suggest that lift forces play an important role in the particle
dynamic. Furthermore, it is also found in literature that lift forces should in general be ac-
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Table 5.1� Overview of implemented forces. The equations for the other particle interac-
tions are given in Tables 5.2 and 5.4

Gravity

Fg =mp gez (5:4)

Pressure force

F r p = � Vpr p (5:5)

Drag force

Fd = 1
2 � f "2 CD ku relku rel (5:6)
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Contact forces and torque

F c;i =
N cP

j =1

�
Fn;ij + F t;ij

�
(5:8)
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�
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Hydrodynamic torque

T h = 1
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 = � f D 2
pk
 relk=� f
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Table 5.2� Equations for implementation of the electrostatic interactions. The equations
for the other interaction are given in Tables 5.1 and 5.4

Electric forces

Fel;i = � qi r i � i (5:14)

� i =
N pX

j =1

8
>><

>>:

qj

4�" 0

1X 0

m =0

(� 1)m

N imX 0

n = � N im

�
A ij;n;m � B ij;n;m

�
for zij � zc

0 for zij > z c

(5:15)

where
X 0

indicates that the zero-th index of summation is omitted ifi = j ,

A ij;n;m =
� �

x i � (� 1)m x j
� 2

+
�
zi � zj

� 2
+

�
yi � yj + 2n L y

� 2
� � 1=2

B ij;n;m =
� �

x i � (� 1)m x j
� 2

+
�
zi � zj

� 2
+ ( yi + yj + (2 n + 1) L y )2

� � 1=2
(5:16)

counted for when modeling pneumatic conveyed powders (Fokeer et al., 2004). Therefore,
the lift forces are included in the model described here. Note that this is di�erent from Chap-
ter 2, where lift forces were neglected. The lift force is by de�nition the force perpendicular
to the slip velocity (like the drag force is de�ned parallel to the slip velocity). Consequently,
it is convenient to scale the lift force equally to the drag force with� f � R 2

p u2
rel=2 to acquire

the non-dimensional lift force coe�cientCL .
It is well understood that the lift force is caused by rotation of the particle and the

�uid, as they cause an asymmetry of the �ow around the particle. These two lift forces are
often referred to as the rotational or Magnus lift force and the shear or Sa�man lift force,
respectively. However, that is as far as the knowledge reaches as a precise quantitative
understanding for all situations is still lacking. In order to go into more detail of current
understanding, three non-dimensional groups are introduced that fully describe the �ow
around a particle regarding lift forces. These are the particle Reynolds number, the non-
dimensional vorticity (or shear rate)! � and non-dimensional particle rotation
 � :

Rep =
� f urel Dp

� f
; ! � =

Dp!
urel

; 
 � =
Dp 

urel

; (5.19)

where ! is the vorticity of the �ow, which in most literature studies is assumed to corre-
spond to a simple shear �ow type. For example, for a �ow velocity in the x-direction with
a gradient in the y-direction we simply have! = dux =dy. Much of our current under-
standing is obtained from asymptotic analytical studies of which Rubinow and Keller (1961)
and Sa�man (1965) are the �rst and most well-known; the �rst derived the lift due to par-
ticle rotation (Eq. (5.26)), the latter added also the in�uence of �uid rotation (Eq. (5.22)).
McLaughlin (1991) extended the work of Sa�man to largerRep but still to a range too lim-
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