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Abstract: Reconfigurable Intelligent Surfaces (RISs) not only enable software-defined radio in modern wireless communication networks but also have the potential to be utilized for localization. Most previous works used channel matrices to calculate locations, requiring extensive field measurements, which leads to rapidly growing complexity. Although a few studies have designed fingerprint-based systems, they are only feasible under an unrealistic assumption that the RIS will be deployed only for localization purposes. Additionally, all these methods utilize RIS codewords for location inference, inducing considerable communication burdens. In this paper, we propose a new localization technique for RIS-enhanced environments that does not require RIS codewords for online location inference. Our proposed approach extracts codeword-independent representations of fingerprints using a domain adversarial neural network. We evaluated our solution using the DeepMIMO dataset. Due to the lack of results from other studies, for fair comparisons, we define oracle and baseline cases, which are the theoretical upper and lower bounds of our system, respectively. In all experiments, our proposed solution performed much more similarly to the oracle cases than the baseline cases, demonstrating the effectiveness and robustness of our method.
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1. Introduction

Modern wireless communication systems are expected to offer not only better quality of service (QoS) but also software-defined radio for diverse ubiquitous applications [1]. To realize these expectations, (beyond) fifth-generation (5G) mobile telecommunication systems consider the reconfigurable intelligent surface (RIS) as a crucial component for their capability to customize radio frequency (RF) propagation properties, enabling configurable wireless networks [2–4]. Specifically, the RIS contains a two-dimensional array of discrete elements, whose electromagnetic impedance are individually tunable [5,6]. This theoretically supports artificial manipulation of signal reflection, diffraction, refraction, polarization, and absorption [7–9].

Leveraging higher-frequency RF for faster data rates is generally accepted for modern communication networks [10,11], whereas it results in more severe signal attenuation when there is no line-of-sight (LoS) link between the base station (BS) and the device of interest (DOI) due to weaker diffraction abilities [12,13]. Therefore, among the mentioned RIS functionalities, controlling the signal reflection properties is the most influential one, since it prevents excessive received signal strength indicator (RSSI) drop by constructing an RIS-assisted link to reflect the incoming signal to the direction towards the DOI in non-line-of-sight (NLoS) areas [14,15]. RISs achieve this by assigning suitable complex-valued (CV) RIS codewords to specify the beamforming configurations of all RIS elements [16,17].
Such enhancement particularly promotes research on the localization problems in RIS-enhanced environments. Conventional localization techniques in wireless communication networks utilize time of flight (ToF) [18] and RSSI [19], among other things, to obtain high-accuracy location estimation in different scenarios [20]. However, these methods cannot be directly adopted in RIS-enhanced environments, since the RIS changes original signal propagation properties, inducing wrong inferences of distances or locations.

Some related studies proposed sophisticated communication models and utilized 3D geometric information to either directly calculate DOI positions or analyze estimation error bounds [16,21,22]. However, all these works require detailed CV channel gains/matrices among BSs and DOIs based on accurate field measurements (e.g., ray tracing and wave optics [8]), which are hardly available in practice. Meanwhile, since multiple-input, multiple-output (MIMO) [23] orthogonal frequency-division multiplexing (OFDM) [24] is an accepted paradigm for modern wireless networks [25], as the numbers of BSs and DOIs increase, these models have to consider more and more data links on all sub-carriers between devices. Hence, the fast-growing complexity of these methods leads to long inference time [26], which severely limits their usability in real-world deployments. Considering these drawbacks, other solutions measure the RSSI from known BSs for data-driven fingerprint-based localization [27–30] in RIS-enhanced environments [31–33], as the fingerprints are much easier to collect than field measurements [34] and are far simpler than CV channel matrices [33,35]. However, these methods usually involve cooperation with optimized RIS codewords to provide high-accuracy localization, which unrealistically assumes that the RIS is solely deployed for localization rather than more pressing demands in modern high-frequency wireless networks, such as enlarging the signal coverage and increasing the overall network throughput [8,32]. These approaches also share a common disadvantage in that the CV RIS codewords are indispensable during location inference, which means there are huge additional communication burdens when transmitting large CV vectors to DOIs.

In RIS-enhanced environments, the fingerprints are affected by not only locations but also codewords. The RIS codewords may change at any time, and as such, the dataset containing RSSI measurements used for offline training is unlikely to contain fingerprints corresponding to all possible codewords. Then, during online inference, the localization system will possibly make inferences using fingerprints of unknown codewords, leading to large estimation errors, because the location estimator only fits the codeword distribution of the training dataset. In the field of statistical learning, such performance degradation caused by differently distributed training and test data is known as a domain generalization (DG) problem [36], where the domain here contains all possible RIS codewords.

Fortunately, as codewords directly control signal propagation in RIS-enhanced environments, the impact of codewords on fingerprints is not irregular. This observation inspired us to learn from this correlation and try to decouple the dependency of fingerprints on codewords to obtain codeword-independent representations of fingerprints for localization in RIS-enhanced environments. Such a system will only be able to generate fingerprint representations highly related to locations. By doing so, we can (i) solve the RIS codeword domain generalization problem and avoid large estimation errors for fingerprints of unknown codewords, and (ii) predict the locations without the corresponding codewords during online inference.

We realized this idea using adversarial learning applied on the codeword domain using a domain-adversarial neural network (DANN) [37] framework consisting of three parts, i.e., a fingerprint feature extractor, a location estimator, and a codeword discriminator. Specifically, during the offline training stage, the feature extractor and the location estimator together behave like conventional fingerprint-based localization systems, i.e., minimizing the location-estimation error. Simultaneously, the codeword discriminator performs adversarial learning on codewords by reversal gradients during backpropagation to guide the feature extractor to generate codeword-independent representations. Our main contributions are as follows:
1. We analyze the localization problem in RIS-enhanced networks in depth and propose a novel paradigm without additional assumptions on the RIS codewords, which also supports online inference without codewords.

2. We propose a localization solution based on codeword-independent representation learning using the domain-adversarial neural network framework to solve the DG problem.

3. Our proposed solution is extensively evaluated using the DeepMIMO dataset [38]. We designed oracle and baseline cases for comparison, which convincingly demonstrate that our solution achieves accurate localization even for unknown RIS codewords. Additional experiments on the system parameters further demonstrate the rationality and robustness of the proposed solution.

2. Related Work

2.1. Localization in RIS-Enhanced Environments

Most research on localization in RIS-enhanced environments is model-driven. Model-driven localization methods usually have specific optimization goals to directly or indirectly facilitate localization. Wymeersch et al. [39] utilized Fisher information analysis [40,41] to select the best RIS codewords for localization. Elzanaty et al. [21] designed an RIS codeword optimization scheme to maximize the signal-to-noise ratio at the DOI to facilitate localization, and provided analysis on the Cramér–Rao lower bound [42] of the localization error. These works, however, are only feasible when the channel gains/matrices among BSs, DOIs, and the RIS are known, which requires accurate field measurements (e.g., ray tracing [8]), thereby greatly restricting their applicability. Meanwhile, modern communication networks usually adopt MIMO antennas using OFDM. Consequently, as the numbers of BSs and DOIs increase, the complexity of these methods increases fast. Hence, many studies explicitly restrict the number of devices in the environment. For instance, in the analysis of Wymeersch et al. [39], the number of BSs was set to one for simplicity. The fast-growing complexity of location calculation induces unacceptable time delay during location inference when there is a vast number of requests for localization services.

Only a few works noticed the mentioned drawbacks, utilized fingerprints, and proposed data-driven methods. Zhang et al. [35] designed a codeword selection method that aims to enlarge the differences in fingerprints in adjacent positions for high-accuracy localization. They further refined this work and proposed an integrated localization system in [31], realizing centimeter-level accuracy. Huang et al. [33] also picked the best available RIS codeword, but simply for signal strength improvement, which indirectly enhances localization performance. However, the prerequisite for these methods is the RIS is deployed solely for localization, rather than more important tasks such as enlarging the signal coverage and increasing the network throughput [32]. Such assumptions are very unlikely to be met in real-world deployments. Even if realized, these methods all require RIS codewords for location inference, which results in inescapable additional communication burdens on the networks to continuously transmit large CV vectors, as requested by the DOIs. As the number of DOIs grows, the whole localization system would eventually collapse and affect the normal operations of RIS-enhanced communication systems.

2.2. Domain Generalization

Domain generalization (DG) problems [36] usually occur in deployments of statistical learning techniques due to distinct distributions of offline training data and online data. This phenomenon is very common because collecting a training dataset perfectly representing real-world scenarios tends to be impossible. Although statistical learning methods, especially for DNNs, have recognized generalization capabilities, this is only true for online data with the same distribution as the training data [43].

There are many research topics addressing the DG problem. Multi-task [44] learning reuses the data representations for training on different related tasks to help the model to perform better for the original task. However, multi-task learning models only work for
the domains they have already seen, which hardly fully solves the DG problem. Transfer learning [45,46] pre-trains the models using data from classes with numerous samples, then fine-tunes the model’s parameters with data from other classes. This canonical pipeline can be used for solving the DG problem by fine-tuning the models using data from different domains. However, transfer learning methods require data from other domains for training, which is not always available [47]. Meta-learning techniques [48,49] recently became popular as promising solutions to DG problems. Meta-learning tries to learn a universal rule from various datasets and various tasks, i.e., learning to learn [50], which is close to human learning habits. Although meta-learning methods are attractive for DG problems, their computational time is always extremely long [51]. Meanwhile, their DG performances are sometimes unsatisfactory due to incidental overfitting on training datasets [51]. Data augmentation [52] aims to generate more samples for training for greater data diversity according to the existing training dataset to fulfill DG. However, in our problem, we cannot create meaningful fingerprints without channel matrices.

Representation learning [53] aims to unify either the data representations or the inference results, or both training and inference for different domains [36,54]. When extracted data representations are invariant for different domains and only relevant to the concerned task, domain generalization is achieved. In this context, DANN [37,55] is a straightforward solution involving adversarial learning on domain labels to generate data representations that are irrelevant to the concerned domain [56,57]. DANN implements this by reversing the gradient of the domain discriminator during backpropagation [58].

3. Preliminaries

In this section, we first provide fundamental information about RISs, including their working principles and their respective methods for calculating path loss in RIS-enhanced environments. Next, we review our prior work describing the way to transform fingerprints into graphs. Finally, the training process of DANN frameworks is elaborated.

3.1. Reconfigurable Intelligent Surfaces

In communication systems equipped with MIMO antennas, the directions of beamforming depend on the constructive interference of all RF signals from radiators [59]. Figure 1 illustrates that the signal directions of two scenarios are different due to different time delays of two radiators. Such time delays are manifested as phase shifts in the frequency domain. Hence, the two radiators together in Figure 1a,b can be considered as a phase shifter.

![Figure 1. Different beamforming directions for two radiators with different time delays. In (a), two radiators emit the same signal at the same time. In (b), two radiators also emit the same signal, but the left one starts from $t_3$, inducing a different constructive interference compared with (a), thereby a left direction signal.](image-url)

RISs are capable of reflecting the incident signals in the desired directions, as an RIS contains a 2D array of such phase shifters whose phases are individually reconfigurable and controlled by assigned impedance [5]. Codewords are CV vectors characterizing phase shifts of all RIS elements. Given an RIS with $M$ elements, its codeword $\psi \in \mathbb{C}^{M \times 1}$, where for the element $m$ with a phase shift $\phi$, $\psi_m = e^{i\phi}$ [60]. Codewords determine
the RIS behaviors, which generally include two categories: anomalous reflection and focusing [61,62], as shown in Figure 2. Concretely, anomalous reflection means that the RIS reflects the impinging signals towards arbitrary directions in parallel, thereby also including the common specular reflection (the angle of incidence equals the angle of reflection). Focusing would converge the reflected signals to one point, which is very effective for a single DOI, but at the same time means low versatility. Hence, in this paper, we only consider the RIS as a pure anomalous reflector, whose function is merely the manipulation of phase shifts.

Figure 2. RIS behaviors: anomalous reflection (including specular reflection) and focusing.

In this context, assigning different codewords to the RIS can help obtain different reflection angles for different devices/functions, as shown in Figure 3. Hence, when the codewords change, shifts in RSSI values occur even for the same locations, which consequently downgrade the estimation accuracy of conventional RSSI fingerprint-based localization solutions in RIS-enhanced wireless communication systems.

Figure 3. Different beamforming directions given different codewords.

Limited by material and production costs, the number of codewords supported by the RIS is usually restricted [63]. The number of available RIS codewords \( C \) depends on the RIS’s resolution [64]. For instance, if an RIS supports a phase shift range of 180° with a 30° resolution, then \( C = (180/30)^2 = 36 \), because the RIS can manipulate reflection angles in two planes, as shown in Figure 4. An alternative way to denote the resolution is the number of bits; i.e., a resolution of \( b \) bits means \( C = 2^b \) [65]. Most current RIS prototypes support only 1 bit (\( C = 2 \)) or 2 bits (\( C = 4 \)) [66,67], and a few achieve up to 6 bits (\( C = 64 \)) [68].

3.1.1. RSSI Calculation in RIS-Enhanced Environments

The DeepMIMO dataset [38] for evaluation in this paper does not provide RSSI values, thereby we cannot directly build fingerprints for experiments. Hence, this section elaborates on the RSSI calculation method in RIS-enhanced environments using channel matrices among BSs, DOI, and the RIS given by the DeepMIMO.
To calculate the RSSI measured by DOI, a common practice is to apply a link budget model, which describes all power gains and losses during the whole signal transmission process [69]. In general, the power gains (dB) \( G_p \) come from transmitter output power and transmitter/receiver antenna gain, whereas the power losses mainly include transmitter/receiver losses (dB) \( L_p \) and path loss (dB) \( PL \) [70]. Then, applying a similar link budget model in [71], we have

\[
\text{RSSI(dB)} = G_p - L_p - PL.
\]

The values of \( G_p \) and \( L_p \) are usually given in the device documentation. To calculate \( PL \), we first assume that the RIS only affects the phase shifts, which means there is no loss in the amplitude of the incident signals. Next, our path loss model works in a MIMO-OFDM system with \( K \) sub-carriers, containing a BS with \( P \) antennas, a DOI with \( Q \) antennas, and an RIS with \( M \) elements. For the sub-carrier \( k \), the channel matrices of the direct link \( H_{DL,k} \in \mathbb{C}^{Q \times P} \) (from the BS to the DOI) and the RIS-assisted link, including \( H_{BR,k} \in \mathbb{C}^{M \times P} \) (from the BS to the RIS) and \( H_{RD,k} \in \mathbb{C}^{Q \times M} \) (from the RIS to the DOI), are provided by the DeepMIMO dataset. Figure 5 depicts the scenario we consider for path loss calculation. According to [72], for all \( K \) sub-carriers, the channel matrix of the direct link \( H_{DL} \in \mathbb{C}^{Q \times P} \) is just the sum of all sub-carrier components; i.e.,

\[
H_{DL} = \sum_{k=1}^{K} H_{DL,k}.
\]

As defined in [73], given the codeword \( \psi \in \mathbb{C}^{M \times 1} \), the channel matrix of the RIS-assisted link \( H_{RL} \in \mathbb{C}^{Q \times P} \) over all \( K \) sub-carriers is calculated as:

\[
H_{RL} = \sum_{k=1}^{K} H_{RD,k} \text{diag}(\psi)H_{BR,k},
\]

where \( \text{diag}(\psi) \) is the diagonal matrix with the entries of \( \psi \) on its diagonal. Note that the codeword \( \psi \) is the same for all \( K \) sub-carriers. Finally, using the method described in [31,35], the path loss \( PL \) in decibels from the BS to the DOI in this model is

\[
PL(\text{dB}) = 10 \log_{10} |H_{DL} + H_{RL}|^2 = 20 \log_{10} |H_{DL} + H_{RL}|,
\]

where \( | \cdot | \) means the complex magnitude. Finally, combining these formulas, we can calculate the RSSI of BSs for a DOI using the DeepMIMO dataset.

Note that we do not need this RSSI calculation step in real-world deployments, since we can directly access the RSSI values using users’ devices, such as mobile phones. We emphasize that our fingerprint-based method has no dependencies on accurate field measurements. The experiments in this paper rely on simulation using the DeepMIMO because RIS hardware is currently rare. There are only a few prototypes throughout the world [66–68]. Hence, collecting real-world data through experiments is hardly possible at present.
Figure 5. Path loss model in RIS-enhanced environments where the channel matrices $\bm{H}$ among the BS, the DOI, and the RIS are known.

3.2. Fingerprint-Graph Transformation

Many data-driven fingerprint-based methods utilize conventional machine learning techniques or deep learning models, which only work for Euclidean data and are ineffective for non-Euclidean data (e.g., fingerprints) [74]. In comparison, GNNs are particularly designed for non-Euclidean data and have proven to be efficient for various downstream tasks [75]. Hence, the fingerprints should be first transformed into graphs to adapt GNN-based models. In our prior work [74], we proposed a two-stage preprocessing method to achieve this.

We consider an environment with $|T|$ RF technologies, where $T = \{t_1, t_2, \ldots \}$ denotes the set of all RF types. Then, as illustrated in Figure 6, the transformation method is as follows.

**Step 1. Abstraction:** First, we gather information of all transmitters, including their types and locations. In the example shown in Figure 6, the transmitters are access points (APs), and $T = \{t_1, t_2\}$, which means there are two types of RF signals. We consider transmitters as vertices in a graph. The green vertex is the DOI, whose location is unknown. Then, we assign the vertex features for transmitters by the combination of their locations and RSSI. Note that vertices of different types should be considered per type, which results in heterogeneous graphs.

Different RF technologies usually have different propagation laws, which means that encoding with the same set of model parameters is insufficient. Next, for connectivity, we first make two assumptions to decide on the adjacency between vertices.

Assumption I: Edges between vertices denote all possible signal propagations and interferences.

Assumption II: A transmitter will only affect other transmitters of the same type.

**Step 2. Connection:** Considering Assumption I, since the DOI measures RSSI from all transmitters, there must be edges between the DOI and all transmitters. Note that these edges are unidirectional because the DOI is only a measuring device. Assumption II implies that the RSSI from a transmitter measured by the DOI is a combined result of all transmitters of the same type. Hence, transmitters of the same type will be fully connected. Since transmitters of the same type will affect each other, the edges within each sub-graph are bidirectional.

We can also assign edge features by theoretical signal attenuation models. In [74], the log-normal shadowing model (LNSM) was adopted [76]. In this way, given an arbitrary fingerprint, this transformation method could generate a corresponding graph for GNN models. In Section 4.3, we modify this preprocessing method to generate graphs for fingerprints gathered in RIS-enhanced environments.
3.3. Domain Adversarial Neural Network

In Section 2.2, we discussed the DG problem and mentioned that the DANN framework fits the problem of this paper. In this section, we briefly elaborate on the theory of DANN. Figure 7 illustrates the DANN framework, containing three main parts: a feature extractor, a domain discriminator (classifier), and a label predictor, which collaborate during offline training to achieve domain generalization [37] by extracting features that are irrelevant to the concerned domain. Specifically, except for minimizing the errors on the label estimation, the DANN also reverses the gradient with the help of a gradient-reversal layer (GRL) [55]. Concretely, the GRL only works during backpropagation (BP). It first obtains the gradient from the first layer of the domain discriminator, reverses the gradients from the domain discriminator by multiplying a negative number $-\lambda$ ($\lambda > 0$), and finally passes the reversed gradient to the subsequent layer. Consequently, the feature extractor simultaneously considers gradients from both the label predictor to minimize the estimation errors and the domain discriminator to minimize the divergence of feature distributions for different domain labels.

A well-trained feature extractor can ensure the distributions of the extracted features over different domains are as similar as possible. This way, no matter what the domain labels are, the generated data features are ideally of the same distribution.
4. Codeword-Independent Localization

In this section, we provide the details of our proposed localization solution, including the overall design, the offline training, the online inference pipelines, the building blocks, and their corresponding motivations.

4.1. Codebook Calculation

In Section 3.3, we discussed that for the DANN model’s training, except for fingerprints and corresponding locations, domain labels, i.e., the codewords $\psi^*$, are also required in the training dataset. Hence, we need to generate all possible RIS codewords (codebook) for experiments given $C = C_t^2$ (resolution counted in degrees) and the phase shift range $R$ for RSSI calculation and domain adversarial learning. We applied the method in [73]. Suppose the RIS contains $M = M_H \times M_V$ elements. Then, for the $m_H$th ($m_H \in [1, M_H]$) column of the discrete Fourier transform (DFT)-based codebook [77], $C_H \in \mathbb{C}^{M_H \times C_t}$ for the horizontal dimension is

$$\frac{1}{\sqrt{M_H}} [1, e^{-\frac{2\pi}{M_H} R \cdot 1}, e^{-\frac{2\pi}{M_H} R \cdot 2}, \ldots, e^{-\frac{2\pi}{M_H} R \cdot (M_H - 1)}]^T.$$ 

Then, we can use it a similar way to calculate the DFT-based codebook $C_V \in \mathbb{C}^{M_V \times C_t}$ for the vertical dimension. Finally, the codebook $C = \sqrt{M_H M_V} C_H \otimes C_V$, where $C \in \mathbb{C}^{M \times C}$ and $\otimes$ denotes the Kronecker product [78]. Each column in $C$ is a legitimate codeword.

Codewords have a great impact on fingerprints. As shown in Figure 8, the RSSI values are different at the same locations when using different RIS codewords, which means as long as the fingerprint dataset for offline training does not contain RSSI measurements corresponding to all possible codewords, the fingerprints for online inference will have a different distribution from the training dataset. We provide our solution to this induced DG problem in this section.

![Figure 8. Shifted RSSI measurements (dB) using four different codewords for the same area. Each pixel denotes an RSSI value.](image)

4.2. Offline Training and Online Inference Pipelines

Before model training, our system first transforms the fingerprints into graphs, since recent studies argued that for non-Euclidean data such as fingerprint data, graph neural networks could extract more effective encodings for various downstream tasks than other models designed for Euclidean data [74,79]. The specific fingerprint-graph transformation method will be elaborated later, in Section 4.3. After we obtain the fingerprint graphs, the training process is ready.

Figure 9 illustrates the whole training pipeline. During the forward propagation, the feature extractor first encodes the fingerprint graphs and obtains their representation vectors, which will be fed to both the location estimator and the codeword discriminator for location estimation $\hat{L}$ and codeword estimation $\hat{\psi}$, respectively. To measure the errors between the estimated results and the true labels, we utilize two loss functions separately for locations and codewords. The mean squared error (MSE) [80] measures the localization error $L_L$ between estimated locations $\hat{L}$ and true locations $L^*$, i.e., $L_L = MSE(\hat{L}, L^*)$. Measuring the codeword errors is relatively more complex, since the codewords are complex-valued vectors, whereas conventional loss functions only support real numbers. Hence,
here we adopt the complex-valued version MSE (CV-MSE) for codewords [81,82], i.e., given \( \vec{c}_1 = \vec{a}_1 + \vec{b}_1 i \) and \( \vec{c}_2 = \vec{a}_2 + \vec{b}_2 i \), where \( c_1, c_2 \in \mathbb{C}^{N \times 1} \),
\[
\text{CV-MSE}(\vec{c}_1, \vec{c}_2) = \frac{1}{N} \sum_{i=1}^{N} (|a_1[i] - a_2[i]|^2 + |b_1[i] - b_2[i]|^2).
\]

In this way, we can obtain a real-number loss to describe the estimation error for complex values. Then, for estimated codewords \( \hat{\psi} \) and true codewords \( \psi^* \), the codeword estimation error is as follows: \( L_C = \text{CV-MSE}(\hat{\psi}, \psi^*) \). The whole forward propagation process is denoted by green arrows in Figure 9. The backpropagation (BP) process was already discussed in Section 3.3 and is denoted by yellow arrows in Figure 9.

Figure 9. Our proposed localization system framework (for offline training).

There are some additional concerns about the negative constant \( -\lambda \) (\( \lambda > 0 \)) we mentioned in Section 3.3. During the initial phase of training, the feature extractor is not well-trained, so at this stage, the reversed gradient from the GRL should be suppressed, i.e., \( \lambda \) closing in on zero. Then, as the training proceeds, the feature extractor could gradually extract meaningful representation vectors; thus, the importance of adversarial learning on the domain is growing. Therefore, \( \lambda \) should gradually grow from zero. Supposing \( p \in [0, 1] \) denotes the training progress, then instead of a fixed \( \lambda \), we can define a more flexible version \( \lambda_p \) [55]:
\[
\lambda_p = \frac{2}{1 + \exp(-\gamma * p)} - 1,
\]
where we set \( \gamma = 10 \) by default in the following experiments. \( \lambda_p \) would gradually grow from 0 to 1 as the training proceeds.

The feature extractor is theoretically capable of obtaining codeword-independent representations after a proper training process. Hence, thanks to the adversarial learning on the RIS codeword domain by the DANN framework, during online inference, the codewords are unnecessary for location estimation, which meets our requirement theoretically. Figure 10 depicts the online inference pipeline of the proposed system. Compared with the training pipeline, the codeword discriminator branch is non-essential, so it was removed.
4.3. Fingerprint-Graph Transformer

We extend the fingerprint-graph transformer of our prior work [74] described in Section 3.2 [74] by considering the RIS as vertices in graphs. We first define the localization scenario. Suppose a communication system operates in frequencies $F = \{f_1, f_2, \ldots\}$. For each $f \in F$, there are several BSs $B_f = \{b'_1, b'_2, \ldots\}$ whose locations $\mathcal{L}(\cdot)$ are known. The DOI can measure the RSSI for all BSs operating in all frequencies. Finally, there is an RIS in this system whose function is unknown, whereas we know its location. Now we can start to build graphs.

We consider the BSs, the RISs, and the DOIs as vertices in a graph. Then, we can construct a sub-graph for every $f \in F$, as shown in the left part of Figure 11, including $B_f$, the RIS, and the DOI. Note that the DOI and the RIS are shared among sub-graphs. The BSs in different $f$ should be categorized as different kinds of vertices, inducing heterogeneous graphs when $|F| > 1$. Actually, the RF signals of type $T$ in Section 3.2 and the operating frequency $F$ here play the same role—i.e., as a means of discrimination between different sub-graphs. This is because, for different $f$, the signal propagation laws are still different, which also require different sets of model parameters to encode. The vertex features for every BS $b$ are $[\text{RSSI}_b, \mathcal{L}(b)]$, where RSSI$_b$ is the RSSI value of $b$ measured by the DOI. We can also assign vertex features of the RIS by $\mathcal{L}(\text{RIS})$.

Next, we consider the connectivity between vertices. The right part of Figure 11 illustrates the edges among all vertices. Following the assumptions of Section 3.2, we fully connect $B_f$ within each sub-graph by bidirectional edges. For the direct links, the edges are unidirectional from BSs to the DOI, as the DOI is a measuring device here. Similarly, the RIS is also a (nearly) passive device [83], so the RIS-assisted links are also unidirectional from the BSs to the RIS and from the RIS to the DOI. In doing so, these edges represent all possible signal propagations and interferences in this communication system. Additionally, for the edges among BSs and edges from BSs to the RIS, we also assign edge features by log-normal shadowing model (LNSM) (see Section 3.2), indicating the theoretical relative strength of signal attenuation in between.

This way, given arbitrary fingerprints, we can apply the transformation method to generate a corresponding heterogeneous graph containing $|F|$ sub-graphs, which is ready...
to be fed into the GNN-based feature extractor. Some may argue that this preprocessing method involves locations of BSs and DOI, which results in additional communication burdens compared with transmitting RIS codewords. However, we can easily represent the locations by 3-axis coordinates, which are much simpler than large CV vectors of codewords. Meanwhile, the locations of BSs and RIS are unlikely to change very often; thus, infrequent updates are sufficient.

4.4. Feature Extractor

The fingerprint graphs generated by the transformer are heterogeneous, and thereby we need a heterogeneous GNN-based model to encode them. Specifically, as shown in Figure 12, for each sub-graph, we first respectively assign a GraphSAGE [84] model using pooling aggregators by default to obtain the corresponding sub-graph-wise readout by the mean of latent features of all vertices. The reason for choosing the GraphSAGE to encode each sub-graph is we can manually set the aggregation depth for neural message passing [85] and randomly select several paths among all possible ones to reduce the complexity due to potential numerous vertices (BSs) and edges (communication links) in our fingerprint graphs [84]. Then, all sub-graph-wise readouts are concatenated to a vector, which will be fed into a dense layer for the fingerprint representations. We utilize leaky ReLU [86] as the activation functions for the feature extractors, for which the negative slope coefficient was $-0.02$ for all the following experiments.

![Figure 12. The feature extractor for the fingerprint graphs from Figure 11.](image)

4.5. Location Estimator

The fingerprint-graph transformer and the feature extractor cooperate to generate fingerprint representations. To further obtain the location estimation, we need to apply the location estimator to read out the fingerprint representations. In our system, we simply adopt a three-layer perceptron as the location estimator activated by the leaky ReLU [86].

4.6. Codeword Discriminator

As the codewords $\psi^*$ are CV vectors, the codeword discriminator should support CV outputs. Hence, we implement dense layers that accept both real-value (RV) and CV inputs and output CV vectors with the help of the cplxmodule library [87]. This way, we can build a multi-layer perceptron (MLP) of CVs for the codeword discriminator. Additionally, the activation function should also support these CV-adapted layers. Therefore, we utilize modReLU [88], i.e., a variant of ReLU designed for pointwise nonlinearity that only manipulates the magnitudes of the CV inputs, to activate the codeword discriminator in our system. For $c \in \mathbb{C}$,

$$\text{modReLU}(c) = \text{ReLU}(|c| + b) \times \frac{c}{|c|}$$

where $b \in \mathbb{R}$ is a bias parameter of the nonlinearity. In other words, $b$ is a threshold to decide whether to make the activated $c$ equal to zero. We set $b = 0.5$ by default.

As mentioned before, the codewords describe the phase shifts of all RIS elements. As such, instead of using complex numbers to represent the codewords, we can use the...
RV phase shifts of all RIS elements by radians. Then, additional modifications for CV supports are unnecessary for the codeword discriminator. However, complex numbers are widely used in signal processing and electrical engineering, as they provide convenient representations for the phases and amplitudes of periodic signals [89,90]. Real numbers are not straightforward to use to represent this information. Hence, using real numbers to represent codewords would make it difficult for the codeword discriminator to learn from the data and provide reliable adversarial gradients for the DANN framework [91,92]. Our experiments in Section 5 demonstrate that the CV version of our proposed solution performs better than the RV version.

5. Evaluation

In this section, we first introduce the settings of the DeepMIMO for our evaluation. Next, the performances of our proposed system are given, including the experiments on the impacts of crucial system’s parameters to demonstrate the robustness of our method.

5.1. Experimental Setup

For our experiments, we used the dataset generated by the DeepMIMO [38]. The dataset is a generative dataset based on ray-tracing measurements, which is semi-customizable by user specifications of the system’s parameters [38]. Our experiments were fully conducted considering the O1 (Outdoor 1) scenario of the DeepMIMO, as shown in Figure 13. Concretely, we are interested in a modern wireless communication network containing both 4G and 5G. Hence, among all available operating frequency choices in the DeepMIMO, we considered 3.4 GHz, 3.5 GHz (4G LTE Band 42 [93]), and 28 GHz (5G NR FR2 Band n257 [94]). We activated six BSs in the DeepMIMO simulation tool, where the BS5 plays the role of RIS using the same method discussed in [73]. We specified the BSs, RIS, and DOI, all equipped with MIMO antennas. Detailed settings are listed in Table 1.

![Figure 13. The O1 scenario in the DeepMIMO [38].](image)
Considering the positions of BSs and obstacles, we specified the test areas of DOI containing both LoS and NLoS regions for BS18, as shown in Figure 14. Taking the testing point (ROW 1268, COL 91) as the center, we could equidistantly expand the boundaries to obtain test areas, where half is LoS and the other half is NLoS for BS18. We tested the localization performances in the testing area.

**Figure 14.** A top-view sketch map of the experimental area using the O1 scenario in the DeepMIMO.

### 5.2. Experimental Parameters

We considered the number of codewords $C$ and the size of test areas $A$ and tested the robustness of our localization system by manually adding extra additive white Gaussian noise (AWGN) $N \sim \mathcal{N}(0, \sigma^2)$ to the calculated RSSI, where $\mathcal{N}$ means Gaussian distribution and $\sigma$ is the variance [95]. As such, we can use a parameter set \{\(C, A, \sigma\)\} to describe the experiments. The AWGN here refers to some miscellaneous noises, including device noise [96], fading [97], and polarization mismatch [98], which are not discussed in Section 3.1.1 and are able to be modeled by Gaussian processes [99,100].

In Section 3.1, we mentioned that most RIS prototypes only support $C = 2/4$ [66,67], whereas others may realize $C = 64$ [68]. For forward-looking results in this paper, we set an initial resolution of $15^\circ$, and $R = 180^\circ$. Then, we had $C = 144$. We set $A = 51.84$ and $\sigma = 0$ by default. We first applied the default experimental parameter set \{\(C = 144, A = 51.84, \sigma = 0\)\} for evaluation to check the feasibility of our solution. Then, we changed one parameter and kept the other two unchanged to separately investigate the impacts of these three experimental parameters on the proposed solution.

### 5.3. Dataset Generation and Model Implementation

Given the experimental parameters \{\(C, A, \sigma\)\}, we first applied the formulas in Section 4.1 to generate the codebook $C$ using $C$. Next, we input the settings in Table 1 and $A$ to the DeepMIMO dataset generator by modifying the parameters.m file, which is one of the supporting scripts provided by the DeepMIMO [38]. Then, after running another script DeepMIMO_Dataset_Generator.m, we obtained the channel matrices among BSs, DOI, and the RISs, along with the corresponding DOI locations, which are the labels in our problem. Finally, by applying the RSSI calculation pipeline presented in Section 3.1.1 using $C$ and $\sigma$, we calculated the RSSI values, thereby constructing fingerprint datasets for evaluation.
Here, we can simply assume that for all BSs we activated, $G_p = 40 \text{ dB}$ and $L_p = 20 \text{ dB}$. We implemented these operations using MATLAB R2022a.

For the training/test split, we first randomly sampled 80% of available codewords, then randomly sampled 80% locations in the testing area. Then, a data point, whose location and codeword were sampled, belonged to the training dataset. Conversely, if neither its location nor codeword was sampled, it was assigned to the test datasets. In other words, we tested the estimation model using fingerprints of unknown locations and unknown codewords. This way, the test data for online inference challenged the generalization capabilities for both locations and codewords.

We implemented the proposed system using PyTorch [101] with the help of the DGL library [102] to build graph models for the feature extractor. All neural network layers contained 64-dimensional latent features, resulting in a training model with around 370,000 trainable parameters (float32). The whole system was trained using an Adam optimizer [103] with an initial learning rate of 0.01. We trained models and obtained simulation results on a laptop built by Dell Inc., Round Rock, TX, USA with an Intel(R) Core(TM) i7-10750H CPU and an NVIDIA GeForce GTX 1650 Ti graphic card. Using this hardware set, we easily achieved approx. 820 online inference per second without dedicated optimization.

5.4. Oracle and Baseline Cases for Evaluation

The goal of this paper is to solve the codeword domain generalization problem. The best possible model completely eliminates the negative effects of the DG issue. Hence, we simulated this case by manually setting $C = 1$, which means there was only one possible RIS codeword. Then, there were no fingerprint shifts because the codeword domains for both training and testing were always identical. We call this case the oracle case, as this is the theoretical upper bound of our localization system.

On the other hand, the worst possible model completely fails to decouple the correlation between fingerprints and corresponding codewords, which is equivalent to applying no adversarial learning. In this case, for the same location, there will be multiple different fingerprints corresponding to it due to different RIS codewords. The localization system will have difficulty learning effective fingerprint representations from such data. We call this case the baseline case, since this is the theoretical lower bound of the proposed system. If the performance of our solution better resembles the oracle case rather than the baseline case, then we can conclude that our model has successfully learned codeword-independent representations of fingerprints.

We implemented these two cases in our solution simply by removing the codeword discriminator component because neither of them requires adversarial learning on the codewords. In the following experiments, all parameters $\{C, A, \sigma\}$ in the baseline case remained the same as in the test scenario. For the oracle case, $C$ always equals 1, so we kept only $A$ and $\sigma$ the same.

5.5. Performance Evaluation

We applied the default experimental parameter set $\{C = 144, A = 51.84, \sigma = 0\}$ for evaluation to check the feasibility of our solutions. Figure 15 illustrates fingerprint shifts in the testing area. RSSI values at the same location can differ by up to 52.1 dB, which indicates that the fingerprints are sensitive to codeword change, thereby demonstrating the feasibility of using the DeepMIMO for our evaluation.
To visualize the location-estimation errors, we used bar charts: each bar’s middle line is the mean squared error (MSE), and its height equals two times the standard deviation (Var) over the mean squared error of all concerned testing points. Most errors are within this interval, which indicates the prediction stability of each method. The numerical results are also provided in tables.

For the experimental parameter set \( \{C = 144, A = 51.84, \sigma = 0\} \), the results of the oracle/baseline cases and our solution are shown in Figure 16. One may notice that the location-estimation errors of our solution are much closer to that of the oracle case rather than the baseline case, which illustrates the representations extracted by our method accommodate different codewords. Therefore, we can conclude that the feature extractor in our system can obtain codeword-independent representations of fingerprints. Then, compared with the RV version, the desired CV version of our method obtained smaller errors, which supports our analysis in Section 4.6. The detailed numerical results presented in Table 2 show that we achieved centimeter-level accuracy.

![Figure 15. Fingerprint shifts (dB) in the testing area for three frequencies. The height means the maximum RSSI shift at that position when \( \{C = 144, A = 51.84, \sigma = 0\} \).](image)

![Figure 16. The location-estimation errors of both LoS and NLoS areas for the oracle/baseline cases, and the CV/RV versions of our solution when \( \{C = 144, A = 51.84, \sigma = 0\} \). Given the squared error set \( e \), for each bar, the middle line is mean\((e)\), i.e., MSE, and its height ranges from MSE - std\((e)\) to MSE + std\((e)\).](image)
Table 2. The localization errors (m) of LoS (orange) and NLoS (blue) areas for the oracle/baseline cases, and the CV/RV versions of our solution when \( \{ C = 144, A = 51.84, \sigma = 0 \} \).

<table>
<thead>
<tr>
<th></th>
<th>LoS</th>
<th>NLoS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>Var</td>
</tr>
<tr>
<td>Oracle case</td>
<td>0.045</td>
<td>0.002</td>
</tr>
<tr>
<td>Our solution (CV ver.)</td>
<td>0.050</td>
<td>0.007</td>
</tr>
<tr>
<td>Our solution (RV ver.)</td>
<td>0.125</td>
<td>0.010</td>
</tr>
<tr>
<td>Baseline case</td>
<td>2.053</td>
<td>0.958</td>
</tr>
</tbody>
</table>

5.6. Impacts of Experimental Parameters

In this section, we investigate the impact of experiment parameters on the model’s performance by changing one parameter and keeping another two fixed. To visualize the location-estimation errors, we use bar charts: each bar’s middle line is the mean squared loss (MSE) [80], and its height equals two times the standard deviation over the squared loss of all concerned testing points. Most of the errors are within this interval, which could be used to observe the prediction stability of each method. Corresponding numerical results (both MSE and variance) are provided in tables.

5.6.1. Impact of Number of Codewords

The resolution of the RIS in previous experiments was set to \( 15^\circ \), inducing \( C = 144 \), which is already far more than what current RIS prototypes can provide. Here, we further enlarged \( C \) for more harsh scenarios by assuming smaller resolutions, i.e., \( 10^\circ \) and \( 5^\circ \), obtaining \( C = 324 \) and \( C = 1296 \), respectively. Note that for the oracle case, \( C \) always equals one for the purpose of benchmarking. Other parameters remained unchanged in this section—i.e., \( A = 51.84 \) and \( \sigma = 0 \). Figure 17 illustrates the location-estimation errors of the oracle/baseline cases and our solution. As \( C \) increases, both the MSE and the standard deviations become larger, as the feature extractor has to adapt to more codewords at the same time. Nonetheless, the performance of our solution is still nearer to that of the oracle case than the baseline case. When \( C = 1296 \), our solution even performs better than the baseline case when \( C = 144 \). These performances demonstrate that our solution maintains its capability of being codeword-independent when \( C \) becomes much larger than current prototypes. This proves the robustness to the number of available codewords. Table 3 presents the corresponding numerical results.

Figure 17. The location-estimation errors of both LoS and NLoS areas for the oracle/baseline cases and our solution when \( \{ C = 144/324/1296, A = 51.84, \sigma = 0 \} \). Given the squared error set \( e \), for each bar, the middle line is mean(\( e \)), i.e., MSE, and its height ranges from MSE – std(\( e \)) to MSE + std(\( e \)). Note that for the oracle case, \( C \) always equals 1 for reference.
Table 3. The localization errors (m) of LoS (orange) and NLoS (blue) areas for the oracle/baseline cases and our solution when \( \{C = 144/324/1296, A = 51.84, \sigma = 0\} \). Note that for the oracle case, C always equals to 1 for reference.

<table>
<thead>
<tr>
<th></th>
<th>LoS</th>
<th>NLoS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>Var</td>
</tr>
<tr>
<td>Oracle Case (C = 1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline Case</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.6.2. Impact of Testing Area Size

The testing area size \( A \) in previous experiments was always 51.84 m². Instead, we set it to \( A = 51.84/92.16/144.00 \) and investigated its impact on the system’s performance. We kept \( C = 144 \) and \( \sigma = 0 \).

Figure 18 depicts the performances of the oracle/baseline cases and our solution. The performances of the oracle and baseline cases almost remained the same as \( A \) increased, whereas the location-estimation error of our solution grew faster than the reference cases. However, this phenomenon is reasonable because our solution needs to perform adversarial learning on more testing points. This means that it becomes harder for the feature extractor to obtain codeword-independent representations as the number of fingerprints grows. Both the oracle and baseline cases perform no adversarial learning; hence, their performance remained nearly unchanged. Nevertheless, our solution still achieved significantly better results than the baseline case and is closer to the oracle case. Therefore, we conclude that our solution is robust against changes in the testing area size. All corresponding numerical results are presented in Table 4.

5.6.3. Impact of Additive White Gaussian Noise (AWGN)

We manually added extra AWGN to the calculated RSSI to validate the stability of our solution. The value of the AWGN N (dB) was controlled by the standard deviation \( \sigma \) for \( N \sim \mathcal{N}(0, \sigma^2) \). One may note that the extra AWGN here was not caused by obstacles in the environments, which were already recorded by the channel matrices in the DeepMIMO dataset and implicitly represented by the calculated RSSI. We investigated AWGN here for simulation of device noise to further refine our results. Numerical results are presented in Table 5.

We investigated the performances when \( \sigma = 0/5/10 \). We kept \( C = 144 \) and \( A = 51.84 \). Figure 19 shows the location-estimation errors of the oracle/baseline cases and our solution for different AWGN values. It can be seen that our solution performs much better than the baseline cases and is more similar to the oracle cases.

![Figure 18](image-url) The location-estimation errors of both LoS and NLoS areas for the oracle/baseline cases and our solution when \( \{C = 144, A = 51.84/92.16/144.00, \sigma = 0\} \). Given the squared error set \( e \), for each bar, the middle line is mean(\( e \)), i.e., MSE, and its height ranges from MSE – std(\( e \)) to MSE + std(\( e \)).
Table 4. The localization errors (m) of LoS (orange) and NLoS (blue) areas for the oracle/baseline cases and our solution when \( \{C = 144, A = 51.84/92.16/144.00, \sigma = 0\} \).

<table>
<thead>
<tr>
<th>A [m²]</th>
<th>Oracle Case</th>
<th>Our Solution</th>
<th>Baseline Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>Var</td>
<td>MSE</td>
</tr>
<tr>
<td>51.84</td>
<td>0.045</td>
<td>0.002</td>
<td>0.047</td>
</tr>
<tr>
<td>92.16</td>
<td>0.045</td>
<td>0.002</td>
<td>0.047</td>
</tr>
<tr>
<td>144.00</td>
<td>0.046</td>
<td>0.002</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Figure 19. The location-estimation errors of both LoS and NLoS areas for the oracle/baseline cases and our solution when \( \{C = 144, A = 51.84, \sigma = 0/5/10\} \). Given the squared error set \( e \), for each bar, the middle line is mean(\( e \)), i.e., MSE, and its height ranges from MSE \(-\) std(\( e \)) to MSE \(+\) std(\( e \)).

Table 5. The localization errors (m) of LoS (orange) and NLoS (blue) areas for the oracle/baseline cases and our solution when \( \{C = 144, A = 51.84, \sigma = 0/5/10\} \).

<table>
<thead>
<tr>
<th>σ [dB]</th>
<th>Oracle Case</th>
<th>Our Solution</th>
<th>Baseline Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>Var</td>
<td>MSE</td>
</tr>
<tr>
<td>0</td>
<td>0.045</td>
<td>0.002</td>
<td>0.047</td>
</tr>
<tr>
<td>5</td>
<td>0.353</td>
<td>0.315</td>
<td>0.430</td>
</tr>
<tr>
<td>10</td>
<td>0.517</td>
<td>0.402</td>
<td>0.802</td>
</tr>
</tbody>
</table>

6. Conclusions and Future Work

In this paper, we first investigated the localization problem in modern RIS-enhanced wireless communication networks. Model-driven methods usually rely on sophisticated communication models and set specific optimization goals to realize accurate localization. However, the complexity of these models grows fast as the numbers of BSs and DOI increase. This restricts their application scope. Although several data-driven methods have addressed this problem, they unrealistically assumed that the RIS is solely deployed for localization. Both model- and data-driven methods share the same drawbacks in that they require the RIS codewords for location inference, which induces a huge additional communication burden.

These observations inspired us to design a localization solution for RIS-enhanced environments which can decouple the correlation between fingerprints and codewords and be code-word independent. We designed a pre-processing step to transform the fingerprints into graphs for the heterogeneous GNN-based feature extractor to make full use of the non-Euclidean features of the fingerprints, especially when they are collected in environments with multiple operating frequencies. Our offline training pipeline enabled the feature extractor to generate the representations of the fingerprint graphs and feed them into both the MLP-based location estimator and the CV-MLP codeword discriminator for location and...
codeword estimation, respectively. Then, the gradients from the codeword discriminator were reversed by a gradient reversal layer to perform adversarial learning on the codeword domain during backpropagation to ensure the distributions of the representations for different codewords are as similar as possible. By doing so, the feature extractor could extract codeword-independent features for location inference, thereby eliminating the need to have the codewords for the online inference stage.

We evaluated our system using the O1 scenario in the DeepMIMO dataset. We defined oracle and baseline cases for a fair comparison with our solution and elaborated the method to calculate the RSSI using the channel matrices given in the DeepMIMO simulation tool. Our evaluation results showed that our localization is (i) codeword-independent and (ii) robust against changes in the number of codewords, testing area size, and additive white Gaussian noise. The experiments also showed that complex-value codeword discriminators performed better than real-value codeword discriminators.

Although we used a far larger number of the codewords compared to the current RIS prototypes [66–68] and achieved performances close to those of the oracle cases, there is still a chance that our model fails to deal with more codewords when the resolution is extremely low. If it happens, then we may have to require the codewords for location inference. Nevertheless, considering the fact that most currently available prototypes only support $C = 2/4$ [66,67], we are confident that our solution has strong practicality in modern wireless communication systems.

For our evaluation, we fully relied on simulations using the DeepMIMO dataset, as the RIS hardware is currently still under development, even though some prototypes exist. Hence, in our future works, if RIS hardware becomes available, we will design experiments, collect real-world data, and perform the evaluation.
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