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Look and You Will Find It: Fairness-Aware Data
Collection through Active Learning

Hilde Weerts*T, Renée Theunissen*™ and Martijn C. Willemsen?

‘Eindhoven University of Technology, The Netherlands

Abstract

Machine learning models are ofen trained on data sets subject to selection bias. In particular, selection
bias can be hard to avoid in scenarios where the proportion of positives is low and labeling is expensive,
such as fraud detection. However, when selection bias is related to sensitive characteristics such as gender
and race, it can result in an unequal distribution of burdens across sensitive groups, where marginalized
groups are misrepresented and disproportionately scrutinized. Moreover, when the predictions of existing
systems afect the selection of new labels, a feedback loop can occur in which selection bias is amplifed
over time. In this work, we explore the efectiveness of active learning approaches to mitigate fairness-
related harm caused by selection bias. Active learning approaches aim to select the most informative
instances from unlabeled data. We hypothesize that this characteristic steers data collection towards
underexplored areas of the feature space and away from overexplored areas — including areas afected
by selection bias. Our preliminary simulation results confrm the intuition that active learning can
mitigate the negative consequences of selection bias, compared to both the baseline scenario and random
sampling.
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1. Introduction

Machine learning models are ofen trained on data sets subject to selection bias: non-random
selection of instances from the population. When selection bias is related to sensitive character-
istics such as gender and race, it can result in fairness-related harm. For example, in banking,
fraud detection models are typically trained on labeled transaction data, which can be afected
by social biases against sensitive groups. Transactions of customers belonging to those groups
may be fagged more ofen as suspicious, creating the appearance of a relatively high number of
fraudulent transactions compared to other groups - even when the true fraud rates are similar.
As aptly put by a quote popularly attributed to Sophocles: look and you will fnd it - what is
unsought will go undetected. Unaddressed, the consequences can be severe: fairness-related
harm linked to selection bias has been observed in various cases such as fraud detection in

welfare beneft applications [1], predictive policing [2], and medical diagnosis [3].
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https://github.com/reneetheunissen/fraud_detection
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