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Searching Methods for Biometric Identification Systems: Fundamental Limits

Frans M.J. Willems

Abstract—We study two-stage search procedures for biometric identification systems in an information-theoretical setting. Our main conclusion is that clustering based on vector-quantization achieves the optimum trade-off between the number of clusters (cluster rate) and the number of individuals within a cluster (refinement rate). The notion of excess rate is introduced, a parameter which relates to the amount of clusters to which the individuals belong. We demonstrate that noisier observation channels lead to larger excess rates.

I. INTRODUCTION

Biometric identification systems rely on the physiological and/or behavioral characteristics of individuals. Examples of these characteristics are face, fingerprint, hand-geometry, iris, retina, keystroke, signature, and voice, see Uludag et al. [7]. An identification system operates in two modes. In the first mode, the enrollment mode, the biometric data of all individuals are observed, and maybe after some pre-processing, the system stores in a database an enrollment vector (record) for each individual. When at some later time an individual shows up for identification, this corresponds to the second mode of the system, the individual is observed again and this results, possibly after some post-processing, in an identification vector (record). The system then searches the database for the enrollment vector that gives the best match with the observed identification vector. It should be noted that in the enrollment mode and the identification mode, the observed vectors are in general noisy versions of the “real” feature vectors (records).

In principle the system can perform an exhaustive search on all the enrollment records to find the best match. Chavez et al. [2] give an extensive overview of methods that intend to reduce the number of enrollment records that are actually accessed. Weber et al. [9] compare indexing techniques to methods based on what they call vector-approximations (VA). Similar to these VA methods are the fingerprinting techniques that used in content-based audio identification, see Haitmsma and Kalker [3], and Cano et al. [1]. In an information-theoretical context such methods would be referred to as quantization methods. Weber et al. [9] observe that for searching high-dimensional spaces quantization methods like VA outperform indexing methods.

Quantization can also be used in the enrollment mode with the objective to compress the database. Tuncel et al. [5], the first authors that investigated the rate-distortion approach to database searching, apply quantization during enrollment and consider the fundamental trade-off between compression rate and reconstruction distortion. Later Tuncel [6] also considered the trade-off between enrollment compression rate and identification rate. This extends a result of Willems et al. [8] showing that the maximum identification rate of a biometrical system is equal to the mutual information between the enrollment and identification observations, see also [4]. A crucial observation to obtain this result is that a set of biometric enrollment vectors can be regarded as a random channel code.

In the current manuscript we focus on speeding up the search process, as in [9]. We are not interested in compressing the database as in [5], [6]. We will show that in an information-theoretical setting quantization methods are optimal.

To demonstrate what we mean by quantization, suppose that the system upon observing an individual, first detects to which cluster the individual belongs, and after that decides about the individual itself (two-stage identification). If there are $M$ individuals, an ideal systems will have $\sqrt{M}$ clusters each containing $\sqrt{M}$ individuals. To determine the cluster index $\sqrt{M}$ candidate-clusters can be checked, and then to determine the individual within the cluster, $\sqrt{M}$ refinement-checks are needed. This results in $2\sqrt{M}$ checks in total, considerably less than the $M$ checks that are required for exhaustive search. In general however individuals can be in more than one cluster, see Fig. 1, and then the number of cluster-checks times the number of refinement-checks exceeds the number of individuals. Here we investigate the fundamental trade-off between cluster-check rate and refinement-check rate.

An important point is what we mean by a cluster-check. In principle a cluster-check could correspond to $\sqrt{M}$ sub-checks, one for each individual within the cluster. To prevent this, we require the device that makes the cluster-decision to be “ignorant” of the biometric enrollment vectors. Under this assumption an optimal system contains an ignorant device that acts as a vector quantizer.

In the next section we present our model of a biometrical identification system based on two-stage identification and we
will state our main result. Section III contains the proof of this result. In section IV we consider as an example a binary symmetric system and we introduce the notion of excess rate there. Concluding remarks will follow in Section V.

II. MODEL DESCRIPTION AND STATEMENT OF RESULT

A. Model Description

In a biometric identification system, see Fig. 2, there are M individuals indexed w ∈ {1, 2, · · ·, M} that are to be identified. To each such individual there corresponds a randomly generated biometric sequence (vector) of length N. This sequence has symbols x_n, n = 1, 2, · · ·, N taking values in the discrete alphabet X, and the probability that sequence x^N = (x_1, x_2, · · ·, x_N) occurs as biometric sequence for individual w is

Pr{X^N(w) = x^N} = Π_{n=1}^{N} Q_b(x_n),

hence the components X_1, X_2, · · ·, X_N are independent and identically distributed according to \{Q_b(x), x ∈ X\}. Note that this probability does not depend on the index w. We assume that all biometric sequences are generated prior to the identification procedure. They form what we call the “code” here. This code C is the list of biometric sequences, hence

C = (x^N(1), x^N(2), · · ·, x^N(M)).

In the identification process the probabilities for the individuals to show up for identification all equal, hence

Pr{W = w} = 1/M for w ∈ {1, 2, · · ·, M}.

When individual w shows up for identification, its biometric sequence x^N(w) is "selected" from the code C and presented to the system, hence

x^N = s(w, C).

The system observes x^N via a memoryless observation channel \{Q_c(y|x), x ∈ X, y ∈ Y\}, with discrete alphabet Y, and the resulting channel output sequence is y^N = (y_1, y_2, · · ·, y_N), where y_n ∈ Y for n = 1, 2, · · ·, N. Now

Pr{Y^N = y^N|X^N(w) = x^N} = Π_{n=1}^{N} Q_c(y_n|x_n).

After observing y^N identification starts by making a first decision (cluster decision). This decision with outcome w_1 ∈ \{1, 2, · · ·, M_1\} is taken by a so-called “ignorant” helper, a device that has no knowledge of the biometric sequences that were generated, hence

w_1 = h(y^N).

Then a second decision is made (refinement decision), based on the first decision w_1 and the list of generated biometric sequences. This decision with outcome w_2 ∈ \{1, 2, · · ·, M_2\} is taken by a so-called “informed” decoder, hence

w_2 = d(y^N, w_1, C),

where C is the code. Finally a combiner forms an estimate of the index of the individual that presented its biometric sequence for identification, hence

\hat{w} = c(w_1, w_2).

We assume that \hat{w} ∈ \{1, 2, · · ·, M\}. The reliability of our identification system is measured by the error probability

P_e = Pr{\hat{W} ≠ W}.

B. Statement of Result

We now say that rate triple \((R_1, R_2, R)\) with \(R ≥ 0\) is achievable if for all ε > 0 there exist for all N large enough mappings \(h(·), d(·, ·, ·), \) and c(·, ·) such that

\log_2 (M_1) ≤ N(R_1 + ε),

\log_2 (M_2) ≤ N(R_2 + ε),

\log_2 (M) ≥ N(R – ε), and

Pr{\hat{W} ≠ W} ≤ ε.

We call R the identification rate, and R_1 and R_2 resp. cluster and refinement rate. We are now ready to state the main result of this submission, the proof follows in section III.

Theorem 1: The region of achievable rate triples for our biometric identification system is given by

\{(R_1, R_2, R) : R_1 ≥ I(Y; U), \}

\{R_2 ≥ max(0, R – I(X; U)), \}

\{0 ≤ R ≤ I(X; Y), \}

\{P(x, y, u) = Q_b(x)Q_c(y|x)P(u|y), \}

where |U| ≤ |Y| + 1.

III. PROOF

The proof consists of the achievability part, a converse, and a cardinality bound part. We start with the converse.

A. Converse Part

For the range M_1 of the first decision we find that:

\log_2 (M_1) ≥ H(W_1) ≥ I(Y^N; W_1)

= \sum_{n=1}^{N} I(Y_n; W_1|Y^{n-1})

(\text{a})

\leq \sum_{n=1}^{N} I(Y_n; U_n), \tag{12}

where (a) follows from the fact that \(H(Y_n|Y^{n-1}) = H(Y_n)\) since \(Y_1, Y_2, \cdots, Y_N\) are independent of each other, and (b) from definition \(U_n \triangleq (W_1, Y^{n-1})\) for \(n = 1, 2, \cdots, N\). Next let N be a random variable taking values in \{1, 2, \cdots, N\}.
with equal probability, and let \( X = X_n \) and \( Y = Y_n \), when \( N = n \). Then

\[
\sum_{n=1}^{N} I(Y_n; U_n) = NH(Y_N|N) - NH(Y_N|U_N, N)
\]

\[(c)\] \( = NI(Y; U), \]

\[(d)\] \( = NI(Y; U), \]

(13)

where step (c) follows since \( Y_1, Y_2, \cdots, Y_N \) are identically distributed and \( Y_N = Y \), and (d) from \( U \Rightarrow (U_N, N) \).

Since \( M_2 \geq 1 \) we obtain for the range \( M_2 \) of the second decision that:

\[
\log_2(M_2) \geq 0. \tag{14}
\]

Moreover consider, using \( F \triangleq 1 + \Pr\{\hat{W} \neq W\} \log_2(M) \), the series of (in)equalities:

\[
\log_2(M) = H(W) \leq H(W) - H(W|\hat{W}) + F
\]

\[(e)\] \( = I(W; \hat{W}, W_1, W_2) + F
\]

\[(f)\] \( = I(W; W_1) + I(W; W_2|W_1) + F
\]

\[(g)\] \( = I(X_N; W_1) + I(Y_{n-1}; Y_{n-1}) + \log_2(M_2) + F
\]

\[(h)\] \( = NI(X; U) + \log_2(M_2) + F. \tag{15}
\]

where (e) follows from the fact that \( I(W; W_1, W_2, \hat{W}) = I(W; W_1, W_2) \), (f) since \( W - X_N - W_1 \), (g) since \( X_n - Y_n - X_n, W_1 \), and (h) similar to how (13) was obtained.

Finally consider the number \( M \) of individuals:

\[
\log_2(M) = H(W) \leq I(W; \hat{W}) + F
\]

\[(i)\] \( = I(X_N; Y_N) + F \leq NI(X; Y) + F. \tag{16}
\]

where (i) follows from \( I(W; \hat{W}) \leq I(W; Y_N, C, \hat{W}) = I(W; Y_N, C) = I(W; Y_N|C) = H(Y_N) - H(Y_N|X_N) = I(X_N; Y_N) \), and (j) from the fact that \( (X_1, Y_1), (X_2, Y_2), \cdots, (Y_{N}, Y_N) \) are independent, (k) since these pairs are identically distributed and since \( (X, Y) = (X_n, Y_n) \) for \( N = n \).

Note that \( X_n^{n-1} - Y_n^{n-1} - X_n, W_1 \) (and (g)) follows from

\[
p(x^{n-1}, y^{n-1}, x_n, w_1) = \sum_{w_n, y_n, x_{n+1}, y_{n+1}} p(w) \prod_{i=1}^{N} p(x_i|p(y_i|x_i))p(y_i|x_i) \]

\[(16)\] \( = \prod_{i=1}^{N} p(x_i|p(y_i|x_i))p(y_i|x_i) \sum_{y_n, x_{n+1}, y_{n+1}} p(y_n|x_n) \)

\( = p(y^{n-1}|x^{n-1})p(x_n|x_n) p(w)_n|x_n, y^{n-1}) \)

(17)

where we use the extra notation \( y_n^{n-1} \triangleq x_n, x_{n+1}, \cdots, x^b \). Furthermore \( Y_n \) is independent of \( Y^{n-1} \), used in (a), since

\[
p(y_n|x_n) = Q_b(x), Q_b(y|x)P(y|u). \tag{18}
\]

Assume that \( (R_1, R_2, R) \) is achievable. Then for all block­lengths \( N \) and small enough \( \epsilon > 0 \), using \( F \leq 1 + \epsilon \log_2(M) \), we obtain from (12) and (13), (14) and (15), and (16) that

\[
N(R_1 + \epsilon) \geq \log_2(M_1) \geq NI(Y; U), \]

\[
N(R_2 + \epsilon) \geq \log_2(M_2) \geq 0,
\]

\[
N(R + \epsilon) \geq \log_2(M_2) \geq NI(X; U) - NI(Y; U) - F,
\]

\[
N(R - \epsilon) \leq \log_2(M) \leq \frac{1}{1 - \epsilon} (NI(X; Y) + 1), \tag{19}
\]

for some \( p(x, y, u) = Q_b(x)Q_b(y|x)p(u|y) \). Note that this follows from

\[
p(x, y, u) = p(x, y, u, w_1, y^{n-1}),
\]

\[(19)\] \( = \frac{1}{N} \sum_{w_n, x^{n-1}, x^{n+1}} p(w)p(x^{n}|w)p(y^{n}|x^{n})p(w_1|y^{n})
\]

\[
= p(x_n)p(y_n|x_n) \frac{1}{N} \sum_{x^{n-1}, x^{n+1}} \prod_{i=1}^{N-1} p(x_i)p(y_i|x_i)
\]

\[(k)\] \( = p(y^{n-1})p(x_n|x_n)p(w_1|y^{n-1}, w_1, n, y^{n}). \tag{20}
\]

From (19) the converse to Thm. 1 now follows after letting \( \epsilon \downarrow 0 \) and \( N \to \infty \).

B. Achievability

We can only give an outline of the achievability proof here. Fix an \( 0 < \epsilon < 1 \), a distribution \( p(x, y, u) = Q_b(x) \)
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Joint typicality (and is in the list jointly B-typical with $\neg(WI)$).

The combiner will reconstruct the actual individual-index $W$ generated, for $W \in \{1, 2, ..., M\}$, where we take $M_1 = 2^{N(H(Y;U) + \epsilon)}$. Averaged over the random covering code, the probability that a sequence $y$, i.i.d. according to $p(y) = \sum_{y,u} p(x,y,u)$ occurs, is $\notin B_c^{(N)}(YU)$ (not jointly B-typical) for all $w_1 \in \{1, 2, ..., M\}$, can be made $\leq 3\epsilon$ letting $N \to \infty$. Consequently there exists a covering code with probability that at least one of the covering sequences is jointly B-typical with an i.i.d. $y$ of at least $1 - 3\epsilon$.

During enrollment, after biometric sequence $x(w)$ was generated, for $w = 1, 2, ..., M$, the system finds out which $u(w_1)$ are jointly typical with $x(w)$ for $w_1 \in \{1, 2, ..., M\}$. In this way the system creates index-lists $L(w_1) = \{w : (x(w), u(w_1)) \in A_c^{(N)}(XYU)\}$, one for each $w_1$. These index-lists are available to the informed decoder and the combiner.

During identification, the ignorant helper upon receiving $y$ chooses list-index $\tilde{w}_1$ such that covering sequence $y(\tilde{w}_1)$ is jointly B-typical with $y$, i.e. $(y(\tilde{w}_1), y) \in B_c^{(N)}(YU)$. If such a list-index cannot be found, an error is declared. Note that the ignorant helper makes at most $M_1$ list-refinement checks. The corresponding error probability is not larger than $3\epsilon$. If no error is declared the ignorant helper sends the index $\tilde{w}_1$ to the informed decoder and the combiner.

Next the informed decoder chooses a unique index $\hat{w}$ from list $L(\tilde{w}_1)$ such that $y(\hat{w}_1), y) \in B_c^{(N)}(XYU)$. If such a unique index cannot be found, an error is declared. Note that the informed decoder makes at most $M_2$ refinement checks.

It follows from the definition of $B_c^{(N)}(YU)$ that the probability, that the actual index $w$ doesn’t lead to joint typicality, is smaller than $\epsilon$. Note that this typicality also implies that the actual index is in the list $L(\tilde{w}_1)$. The probability that some "other" index $w'$ $\neq w$ results in joint typicality (and is in the list $L(\tilde{w}_1)$) can be made $\leq \epsilon$ for $M = 2^{N(H(U;X) + \epsilon)}$ and $N$ large enough. The informed decoder sends the rank of $\tilde{w}_2$ within the list $L(\tilde{w}_1)$ to the combiner only if it is not larger than $M_2 = 2^{N(H(U;X) + \epsilon)}$. Otherwise an error is declared. It can be shown that also this probability is not larger than $\epsilon$ for $N$ large enough. When no errors occurred the combiner will reconstruct the actual individual-index $\hat{w} = w$ from both the list index $\tilde{w}_1$ and rank $\tilde{w}_2$.

This demonstrates the achievable rate corresponding to Thm. 1.

### C. Cardinality Bounds for Auxiliary Random Variable $U$

To find a bound on the cardinality of the auxiliary variable $U$ let $D$ be the set of probability distributions on $\mathcal{Y}$ and consider the $|\mathcal{Y}| + 1$ continuous functions of $P \in D$ defined as

$$
\phi_y(P) = P(y) \text{ for all but one } y, \\
\phi_y(P) = H_P(Y), \\
\phi_x(P) = H_P(X),
$$

where in the last equation we use $Pr\{x = y\} = \sum_y P_X(y|x) = Q_b(x)Q_c(y|x) / \sum_x Q_b(x)Q_c(y|x)$. By the Fenchel-Eggleston strengthening of the Caratheodory lemma (see Wyner and Ziv [11]) there are $|\mathcal{Y}| + 1$ elements $P_u \in D$ and $\alpha_u$ that sum to one, such that

$$
P(y) = \sum_{u=1}^{\|\mathcal{Y}\|+1} \alpha_u \phi_y(P_u) \text{ for all but one } y, \\
H(Y|U) = \sum_{u=1}^{\|\mathcal{Y}\|+1} \alpha_u \phi_Y(P_u), \\
H(X|U) = \sum_{u=1}^{\|\mathcal{Y}\|+1} \alpha_u \phi_X(P_u).
$$

The entire probability distribution $\{Q(x,y), x \in \mathcal{X}, y \in \mathcal{Y}\}$ and consequently the entropies $H(X)$ and $H(Y)$ are now specified and therefore also both $I(U;Y)$ and $I(U;X)$. This implies that cardinality $|U| = |\mathcal{Y}| + 1$ suffices.

### IV. Example, Excess Rate

We consider here a system with binary uniform biometric sequences hence $Q_b(x) = 1/2$ for $x \in \{0, 1\}$ and a binary symmetric observation channel, thus $Q_c(y|x) = q$ if $y \neq x$ and $Q_c(y|x) = 1 - q$ if $y = x$ where $y \in \{0, 1\}$. Parameter $0 \leq q \leq 1/2$ is called the crossover probability. Note that $Q_Y(y) = 1/2$ for $y \in \{0, 1\}$.

It is important to observe that the "backward" channel from $Y$ to $X$ is also binary symmetric with crossover probability $q$ since

$$
Q_{X|Y}(x|y) = \frac{Q_b(x)Q_c(y|x)}{\sum_x Q_b(x)Q_c(y|x)} = Q_c(y|x).
$$

Therefore $X = Y \oplus Z$ where $\oplus$ denotes modulo-2 addition and $Z$ is additive noise independent of $Y$ with $Pr\{Z = 1\} = q$.

We can write

$$
I(U;Y) = 1 - H(Y|U), \\
I(U;X) = 1 - H(X|U).
$$

Since the channel from $Y$ to $X$ is binary additive with crossover probability $q$ Mrs. Gerber’s Lemma [10] tells us that if $H(Y|U) = v$ then $H(X|U) \geq h(q \ast h^{-1}(v))$, where $h(a) = -a \log_2(a) - (1-a) \log_2(1-a)$ for $0 \leq a \leq 1$ denotes the binary entropy function. If now $0 \leq p \leq 1/2$ is such that $h(p) = v$ then $H(Y|U) = h(p)$ and $H(X|U) \geq h(q \ast p)$.

When we take the "channel" from $Y$ to $U$ binary symmetric with crossover probability $p$ the minimum $H(X|U)$ is achieved and consequently the region of achievable rate
triples for binary uniform biometrics and a binary symmetric observation channel is given by
\[
\{(R_1, R_2, R) : R_1 \geq 1 - h(p), \\
R_2 \geq \max(0, R - 1 + h(p \ast q)), \\
0 \leq R \leq 1 - h(q), \text{ for } 0 \leq p \leq 1/2\}.
\]

Fig. 3 contains the optimal cluster-refinement rate-pairs \((R_1, R_2)\) for three values of the identification rate \(R\) for an observation channel with crossover probability \(q = 0.1\).

Note that the number of cluster-checks that have to be made by the ignorant helper is roughly \(2^{N R_1}\) and the number of refinement-checks made by the informed decoder is approximately \(2^{N R_2}\). Minimizing the total number of checks is therefore roughly equivalent to minimizing \(\max(R_1, R_2)\). The figure therefore shows the line \(R_1 = R_2\).

It is interesting to observe that there is always an "excess rate", in the sense that
\[
R_1 + R_2 \geq 1 - h(p) + R - 1 + h(p \ast q) = R + h(p \ast q) - h(p).
\]
This maximum excess rate is achieved for \(U = Y\), and this results in refinement rate \(R_2 = 0\). Note that the upper bound on the excess rate is larger for more noisy observation channels. Noise-free observation channels allow for a zero excess rate.

V. CONCLUDING REMARKS

We have investigated the fundamental trade-off for a two-stage search procedure in a biometric identification system. Our main conclusion is that clustering based on vector-quantization achieves optimum cluster-refinement rate-pairs. We have introduced the notion of excess rate and demonstrated that noisier channels lead to a larger excess rate.

Although our investigation suggests that our random covering code does not contain structure we could use a structured vector quantizer in practice. In such a situation the search complexity of this code (i.e. the cluster rate) is not relevant, however the refinement rate remains significant.

We have only considered a two-step system here. It is not so difficult however to find the fundamental limits for multi-stage systems.

The concept of an ignorant helper turns out to be crucial here. We anticipate that the notion of ignorant devices can lead to interesting statements about other information processing systems.
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