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Abstract: In this article, I investigate whether algorithmic fairness is an inconsistent concept (the inconsistency thesis). Drawing on the work of Kevin Scharp, inconsistent concepts can apply and disapply at the same time. It is shown that paradigmatic issues of algorithmic fairness fit this description. Similarities and differences to received views and alternatives to the inconsistency thesis are considered. Suggestions are articulated on how the inconsistency thesis might hold ground nevertheless, or at the very least denotes a distinctive option in argumentative space whose status and implications merit further evaluation.
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1. INTRODUCTION

The discourse on algorithmic fairness investigates under which conditions classifications provided by algorithms are fair or unfair (Barocas, Hardt, and Narayanan 2019; Hutchinson and Mitchell 2019; Mitchell et al. 2021). This is a fundamentally important project in view of the disruptive and transformative effects of state-of-the-art algorithms (Burrell and Fourcade 2021; Hopster 2021; Löhr 2023). One widely discussed difficulty is that different understandings and formalizations of algorithmic fairness pull in different directions (Chouldechova 2017; Corbett-Davies et al. 2017; Kleinberg, Mullainathan, and Raghavan 2017; Hutchinson and Mitchell 2019). While this finding has stimulated further work on how to pursue algorithmic fairness in practice (Whittaker et al. 2018; Whittlestone et al. 2019), little attention is being devoted to the implications of widely discussed incompatibilities and tradeoffs for the concept of algorithmic fairness.
itself. The present article articulates a proposal on this neglected topic: drawing on Kevin Scharp’s work on inconsistent concepts (2.), it formulates and investigates what I call the inconsistency thesis: the view that various findings about the relation between different fairness considerations—specifically separation and sufficiency, calibration and redlining, and so-called ‘costs’ of fairness—suggest that algorithmic fairness is an inconsistent concept (3.). The main goal of the paper is to suggest that the inconsistency thesis is a distinctive option in argumentative space, an option which so far we have neither anticipated, nor ruled out, nor even clearly articulated. Similarities and differences between the inconsistency thesis and received views (4.) and alternatives to the inconsistency thesis are considered (5.). Throughout, it is assumed that the inconsistency thesis is relevant to the pursuit of algorithmic fairness, especially insofar as inconsistency leads to defective thoughts. The present contribution, however, is focused on a specification of the inconsistency thesis, consideration of salient criticisms of the thesis, and tentative responses to these criticisms. Practical implications of the inconsistency thesis (if true) are beyond the scope of this text and left for a different occasion. Besides shedding light on the concept of algorithmic fairness, this is a case study of what the hypothesis or diagnosis of inconsistency implies in a field of technology that disrupts and reconfigures social reality.

2. INCONSISTENT CONCEPTS

Concepts play an important role in philosophy, psychology, and cognitive science. They are seen as the “building blocks of thought” (Margolis and Laurence 2022). Concepts come in different shapes and serve different purposes. Deploying a concept is typically a way of trying to partition, make sense of, and navigate reality. Beyond this rough gloss, it is challenging to state what a concept is in theory-neutral terms. For example, foundational disagreements revolve around whether concepts are mental representations in the minds of thinkers, abilities of thinkers, abstract objects existing independently of the minds of thinkers, or whether they are something else entirely. In the following, these differences will be sidestepped as far as possible and we will stay neutral on the exact nature of concepts.

Kevin Scharp (2013) argues that some concepts are inconsistent. Philosophers operate with various formulations of what consistency and inconsistency involve. For example, a consistent set of statements is
one from which you cannot prove a contradiction (Sider 2010, 62). An axiomatic system is consistent if and only if not every well-formed formula is a theorem of that system; a system is inconsistent if and only if every well-formed formula is a theorem (Hughes and Cresswell 1996, 46). Not much hinges on the particular formulation; logicians regard these standard definitions as equivalent.

In Scharp’s terminology, concepts are individuated by what he calls constitutive principles. Constitutive principles are rules that specify if and when a concept applies and/or disapplies. For example, the concept bachelor (henceforth, italics are used to indicate reference to a concept) has as its constitutive principles that it applies to individuals who are male and unmarried, and disapplies to individuals who are female or married. These rules are constitutive of the concept in the sense that they individuate that concept and state what falling under the concept requires. Constitutive principles “tell you which concept it is” (Scharp 2020).

Inconsistent concepts as understood by Scharp have constitutive principles of a particular kind. Roughly, “a concept is inconsistent iff its constitutive principles are inconsistent” (Scharp 2013, 36). This is the case if at least in some situation, application of one principle necessitates the disapplication of another, or vice versa. He discusses several examples of inconsistent concepts. For instance, he defines the concept rable, which has two constitutive principles:

1a) rable applies to x if x is a table.
1b) rable disapplies to x if x is a red thing (Scharp 2013, 36).

While these two principles are not logically inconsistent, a contradiction results once one is confronted with a red table. In such a case, rable applies and disapplies at the same time. On this basis, one would judge that the entity is a rable and that it is not the case that that entity is a rable. This is a problem insofar as “most people do not believe that any contradictions are true (even ones involving odd concepts like rable)” (Scharp 2013, 36). Besides being led into contradiction, inconsistent concepts can lead thinkers to subscribe to false empirical claims: “Assume for reductio that some red tables exist. Let R be a red table. The reasoning above shows that R is a rable and R is not a rable. Contradiction. Therefore, no red tables exist. We have proven an obviously false empirical sentence using only logic and the constitutive principles for ‘rable’” (Scharp
Scharp concludes that “adding rable to one’s conceptual repertoire corrupts it in a certain way” (Scharp 2013, 36).

Scharp’s seminal and most extensive case study of an inconsistent concept concerns truth (Scharp 2007; 2013). In so-called liar paradoxes, such as ‘This sentence is false,’ the concept applies and disapplies at the same time. He proposes to replace the concept of truth with two different concepts, ascending-truth and descending-truth. In fact, Scharp’s view is that not just the study of truth, but philosophy in general “is for the most part the study of inconsistent concepts” (Scharp 2020, 397): for topics such as knowledge, nature, meaning, virtue, explanation, and many others, what philosophical critique brings out is that the respective concept under consideration is inconsistent. The relevant positive, constructive projects philosophers are engaged in are most plausibly construed as attempts to replace the concept found to be inconsistent with one or more ameliorated (Haslanger 2000; 2012) concepts.

In view of examples like these, Scharp argues that inconsistent concepts are defective. Inconsistent concepts lead thinkers into contradiction in a world that, as many (though admittedly not all (Priest, Berto, and Weber 2022)) argue, does not contain true contradictions. Such concepts can thus lure thinkers into commitments to false claims. As such, they are clumsy means to achieve our ends—even if in everyday circumstances, the defects of inconsistent concepts like truth need not be immediately apparent.

3. ALGORITHMIC FAIRNESS AS AN INCONSISTENT CONCEPT

Why would we think that the notion of an inconsistent concept is relevant to algorithmic fairness? It is because algorithmic fairness instantiates the distinctive features of inconsistent concepts. The present chapter (3.) will state and provide support for the inconsistency thesis by reference to a selection of exemplary issues, though with no claim to exhaustiveness. I shall assume that there is a concept of algorithmic fairness, and that at least a subset of its constitutive principles can be specified.

3.1 Separation and Sufficiency

As one motivation for the inconsistency thesis, consider the widely discussed case of the Correctional Offender Management Profiling for Alternative Sanction (COMPAS) algorithm, which commentators have
interpreted as a standoff between separation and sufficiency (Hellman 2020). Barocas et al. (2019, 45–75) formalize these two criteria as follows: for an algorithmic classifier or score $R$, attribute $A$, and target variable $Y$ (and with $\perp$ denoting statistical independence),

- random variables $(R,A,Y)$ satisfy separation if $R \perp A \mid Y$;
- random variables $(R,A,Y)$ satisfy sufficiency if $Y \perp A \mid R$.

Each of these criteria can be given an intuitive motivation. Hellman comments: “one measure [sufficiency] begins with the score and asks about its ability to predict reality. The other measure [separation] begins with reality and asks about its likelihood of being captured by the score” (2020, 816).

For both notions, there are closely related, relaxed or equivalent criteria such as balance (Kleinberg, Mullainathan, and Raghavan 2017, 5) for separation, and calibration (Barocas, Hardt, and Narayanan 2019, 51) for sufficiency. For example, calibration interprets the risk scores as probabilities. The criterion is satisfied if “the set of all instances assigned a score value $r$ has an $r$ fraction of positive instances among them”. Applied across groups, calibration requires that for all score values $r$ and groups $a$, Probability $Pr\{Y = 1 \mid R = r, A = a\} = r$ (Barocas, Hardt, and Narayanan 2019, 51).

With the content of separation and sufficiency at hand, let us turn to COMPAS. This algorithm provides risk scores about defendants, including for “pretrial release”, “general recidivism”, and “violent recidivism” (Northpointe 2015, 26–31). Concerns about the fairness of these scores were prompted by a report and accompanying data set published by ProPublica (Angwin et al. 2016; Larson et al. 2016). Besides raising more general worries about the accuracy of COMPAS (which parts of ProPublica’s analysis suggested to be only “somewhat more accurate than a coin flip” (Angwin et al. 2016)), the report was particularly concerned with an apparent difference in the treatment of Black and White defendants: “In forecasting who would re-offend, the algorithm made mistakes with black and white defendants at roughly the same rate but in very different ways. The formula was particularly likely to falsely flag black defendants as future criminals, wrongly labeling them this way at almost twice the rate as white defendants. White defendants were mislabeled as low risk more often than black defendants” (Angwin et al. 2016). The worry thus is that
COMPAS fails to satisfy separation (Hellman 2020, 816): conditional on the defendant not actually recidivating ($Y$), Black defendants ($A$) do receive a substantially higher risk score ($R$).

In response, COMPAS producer Northpointe (now called Equivant) responded by “strongly reject[ing] the conclusion that the COMPAS risk scales are racially biased against blacks” (Dieterich, Mendoza, and Brennan 2016). Its defense was primarily based on the assertion that COMPAS does satisfy sufficiency (Hellman 2020, 816), given that it “can discriminate recidivists and non-recidivists equally well for two different groups such as blacks and whites” (Dieterich, Mendoza, and Brennan 2016, 9) and that “the probability of recidivating, given a high risk score, is similar for blacks and whites” (Dieterich, Mendoza, and Brennan 2016, 9). Conditional on a particular risk score ($R$), there is statistical independence between actually recidivating ($Y$) and being a Black defendant ($A$).

Regardless of where one stands in this debate, each discussant arguably puts forward a legitimate concern. ProPublica is right to complain about the fact that Black individuals who do not recidivate receive higher COMPAS risk scores than non-Black individuals who do not recidivate. At the same time, Northpointe does have a point in highlighting that a particular COMPAS risk score is (let us assume) equally accurate, regardless of whether the defendant is Black or White. Taken at face value, we might thus conclude from the COMPAS controversy that algorithmic fairness has at least two constitutive principles:

(2a) algorithmic fairness applies if sufficiency is satisfied;

(2b) algorithmic fairness disapplies if separation is undercut.

Even if deemed incomplete and providing only broad brushstrokes, an analysis of algorithmic fairness in terms of (2a) and (2b) suggests that the concept applies and disapplies simultaneously to COMPAS. It is thus an inconsistent concept in Scharp’s sense. COMPAS is of course not an isolated case: as already anticipated early discourses on fairness in classification and prediction in the 1970s (Hutchinson and Mitchell 2019, 50–51) and proven more recently by several authors (Chouldechova 2017; Kleinberg, Mullainathan, and Raghavan 2017; Berk et al. 2018), setting aside highly contrived scenarios, it is practically impossible to satisfy (2a) and (2b) simultaneously. Demonstrations of such incompatibility are
widely called ‘impossibility theorems’ about algorithmic fairness. As Kearns and Roth put it, we find “fairness fighting fairness” (2020, 84).

3.2 Calibration and Redlining

There are further routes to motivate the inconsistency thesis. Suppose we subscribe to constitutive principle (2a): algorithmic fairness applies if sufficiency is satisfied, in particular if calibration holds. Corbett-Davies and colleagues note that this condition is compatible with discriminatory practices of the following kind (Corbett-Davies et al. 2017, 803–4). In their example, a 30% detention risk threshold is used for all defendants. There are two groups, each with an actual 20% reoffending rate. However, there is a vicious, deliberate asymmetry in the data about both groups: one of them is segmented into low (≥10% chance of reoffending), average (≥20%), and high risk (≥40%), whereas all members of the other group are classified as average risk (≥20%). As a result, none of the latter are detained. Still, “this is algorithm is calibrated” as anyone “labeled average risk reoffend[s] 20% of the time” (Corbett-Davies et al. 2017, 804), that is, the risk score means the same for both groups (see also Eva 2022, 253–55). A similar principle is followed in the historical practice of redlining, though by “ignoring information about the disfavored group” (Corbett-Davies et al. 2017, 804), for example when basing decision-making about financial services partly on whether an applicant resided in a neighborhood with low average income. By the same reasoning, such an algorithm can satisfy calibration, but in doing so lumps together all members of the respective low-income-area residents into one risk cluster, whereas members of the favored group enjoy a more fine-grained stratification, with some of them receiving the loan.

In both the hypothetical and the historical case, sufficiency or calibration is achieved, but the granularity of information about one group is deliberately modified in ways that unfairly disadvantage one group. Once again, we are led into contradiction: (2a) is satisfied, yet:

(2c) algorithmic fairness disapplies in redlining cases, that is, cases in which differences in the granularity of considered information about different groups lead to (un)favorable treatment of one or more groups.
3.3 Costs of Fairness

Yet another route to inconsistency results if one broadens the focus beyond continuous risk scores as in the aforementioned examples, and towards binary decision rules on how to proceed in view of such risk scores. Corbett-Davies and colleagues (Corbett-Davies et al. 2017; Corbett-Davies and Goel 2018) argue that one consideration with a COMPAS-style algorithm is to maximize public safety, which requires “detaining all individuals deemed sufficiently likely to commit a violent crime” (2017, 804), that is, those assumed to exceed a particular risk threshold. The level of this threshold will be a function of the number of individuals society is willing to detain in order to prevent one additional violent crime. Corbett-Davies and colleagues go on to demonstrate the following insights for at least three fairness criteria: statistical parity, conditional statistical parity, and predictive equality (a relaxation of separation). For the sake of the argument, suppose that, maybe in view of ProPublica’s arguments, one accepts the following constitutive principle:

(2d) \textit{algorithmic fairness} applies if \textit{separation} is satisfied.

3.3.1 Group-specific thresholds

Corbett-Davies and colleagues show that in a COMPAS-style scenario, optimal algorithms satisfying any of the surveyed fairness criteria, including \textit{separation}, entail group-specific risk thresholds for detention. For example, they require detaining a member of one group if the probability of recidivism is deemed to exceed 20%, and detaining a member of a different group if the probability of recidivism is deemed to exceed 10% (Corbett-Davies et al. 2017, 799). In other words, there is a “need for race-specific decision thresholds to achieve prevailing notions of algorithmic fairness” (Corbett-Davies et al. 2017, 801). Such group-specific thresholds, while needed to satisfy the reviewed fairness criteria, simultaneously undermine the case for \textit{algorithmic fairness}. Intuitively, it is unfair if members of one group are detained at a given level of estimated risk, while members of a different group are released at the very same level of estimated risk. In other words, Corbett-Davies et al. demonstrate “an inherent tension between satisfying common fairness constraints and treating all individuals equally, irrespective of race” (2017, 801). The former desideratum forces us to undercut the latter. Indeed, Corbett-Davies et al. assume that such thresholds could
trigger strict scrutiny under the Equal Protection Clause of the Fourteenth amendment (2017, 804; Hellman 2020, 852–53). This suggests that

(2e) algorithmic fairness disapplies if classification is based on group-specific risk thresholds, that is, individuals are held to different standards.

As per (2d) and (2e), algorithmic fairness can apply and disapply simultaneously because group-specific risk thresholds are compatible with (in fact as Corbett-Davies et al. argue: necessary for) the satisfaction of separation.

### 3.3.2 Overly strict and/or overly lenient thresholds

As an alternative to group-specific thresholds, Corbett-Davies and colleagues consider an unconstrained algorithm which “requires applying a single, uniform threshold to all defendants” (2017, 797). This single-threshold algorithm “maximizes public safety while also satisfying one important understanding of equality: that all individuals are held to the same standard, irrespective of race” (2017, 797). It does not, however, satisfy any of the reviewed fairness criteria, which would operate as constraints on that optimal single-threshold algorithm. This marks a principled “tension between improving public safety and satisfying prevailing notions of algorithmic fairness,” effectively raising a “cost of fairness” (2017, 797). In fact, they show by reference to ProPublica’s dataset on COMPAS that the cost of satisfying the reviewed fairness criteria is a cost not only to public safety by way of increases in violent crime; there is also a cost by way of increases in the detainment of low-risk individuals for whom the unconstrained algorithm would recommend release (2017, 802).

Corbett-Davies & Goel (2018) put the point by reference to what they call classification parity. This family of fairness criteria demands “that some given measure of classification error is equal across groups” (Corbett-Davies and Goel 2018, 5). Separation, which requires parity in error rates, is an instance of classification parity. Corbett-Davies & Goel caution that relative to the optimal single risk threshold for all groups, the group-specific thresholds needed to satisfy any of the criteria subsumed under classification parity have adverse effects on group well-being. In their example, they assume that the optimal recidivism risk threshold for detention is 25%, and that equalizing the false positive rates of two groups would imply a
16% threshold for one group and a 31% threshold for the other. In other words, the thresholds needed to satisfy classification parity will be “overly strict” for one group and “overly lenient” for another (Corbett-Davies and Goel 2018, 14). The thresholds are “overly” strict (or lenient) and thereby unfair in the sense that they require more (or less) detention than the singular threshold flowing from society’s willingness to detain in order to prevent additional crime (for related worries, see Holm 2023). Once again, we are led into contradiction:

(2f) *algorithmic fairness* disapplies if one group faces an “overly strict” or “overly lenient” (Corbett-Davies and Goel 2018, 14) detention thresholds.

As per (2d) and (2f), *algorithmic fairness* can apply and disapply simultaneously because overly strict or lenient thresholds are compatible with (in fact as Corbett-Davies et al. argue: necessary for) the satisfaction of *separation*.

4. THE CONTOURS OF THE INCONSISTENCY THESIS

In view of these motivations of the inconsistency thesis, it is worth highlighting a selection of similarities and differences between the thesis and various received views.

To begin with, *separation*, *sufficiency*, and other notions are often called fairness “metrics” (e.g., Binns 2018; Mitchell et al. 2021; Bell et al. 2023), “measures” (e.g., Hellman 2020; Defrance and De Bie 2023), “criteria” (e.g., Corbett-Davies and Goel 2018; Hutchinson and Mitchell 2019; Hedden 2021), or “definitions” (e.g., Berk et al. 2018; Verma and Rubin 2018; Saxena et al. 2019; Mehrabi et al. 2021; Tsamados et al. 2022). Some authors move back and forth between these terms (e.g., Kearns and Roth 2020). It is rarely noted (though see Fleisher (2021)) that the first three phrasings allow for a purely epistemic reading on which they stay agnostic on what fairness consists in, and express proposals solely on how to discern and to measure fairness—just as we might discern a car’s speed by checking the speedometer, without thereby supposing that the state of its speedometer is what its speed consists in. While this distinction deserves more attention than it has received in connection with *algorithmic fairness*, the inconsistency thesis aligns with authors speaking of fairness ‘definitions’: it considers *separation*, *sufficiency*, and other notions not just as evidence for, but as constitutive of *algorithmic fairness*. 
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This being said, the analyses just discussed are plausibly just partial. For example, neither ProPublica nor Northpointe are charitably read as suggesting that the constitutive principles mentioning separation or sufficiency respectively exhaust algorithmic fairness. Both parties might well acknowledge further principles (Verma and Rubin 2018; Barocas, Hardt, and Narayanan 2019; Mehrabi et al. 2021) as constitutive. Even adding further principles of the sort just discussed might not suffice to capture the full range of phenomena related to algorithmic fairness. For example, Ovalle et al. (2023) show that intersectionality is not sufficiently understood in terms of standard categories of algorithmic fairness, which tend to elide social and/or historical conditions and power structures. The inconsistency thesis does not presuppose oversimplified, crude universalism because it is in principle compatible with constitutive principles bringing certain contextual specifics into focus. For example, one might be tempted to accept (e.g., in light of Ovalle et al. 2023, but also sources like Binns 2018, sect. 3.3) that

\[(2g)\] algorithmic fairness disapplies if in the assignment of risk scores of particular kinds, we fail to adjust for certain historical and/or structural injustices.

Rather than relying on overly truncated analyses of algorithmic fairness, the inconsistency thesis only requires that the principles leading to inconsistency are partly constitutive of the concept, that is, part of the set of constitutive principles.

One might think that the inconsistency thesis is old news. After all, the mentioned impossibility theorems have already established it. On reflection, however, while the theorems provide evidence to motivate the inconsistency thesis, they are not sufficient for it for at least two reasons. First, the theorems are typically portrayed as establishing that algorithmic fairness is “unachievable” (Berk et al. 2018) in practice. Unachievable scenarios can still be consistent. Second, the theorems themselves are silent on whether the principles shown to be irreconcilable are actually constitutive of algorithmic fairness (see 5.3). Overall, the inconsistency thesis implies that the news conveyed by the impossibility theorems are worse than many realize: the diagnosis of unachievability does not result from practical constraints or contingencies, but from inconsistencies inherent to the concept of algorithmic fairness itself.
Besides impossibility, it is sometimes argued that algorithmic fairness is inherently unstable. For example, Selbst et al. argue that the notion is “contextual”, “contestable”, and thus constantly “shifting” (Selbst et al. 2019, 61; see also: Hellman 2020; Birkane 2021). Whittlestone et al. highlight that for high-level AI ethics principles such as fairness, there are “tensions” not only between different principles, but also “conflicting meanings or values within a single principle” (2019, 198): relevant terms will be interpreted differently by different stakeholders, leading to mutually incompatible calls for action. The unifying feature of portrayals like these is that they claim ambiguity about the proper meaning of ‘algorithmic fairness’—an ambiguity which requires deliberation in order to disambiguate or “arbitrate” (Selbst et al. 2019, 62) amongst different candidates. While potentially compatible with the inconsistency thesis, these views neither suggest nor anticipate that a plausible disambiguation might be inconsistent.

The inconsistency thesis has further implications for the status of disagreements and lingering contestation around algorithmic fairness. On the views just characterized, it is plausible to assume that under amenable discursive conditions, contestation and disagreement, for example around COMPAS, are virtuous in one sense because they indicate that discussants are engaged in an indispensable process of jointly specifying what fairness involves and requires. On the other hand, these dynamics also indicate that that process is still incomplete as discussants struggle to get clear about the concept. On the inconsistency thesis, the status of this struggle is not necessarily indicative of a shortcoming in grasping algorithmic fairness. On the contrary, these dynamics, even if irresolvable, circular, or inconclusive about whether algorithmic fairness applies in a given case, can in principle reflect understanding of algorithmic fairness, in particular that it can apply and disapply at the same time. Though an exploration of the ensuing practical implications is beyond the scope of the present paper, it is an important difference whether we are struggling to figure out fairness, or whether we tracking what fairness is. In the former case, we need to try harder. In the latter case, we can proceed to potential downstream endeavors, such as fixing or replacing the inconsistent concept (as Scharp suggests), or figuring out how to shape our practices and technologies in view of inconsistency.
5. ALTERNATIVES TO THE INCONSISTENCY THESIS

As I have just argued, inconsistency arises for each of the foregoing pairs of constitutive principles of algorithmic fairness. I now turn to objections against the inconsistency thesis.

5.1 Joint Instantiation

A number of authors have recently put forward different strategies for tackling various forms of incompatibility amongst criteria of algorithmic fairness, in particular between separation and sufficiency (and/or relaxations thereof). As one example, Defrance and De Bie seek to complement the “negative result” of the impossibility theorem “with a positive one: a characterization of which combinations of fairness notions are possible” (2023, 851). They systematically investigate different combinations of seven different fairness criteria and show that besides the unattainable combinations figuring in the impossibility theorems, “12 maximal sets of these fairness measures are possible, among which are seven combinations of two measures, and five combinations of three measures” (2023, 851). A second strategy seeks to reconcile the criteria by way of reformulation: Beigang (2023) shows that if separation and sufficiency are rephrased and modified slightly by means of the method of “matching” familiar from drawing causal inferences from observational data, then at least under perfect matching conditions, the reformulated criteria are not only compatible, but even identical (Beigang 2023, 184–85). A third strategy operates with relaxation: Bell et al. show that if, instead of requiring equalization of fairness metrics across groups, we tolerate small margins (e.g., a 2% difference in the false positive rate for two groups), “it becomes possible to identify abundant sets of models that satisfy seemingly incompatible fairness constraints” (2023, 400). The putative obstacle to fairness raised by the theorems may thus be “overstated or even self-imposed” (2023, 409) and “achieving fairness along multiple metrics for multiple groups (and their intersections) is much more possible than was previously believed” (Bell et al. 2023, 400). The focus should shift towards exploring the space of solutions that jointly satisfy the relaxed constraints.

If successful, these proposals might give the initial appearance of undermining the inconsistency thesis. After all, each of them provides a workaround for escaping the prospect that application of algorithmic fairness on the basis of one constitutive principle triggers its disapplication on the basis of another
constitutive principle. In particular, satisfying *sufficiency* (as in 2a) would not necessarily entail that *separation* is undercut (as in 2b), and vice versa. This initial appearance, however, is mistaken. The inconsistency thesis can in principle be endorsed alongside these promising endeavors. Recall from illustrative inconsistent concepts such as *rable* or *truth* that inconsistent concepts need not lead into contradiction at each and every instance of deployment. *Truth* is an inconsistent concept (according to Scharp) which works perfectly well in ordinary circumstances. All that is needed for inconsistency is that there is a (class of) problem case(s), such as encounters with red tables or liar sentences, in which the concept leads into contradiction. Even if many combinations of fairness criteria are possible, this does not evade the inconsistency theses as long as there is one or more cases in which *algorithmic fairness* applies and disapplies at the same time. Even if joint instantiation of fairness measures initially taken to be incompatible is much more attainable than we thought, there will be circumstances in which *algorithmic fairness* seems to require precisely those combinations figuring in the impossibility theorems, and not (only) those mapped by Defrance and Debie. Likewise, there will be cases in which matching conditions relied on by Beigang’s reconciliatory proposal are unavailable. And there will be cases in which the margins exploited by Bell et al. are intolerable. The existence of such cases vindicates the inconsistency thesis.

5.2 More Than One Concept

So far, the discussion has considered the thesis that ‘the’ concept of *algorithmic fairness* is inconsistent. However, that starting point might have been mistaken. David Chalmers (2011; 2020) defends conceptual pluralism: “there are multiple interesting concepts (corresponding to multiple interesting roles) in the vicinity of philosophical terms” (Chalmers 2011, 539). With the roles of a concept, Chalmers means the purposes it serves in our thought and practices. He criticizes that all too often, philosophers have debated the meaning of one philosophical term, while failing to realize that there is more than one concept in the vicinity. As a result, these philosophers have been talking past each other. Some of their disagreements dissolve once we disambiguate the specific concepts under consideration. For example, philosophers have been debating ‘freedom’ by using one and the same word, but without realizing that there is more than one concept in the vicinity: *freedom*\(_1\) as the ability to do otherwise, *freedom*\(_2\) as the ability to originate one’s
own action, and so on. For Chalmers, “not much of substance depends on which [disambiguated concept] goes with the term” (Chalmers 2011, 539). More interestingly, some apparent disputes might dissolve once the respective claim under consideration is expressed by means of one or more of the disambiguated concepts (i.e., all disputants will then either agree or deny with the disambiguated thesis). For example, everyone might agree that freedom is not required for moral responsibility. If so, this would be an insight into the roles and functions which this particular disambiguated concept does and does not play. If a dispute dissolves in such ways, the dispute was merely verbal rather than substantive.

Applied to algorithmic fairness, this framework appears to have at least the following implications for the inconsistency thesis. First, insofar as discussants fail to realize that there is a multiplicity of concepts in the vicinity of ‘algorithmic fairness’, they run the risk of talking past each other and engaging in merely verbal disputes as they are in fact concerned with slightly different concepts. Fortunately, various principles and criteria have already been distinguished in the debate. In view of this pluralism, some even criticize that misguided investments of research efforts into “bias busting” has led to a “proliferation” (Whittaker et al. 2018) of fairness formalizations. By now, the landscape is “littered with a multitude of measures” (Hellman 2020, 811). It is not obvious which elements of this multiplicity should be guiding, raising the need for “a pathway through that morass” (Hellman 2020, 815). In line with these diagnoses, Verma and Rubin (2018) collate a total of 20 different fairness criteria put forward in the algorithmic fairness discourse. Barocas et al. (2019, 75) present a list of 19 criteria, partially overlapping with Verma and Rubin’s collection. Neither of them claims exhaustiveness. Mehrabi et al. (2021) distinguish 10 different definitions of fairness that are presupposed by discussants, if only implicitly. Hedden (2021) maps three different criteria for continuous risk scores, and eight criteria for binary predictions. The list could be continued. The emphases on contestation, and disagreement mentioned earlier (4.) also fit Chalmers’s picture, as they can be construed as capturing the fact that discussants call for the satisfaction of different criteria respectively. Indeed, the COMPAS controversy is already one example in which the debate quickly focused on specific formalizations. All this suggests that just as Chalmers would expect, many concepts rather than just one are in play.
Second, just like Chalmers hopes, discussants have already begun to distinguish roles and functions of some of those specific concepts. For example, in view of the impossibility theorems, several authors attempt to disambiguate the scope of separation and sufficiency respectively. Hellman argues that sufficiency (i.e. conditionalizing on $R$) makes sense as a guide for “what one ought to believe about a scored individual” (2020, 812), whereas separation (i.e., conditionalizing on $Y$) relates more directly not (only) to what one ought to believe, but how one ought to act (2020, 835–39). This is intended to deflate Northpointe’s emphasis on sufficiency, because COMPAS and many other cases of algorithmic (un)fairness relate to action, not (just) to belief. Further moves of disambiguating questions or aspects of fairness are made more or less explicitly in various framings. Berk et al. write that the impossibility theorems concern different “kinds of fairness” (Berk et al. 2018). Eva proposes that “it is crucial to keep track of distinctions between different kinds of unfairness, since the mechanisms that are best employed to combat or compensate for one kind of unfairness (e.g., the unjust historical origins of the correlations exploited by an algorithm) may not be effective in dealing with another kind of unfairness (e.g., an unfair statistical imbalance in the predictive tendencies of an algorithm)” (Eva 2022, 256). In other words, not only have various concepts been disambiguated; their particular roles, for example relative to other concepts or specific decision problems, receive attention as well.

Both aspects taken together put pressure on the inconsistency thesis. They suggest that the thesis concerns an unsuitable level of analysis: it is the result of aggregating a number of related but distinct concepts in the vicinity under one, putatively inconsistent concept. Chalmers thinks that inconsistency of philosophically relevant concepts is too rare to be of concern (Chalmers 2020, 15).

In view of these objections, proponents of the inconstancy thesis could investigate at least two broader questions. First, assuming conceptual pluralism, does it undermine the inconsistency thesis? One reason for caution is that even if a plurality of individually consistent concepts is distinguished, these might nevertheless figure in composite concepts that are inconsistent. For example, separation and sufficiency might figure in a composite concept (partly) constituted by (2a) and (2b). Rather than preventing inconsistency, pluralism actually leads to an explicit reiteration of a difficulty for evaluating whether or not
algorithmic fairness is consistent or inconsistent: the issue of specifying the constitutive principles (and the concepts figuring therein) that are to be assessed for consistency or inconsistency. If anything, the high number of criteria identified by pluralism broadens the range of prima facie eligible constitutive principles, and thus could invite rather than mitigate joint inconsistency.

Second, how plausible is pluralism about algorithmic fairness? The “littering” charge according to which there are now too many criteria to do sensible work can be deflected at least to some extent. As Barocas et al. (2019, 45–75) show, each of the 19 criteria they identify is in fact either equivalent to or a relaxation of three fundamental criteria: separation, sufficiency, and independence (which requires that random variables \((A,R)\) satisfy \(A \perp R\)). Admittedly, this is not perfect unity, but it is prima facie evidence against unconstrained pluralism and littering charges. Van Nood and Yeomans even argue that all fairness definitions are operationalizations of one and the same, unifying claim: that like cases ought to be treated alike. The various fairness definitions are “tests for ensuring that groups that ought to be treated as alike are in fact so treated” (van Nood and Yeomans 2021). Likewise, Holm posits that different fairness criteria “can be understood as applications of a single principle of fairness […] according to which fairness in the distribution of a good between people consists in the proportional satisfaction of their claims to the good” (2023). Though not identical in substance, a similarity between these positions is that pace pluralism, each of them considers the plurality of fairness operationalizations as rooted in one, single idea. And as the inconsistency thesis highlights, in each of these cases we might scrutinize that single idea for consistency or inconsistency.

5.3 Not Constitutive

A further, serious challenge to the inconsistency thesis is that the principles that trigger simultaneous application and disapplication of algorithmic fairness might not be even partly constitutive of the concept.

5.3.1 Counterexamples to the principles

Various counterexamples to different fairness criteria have been proposed. For example, Hedden provides a thought experiment involving a seemingly innocuous algorithm for classifying people in different rooms based on the prediction of coin tosses (Hedden 2021). He observes that the envisioned algorithm undercuts
10 different algorithmic fairness criteria, including separation. The key point for him is: “[i]t should be clear that these facts do not show that the predictive algorithm was unfair or biased against any individuals in virtue of their being members of one room or the other. The algorithm is perfectly fair; it is the statistical criteria that must go” (Hedden 2021, 222). He would thus reject (2b).

Similarly, the case of redlining (3.2), which was presented as bringing out an inconsistency between (2a) and (2c), can be read differently: rather than suggesting an inconsistency between the two proposed principles, the obvious unfairness of redlining can be seen as a reductio of (2a). Sufficiency is satisfied, yet a redlining algorithm is unfair. (2a) thus cannot be constitutive of algorithmic fairness (Corbett-Davies et al. 2017, 803–4; Eva 2022, 253–55).

The counterexamples are also contested (e.g., Viganò et al. 2022). This is not the place to evaluate these debates, only to note that the inconsistency thesis is not tied to a particular pair of constitutive principles that trigger simultaneous application and disapplication of algorithmic fairness. All the thesis requires is that one such pair is constitutive of the concept.

5.3.2 Inconsistent beliefs

Another challenge concerns the locus of inconsistency. According to Herman Cappelen, who is critical of Scharp’s framework (2), concepts of philosophical or practical interest are almost never inconsistent. Instead, the appearance of inconsistency stems solely from inconsistent beliefs about, or conceptions of, the respective concept (Cappelen 2018, 86–88). Their inconsistency shows nothing about the nature of the concept itself, which might well be perfectly consistent after all.

According to Cappelen, the primary source of the inconsistency of relevant beliefs is “metasemantic messiness”, that is, complexity in how the meaning of expressions is determined and changes over time (Cappelen 2018, 57, 88–91), “that leads to a term’s having defective semantic content and to defective thoughts” (Cappelen 2018, 91). In this process, thinkers run the risk of being misled into at least some false beliefs about the subject matter. Amongst those beliefs are putative constitutive principles of seemingly inconsistent concepts—principles which on reflection, for example in view of the counterexamples just mentioned, should not actually be seen as constitutive of the respective concept.
Indeed, *algorithmic fairness* is a complex concept with a rich history (Hutchinson and Mitchell 2019). As mentioned above (4.), it continues to generate debate and disagreement. It would be surprising if these processes had not led to at least some level of metasemantic messiness, some of which might have led to misguided thoughts that brought about the appearance of inconsistency. Cappelen’s critical alternative view thus challenges anyone who considers the inconsistency thesis to determine whether any apparent inconsistency does not just reside at the level of our beliefs, but genuinely reflects the concept itself.

This general challenge does not uniquely apply to the inconsistency thesis about *algorithmic fairness*. Together with the counterexamples, it suggests that pending a resolution of these issues, the inconsistency thesis should be restricted to a conditional claim: if one or more of the pairs of principles discussed above (3.) are seen as (partly) constitutive, then they lead into contradiction and suggest that *algorithmic fairness* is an inconsistent concept.

6. CONCLUSION

Inconsistent concepts are concepts that can apply and disapply at the same time, leading to defective thoughts (2.). A range of findings on the relation between different criteria of *algorithmic fairness* suggest that the concept is inconsistent (3.). While the inconsistency thesis is in principle compatible with a range of extant understandings of *algorithmic fairness*, it denotes a distinctive option in argumentative space (4.). Amongst others, it adds an important clarification on why we observe tensions and contestations around the concept: not because we arbitrate between different, mutually incompatible fairness notions, but because we (attempt to) track one and the same inconsistent concept. While there are various ways to resist this inconsistency thesis (5.), there is good reason to endorse the conditional claim that if popular criteria of algorithmic fairness are seen as constitutive of the concept, then this concept is inconsistent.

As should have become apparent, I have not argued that it is tangibly useful or practically beneficial to think of *algorithmic fairness* as inconsistent. Instead, I have suggested that we have to reckon with the possibility that the inconsistency thesis is true. These findings raise various normative questions for further research. Given the societal impact of algorithms on the one hand, and the prominent role of principle-based guidance in AI ethics on the other, there is a need to investigate whether and how the field could detect, rule
out, recognize, and/or account for inherent inconsistency (as opposed to, e.g., mere ambiguity) in a key concept figuring in a large number of its foundational and implementation-oriented works. Once inconsistency is ascertained, the question arises what we should do about it. Should we fix or replace the concept? If so, how? Meanwhile, the inconsistency thesis does not entail that we lack reasons to attempt instantiations of fairness, but might motivate going about such endeavors in particular ways. Throughout, it will remain a pressing question which methods might help identifying and mitigating any defects in our thoughts about the subject matter that the concept has led us into by virtue of its inconsistency. For all these endeavors, a necessary condition is an articulation and tentative evaluation of the inconsistency thesis—a project on which the present paper has put forward a suggestion.
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