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With this work we aim to place dynamic modal logics such as Propositional Dynamic Logic (PDL) [1] and Game Logic (GL) [4] in a uniform coalgebraic framework. In our view, a dynamic system \( S \) consists of the following ingredients:

1. A set \( S \) which represents the global states of \( S \).
2. An algebra \( L \) of labels (denoting actions, programs, games, ...).
3. An interpretation of labels as \( G \)-coalgebras on the state space \( S \).
4. A collection of labelled modalities \( [\alpha] \), for \( \alpha \in L \), where intuitively \( [\alpha]\phi \) reads: “after \( \alpha \), \( \phi \) holds”.

Formally, the interpretation of labels is a map \( \sigma : L \to (GS)^S \) which describes how actions change the global system state. The algebraic structure on \( L \) describes how one can compose actions into more complex ones. The same type of algebraic structure should be carried by \( \hat{G} \)s, and we say that \( \sigma \) is standard, if \( \sigma \) is an algebra homomorphism, which means that the semantics of actions is compositional. By considering the exponential adjoint \( \hat{\sigma} : S \to (GS)^{L} \) we obtain a behavioural description of the system in the form of a \( G^2 \)-coalgebra. These two (equivalent) views of a dynamic system form the basis of our modelling. In short, \( \sigma \) describes structure and dynamics, and \( \hat{\sigma} \) describes behaviour and induces modalities.

\[
\sigma : L \to (GS)^S \\
(\text{algebraic view: structure, dynamics}) \\
\hat{\sigma} : S \to (GS)^{L} \\
(\text{coalgebraic view: behaviour, modalities})
\]

A similar observation was made in [2] in the context of Java semantics, which we will return to later.

PDL (without tests) can be seen as an instance of the above by taking as \( L \) the set of program expressions, and as \( G \) the covariant powerset functor \( \mathcal{P} \). The algebraic structure on \( (\mathcal{P}S)^S \) is given by the operations on relations that define a standard PDL frame (cf. [1]). Similarly, GL (without tests) is obtained by taking \( G \) to be the monotonic neighbourhood functor \( \mathcal{M} \). Observe that the PDL-modalities are just labelled versions of the usual \( \mathcal{P} \)-modality \( \square \). Generalising this construction, we obtain \( G^2 \)-modalities by labelling \( G \)-modalities. More precisely, given \( \alpha \in L \) and a predicate lifting \( \lambda : \mathcal{D} \to \mathcal{D}G \) (where \( \mathcal{D} \) denotes the contravariant powerset functor), we define the \( \alpha \)-labelling of \( \lambda \) to be the predicate lifting with \( S \)-component

\[
\lambda_S^\alpha : \mathcal{D}S \to \mathcal{D}(GS)^L; \quad U \mapsto \lambda_S^\alpha(U) = \{ \delta \in (GS)^L \mid \delta(\alpha) \in \lambda_S(U) \}
\]

Also the modalities in Game Logic and Java semantics (cf. [2]) arise as labelled modalities. Every predicate lifting \( \lambda^\mu \in \Lambda^L \) induces a predicate transformer \( m_\lambda^\mu = \sigma(\alpha)^{-1} \circ \lambda_S : \mathcal{D}S \to \mathcal{D}S \) on a system \( S \), and the truth set of a modal formula \( [\alpha]\lambda(\phi) \) in \( S \) is defined as \( \mathcal{M}\lambda^\mu([\phi]) \).

The structure of standard PDL frames is axiomatised by formulas such as \( [\alpha; \beta] \phi \leftrightarrow [\alpha][\beta] \phi \) (SEQ) and \( [\alpha \cup \beta] \phi \leftrightarrow [\alpha] \phi \land [\beta] \phi \) (CHOICE). These axioms display an interaction between the \( \square \)-modality for \( \mathcal{P} \) and the algebraic structure on programs. We would like to understand such axioms in our abstract setting. Our focus so far has been on the axiom (SEQ) for sequential composition. It is rather well known (see e.g. [3]) that sequential composition can be more generally understood as Kleisli composition for a monad. Indeed, for PDL (resp. GL) we have that \( \sigma(\alpha; \beta) = \sigma(\alpha) \ast \sigma(\beta) \), where \( \ast \) denotes Kleisli composition for \( \mathcal{P} \) (resp. \( \mathcal{M} \)). Hence if \( G \) is a monad, then an operation \( ; \) can be defined on \( (GS)^S \) as Kleisli composition for \( G \). Since \( [\alpha]\lambda \) is interpreted by a predicate lifting \( \lambda^\mu \) for \( G^2 \), (SEQ) should be read parametric in the underlying predicate lifting \( \lambda \). This is made explicit in the following formulation of (SEQ) in terms of predicate transformers.
Definition 1. A predicate lifting $\lambda : \mathcal{Q} \to \mathcal{D}G$ for a monad $G$ captures sequential composition if for all standard $\sigma : L \to (GS)^S$ and all $\alpha, \beta \in L$: $m_{\lambda(\alpha)} = m_{\lambda(\beta)}$.

We point out that Definition 1 is not vacuous. For example, the constant predicate lifting $\lambda$ for $\mathcal{P}$ with value $\lambda_S(U) = \{\emptyset\}$ for all $U \subseteq S$ does not capture sequential composition. To see this, for a state $s \in S$ we have: $s \in m_{\lambda(\alpha)}(U)$ iff $\sigma(\alpha)(s) = 0$, while $s \in m_{\lambda(\beta)}(U)$ iff $\sigma(\beta)(s) = 0$. Hence the inclusion from left to right fails in general. (Take for example $\sigma(\alpha) = S \times S$ and $\sigma(\beta) = \emptyset$.) A second (easy) observation is that $\lambda$ captures sequential composition iff its boolean dual $\neg\lambda \neg$ does. Our main result up to now is the following characterisation.

Theorem 2. Let $G$ be a monad. A predicate lifting $\lambda : \mathcal{Q} \to \mathcal{D}G$ captures sequential composition iff its adjoint $\tilde{\lambda} : G \to \mathcal{D}\mathcal{Q}$ is a monad morphism.

From this theorem, we can reprove the validity of (SEQ) for Game Logic: If $\lambda : \mathcal{Q} \to \mathcal{D}\mathcal{P}$ is the predicate lifting for the monotonic box, then $\tilde{\lambda} : \mathcal{P} \to \mathcal{D}\mathcal{Q}$ is simply the natural inclusion which is a monad morphism. Note that checking whether a natural transformation is a monad morphism is an algorithmic procedure.

Our dynamic systems can be seen as a special case of the framework presented in [2] to give semantics to Java programs. The main difference with PDL and GL is that Java programs manipulate data as well as effecting state change. In [2], a Java program with input in $A$ and output in $B$ is formalised as a map $A \to F(S, B)^S$ where $F : Set \times Set \to Set$ is a bifunctor such that for a fixed $S$, the functor $F(S, -)^S$ is a monad. In particular, sequential composition is Kleisli composition for $F(S, -)^S$. PDL is obtained in this framework by taking $A = B = 1$ (PDL programs have trivial input/output), and $F(S, B) = \mathcal{P}(B \times S)$. Taking the exponential adjoint, a Java program is also a coalgebra $S \to F(S, B)^S$, and thus gives rise to labelled $F(-, B)^S$-modalities and predicate transformers. However, since Java program operations are subject to typing conditions, and hence not totally defined, a standard interpretation can no longer be defined as an algebra homomorphism, and the collection of all programs does not form a labelled $F(-, B)^S$-coalgebra. Still we can generalise the notion of standardness and Definition 1 such that Theorem 2 still holds.

There are many questions we would like to address in the future. We have seen that if $G$ is a monad, then $(GS)^S$ supports a notion of sequential composition. We would like to investigate the general relationship between properties of the functor $G$, operations supported by $(GS)^S$, and compositionality axioms. We also would like to develop new examples of dynamic modalities involving probabilistic systems. An issue that we left open was how to include the program/game construction of tests in our framework.
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