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Abstract

The Engineering, Procurement, and Construction (EPC) industry plays a crucial
role in developing global infrastructure, especially within the domains of energy,
petrochemicals, and oil & gas. It underpins the realization of large-scale industrial
projects through comprehensive services that include design, material procure-
ment, and construction. Energy projects range from renewable energy sources
like wind farms and solar plants to traditional energy generation methods such as
coal, natural gas, and nuclear power. The petrochemical sector depends on EPC
firms to build facilities that produce chemicals and derivatives from petroleum
and natural gas, while in the oil and gas industry, EPC projects cover everything
from upstream exploration to downstream distribution networks. The complexity
of these projects arises from their extensive technical requirements, the necessity
for materials that withstand harsh conditions, and the integration of sophisticated
control systems, necessitating expert engineering and construction know-how to
ensure efficiency, compliance, and safety.

Traditionally, the EPC sector has been slow to embrace digital innovation. How-
ever, the situation is changing due to the growing infrastructure demand, a lack
of skilled labour, continuous reduction of profit margins and rigorous regulatory
standards - all of which are driving the industry towards digitalization. Thus,
EPC firms are increasingly turning to digital technologies to enhance project ex-
ecution and operational excellence. However, traditional software systems often
struggle to manage the dynamic nature of EPC projects, which are character-
ized by constant changes in project scope, environmental factors and regulatory
demands. In contrast, AI-driven solutions offer the adaptability, efficiency and
insights necessary to tackle the complexities of modern projects.

This thesis explores the integration of Artificial Intelligence (AI) into the EPC
sector, focusing on creating business value, particularly within the energy, petro-
chemical, and oil & gas industries. It begins by identifying foundational challenges
and progresses towards strategic frameworks and practical applications. The re-
search addresses initial challenges of AI adoption and develops tailored strategies
to accommodate various levels of AI maturity within EPC companies. The study
methodically transitions from identifying challenges to formulating effective inte-
gration frameworks. Importantly, the research extends beyond theoretical analysis
to deliver practical, tested solutions that address real-world problems in the EPC
sector. Particularly, the thesis demonstrates how AI can enhance EPC project
operations by developing and validating innovative applications that automate
critical processes, such as quality control of engineering blueprints and material
cost estimations. These applications clearly showcased significant business value
by optimizing resource allocation and improving engineering quality.

The conclusion underscores that despite the EPC sector’s historical hesitance to-
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wards digital innovations, the strategic incorporation of AI might significantly
boost project efficiency, safety, and competitiveness. It also calls for further ex-
ploration of AI applications to overcome integration obstacles and sustain the in-
dustry’s competitiveness in a rapidly evolving digital environment. Employing a
blend of case studies, action research, and both qualitative and quantitative anal-
yses, this research clearly illustrates the potential of AI to improve EPC project
execution. By drawing on empirical data from real-world projects and integrat-
ing insights from various AI initiatives, this work not only narrows the divide
between academic study and industrial application but also creates a roadmap
for AI technology integration to elevate the EPC industry’s competitiveness and
sustainability.
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Chapter 1

Introduction

1.1 Digitalization in Engineering, Procurement
and Construction (EPC) sector. Current
Status and Trends

1.1.1 What is the EPC sector?

Engineering, Procurement, and Construction (EPC), which is part of Architec-
ture, Engineering, and Construction (AEC), is a sector that deals extensively
with large-scale infrastructure projects, primarily for the private sector. While
the term AEC broadly covers the entire sector, EPC specifically focuses on de-
tailed engineering to further construct capital assets [2]. In this research, we will
further refer to the EPC sector, which is highly relevant to engineering and con-
struction and also reflects the focus of the case companies’ experiences and AI
applications development discussed in this work.

The main aim of the EPC sector is to design, build, and sometimes operate large-
scale assets while balancing cost, time, and quality [216]. These projects are
notable for their technology-driven designs that rely heavily on skilled engineer-
ing and construction teams. The standard procedural model for EPC projects
encompasses technical design, project management, engineering consulting, and
construction [131]. Typically, the main EPC contractor is selected by the as-
set owners (or by the operators appointed by asset owners) to do the design,
procurement of materials and equipment, construction and commissioning of the
project, as shown in Figure 1.1, [2]. A prevalent contract model in EPC projects
is the lump sum turnkey (LSTK) agreement, especially for the engineering and
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Figure 1.1: Typical project organization and work breakdown structure of the
large EPC projects [24]. Where the cost breakdown is a) Detailed engineering (10-
20%), b) Procurement of materials & equipment (30-50%), and c) Construction
and fabrication (30-50%) [23].

construction of large-scale industrial installations [39], which assumes that the
EPC contractor has ultimate responsibilities of design, purchase, construction
and commissioning.

Usually, the definition of large EPC projects typically refers to projects with cap-
ital costs exceeding USD 500 million and require extensive execution time [24].
They involve multiple technical disciplines and have significant economic impli-
cations, covering installations like tunnels, bridges, dams, and processing plants
[23]. In 2022, the global value of the EPC market was around USD 8.24 tril-
lion. It is expected to grow at a rate of 4.79% from 2023 to 2028, reaching about
USD 10.54 trillion by 2028. This growth is driven by the increasing need for
infrastructure and the wide use of EPC services in various sectors, like telecom-
munications, infrastructure (transportation, water, and urban development), and
energy (including oil, gas, and renewable energy). Within the energy industry,
petrochemicals and oil and gas especially depend on EPC services due to their
complexity, rigorous safety requirements [193], [73] and high technical availability
often no less than 95% over the lifespan of facilities, which typically ranges from
20-25 years [23]. The shift to efficient project delivery models due to rapid urban-
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Figure 1.2: Global investment in technology within engineering, procurement and
construction sector[141].

ization and industrialization also contributes to this growth. Furthermore, the
use of digital technology in construction and project management has improved
the efficiency and range of EPC services [179].

1.1.2 Technology adoption in the EPC sector

Thus, the EPC sector stands as one of the most substantial industries globally,
yet it is traditionally lagging behind in the adoption of digital innovations. How-
ever, the digitalization of the industry is evolving due to increasing demand for
infrastructure, a lack of skilled labour, and rising demands from stakeholders for
better data transparency and documentation management [62]. In recent years,
the EPC technology sector has seen a surge in investments and the emergence of
numerous startups. Investment in EPC technology is estimated at USD 50 billion
from 2020 to 2022, which is an 85 % increase from the previous three-year period,
Figure 1.2 [141].

Despite its growth, the EPC technology sector still hasn’t reached the matu-
rity level of more developed software markets like logistics, manufacturing, and
agriculture. The sector is still characterized by a smaller number of growing com-
panies and high-value startups in comparison to its overall size [62]. Growth of
the technology companies focused on EPC is hindered by several factors, includ-
ing market fragmentation, deep-rooted preference for non-digital methods, and
comparatively low IT investment due to the narrow profit margins and economic
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challenges such as rising material costs, which make it challenging to justify in-
vestments in software. A typical investment in digital tools by EPC is equal to
1% to 2% of revenue vs. to the 3% to 5% industry average [141]. Thus, any
technological solution needs to be backed by a strong business case, and while
the potential returns on investment can be significant, the industry has only re-
cently begun to effectively quantify these benefits [62]. However, many in the
industry believe that advanced software solutions have the potential to expedite
digitalization and enhance the application of data-driven intelligence for practical
engineering tasks [132].

Furthermore, AI algorithms, particularly in engineering design and construction,
could significantly optimize energy use, material handling, scheduling, and project
management, leading to efficiency and cost savings [176]. However, the integration
of AI in the EPC sector has been limited. This is partly because it is challenging
to demonstrate the business value of AI solutions due to limited industrial expe-
rience and a frequent mismatch between management expectations and realistic
outcomes [213]. Only recently, the EPC industry has begun investing in AI for
general purposes, such as improving project management, enhancing design and
planning processes, and facilitating better communication and collaboration.

AI vs rule-based software

The integration of AI in the EPC industry marks a significant departure from
traditional software systems, primarily due to the dynamic and complex nature of
modern EPC projects. Traditional software, while foundational, often struggles
to cope with the frequent changes in project scope, environmental conditions,
and regulatory requirements that characterize the EPC industry. These systems,
rooted in static rules and processes, lack the necessary flexibility and adaptability,
leading to inefficiencies and a high potential for errors, which are particularly
consequential given the critical importance of safety, costs and timelines in EPC
projects [40].

In contrast, AI offers a powerful suite of capabilities that dramatically surpasses
conventional rule-based solutions. Technologies such as machine learning and deep
learning enable AI to autonomously analyze vast datasets, identify patterns, and
make decisions or predictions with minimal human intervention. This capacity
to process and analyze complex unstructured data in real-time allows AI-driven
solutions to provide more insights and efficiencies in comparison with rule-based
systems [121]. Thus, the shift towards AI-driven solutions in the EPC industry
addresses the limitations of traditional software by offering adaptable, efficient,
and insightful capabilities essential for the complexities of modern projects.

Therefore, this research’s focus on AI rather than exploring data handling, tra-
ditional software development, or digitalization in the EPC sector is justified by
the pressing need to address the complexity of modern EPC projects, which tra-
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ditional rule-based systems are increasingly unable to meet due to their inherent
limitations.

Hurdles for AI integration

While creating a research prototype is relatively simple, complexities arise when
developing production-ready applications [32]. The EPC sector is known for its
complexity and strict safety requirements, necessitating deep industry-specific
knowledge, meaning AI solutions need to be tailor-made. Therefore, for compa-
nies without large research teams or the infrastructure needed for AI development
and deployment, anticipating the real-world challenges of an AI solution deploy-
ment and scale-up can be daunting [10]. Additional challenges that affect the
widespread adoption of AI in businesses include guaranteeing the security of data
and adhering to legal requirements. As well existing inconsistencies in data col-
lection methods can pose a problem. Integrating the necessary infrastructure,
implementing third-party tools, and maintaining these within an organization’s
IT system’s infrastructure are also notable hurdles. Consequently, the step from
initial proof-of-concept models to their comprehensive implementation and de-
ployment can be substantial [62]. Difficulties in predicting how AI will perform in
each particular case and additional investment in AI personnel add to these chal-
lenges. The global nature of the EPC industry, with its variety of local standards
and practices, further complicates matters [62].

Although the situation is gradually improving as the workforce becomes more
adept at using digital tools - a trend that has accelerated since the pandemic
[141] - many EPC companies will continue to struggle with AI integration as
there is a lack of data-driven workflows and processes [121].

Future trends of AI

Nevertheless, the application of AI in the EPC sectors is rapidly evolving. Notable
developments include the use of AI for analyzing bidding documents, enhancing
EPC contractors’ competitiveness [39], forecasting design costs, identifying design
errors, evaluating change orders, predicting maintenance for plant equipment,
and, in general, aiding the transition of the energy sector to more sustainable
operation [121], [6]. AI’s application in forecasting product demand, workforce,
and materials is also gaining traction [5]. Machine Learning (ML) and Deep
Learning (DL) techniques are becoming increasingly prevalent in energy system
analyses [82]. The success of these AI applications is heavily reliant on the qual-
ity and volume of data available, emphasizing the critical role of comprehensive,
accurate, and timely data collection and management in enhancing AI’s effective-
ness [62]. The last decade has also demonstrated AI’s usefulness in inspection
and maintenance tasks [118]. In power electronics and engineering, AI methods
such as artificial neural networks and fuzzy logic are being employed to address
various technical challenges in areas like simulation, operational control, various
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predictions, and fault diagnosis [30]. A study by Ghoddusi et al. highlights that
Support Vector Machines, Artificial Neural Networks, and Genetic Algorithms are
popularly used for predicting energy prices and analyzing energy trends [91]. Ad-
ditionally, there has been notable research in applying AI for extracting contract
risks from legal documents [39]. In supply chain management particularly, the use
of generative AI is anticipated to be a key tool in addressing various challenges,
spanning from procurement to sales, leveraging data analysis, understanding in-
terrelationships, providing operational visibility, and supporting decision-making
[1], [45], [52].

1.2 Problem Statement and Research Questions

1.2.1 Problem statement

Based on the background presented in the previous section, we derive the following
problem statement:

Although AI presents numerous potential advantages, the EPC sector struggles to
integrate this technology due to the slow adoption of digital solutions, insu�cient
investment in IT, a lack of experience with AI within the industry, and challenges
in showcasing the business value of AI. This situation often results in a disconnect
between what management expects and the actual results of implementing AI into
business operations. Therefore, there is a critical need for strategies that address
these industry-speci�c challenges to e�ectively use AI to improve the engineer-
ing design and overall execution e�ciency of EPC projects. The central issue,
therefore, lies in creating and implementing AI deployment methods that not only
�t the unique practices of the EPC industry but also showcase business bene�ts
through solid examples.

1.2.2 Research questions

Initiating any research typically involves defining the research questions. The
research process to answer these questions is iterative, beginning broadly with
an exploratory approach and gradually becoming more focused, descriptive, or
prescriptive, as outlined by Easterbrook et al. [66].

To identify the common hurdles and optimal strategies for AI development and
deployment within the EPC industry, as well as to explore the practical applica-
tions of AI that underscore business value creation, the following three research
questions have been derived, which cover problem identification, solution proposal
and validation of the solution:

RQ1: What are the common challenges in AI deployment and adoption
within the EPC industry?
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This research question investigates the various barriers to AI implementation in
the EPC sector, focusing on identifying both technical and organizational chal-
lenges. It explores these obstacles through case studies that provide insights into
business, and core process-related issues within EPC projects.

RQ2: What strategies and frameworks can be created for effective AI
development, deployment and adoption in the EPC industry?

This question is addressed through an in-depth examination of strategies and
frameworks that facilitate AI integration in the EPC industry. The research, de-
tailed in multiple chapters, utilizes case studies and surveys to formulate effective
approaches for AI project execution, providing strategic insights and practical
frameworks that can guide EPC companies at various stages of AI maturity.

RQ3: What are the potential practical applications of AI that can be
developed for the EPC industry that demonstrate business value?

The focus here is on identifying and demonstrating practical AI applications
within the EPC industry that can enhance business value. This involves the
development and testing of AI technologies across various project phases, em-
phasizing their impact on improving efficiency, accuracy, and decision-making in
project operations. The research showcases how AI can automate and optimize
crucial processes like error detection in engineering drawings and material esti-
mation, utilizing action research methods.

1.3 Background and Related Work

In preparing this thesis, we conducted a comprehensive review of existing liter-
ature on AI applications within the EPC industry, as outlined across chapters 2
through 8. This review methodically differentiates between background work,
which forms the foundation of our research approach, and related work, which
situates our study within the broader academic and industry context without
directly contributing to our empirical findings.

Background Work: The foundation of this research lies in MLOps method-
ologies, which are crucial for analyzing various approaches to AI-based product
development and deployment. Academia and industry practitioners have explored
several ML project workflows that aid in the development of AI infrastructure and
applications. For instance, Microsoft has developed a nine-stage ML workflow [9],
while other high-level descriptions of ML process workflows and frameworks for
audit purposes have been documented in various studies [14], [104], [174]. These
methodologies, whether referred to as frameworks, ML project life cycles, or oth-
erwise, originate from earlier workflows established in data science and data min-
ing fields, such as TDSP [208], KDD [78], and CRISP-DM [223]. Notably, the

7



CRISP-DM model has become an industry standard for evaluating machine learn-
ing projects [42] and is recommended for ML project audits by the Supreme Audit
Institutions of multiple countries, including Finland, Germany, the Netherlands,
Norway, and the UK [80]. Despite their variations, all these models share a focus
on data-centric processes and involve numerous iterations across different phases.

In addition to MLOps methodologies, this work builds on published research about
the potential of AI to drive digital transformation in the EPC sector, highlighting
its benefits, challenges, and opportunities [142], [117], with a particular focus on
business value creation through AI-based technology [29]. Worth mentioning that
research on the industrial application of ML/DL in engineering remains limited
[25], [162]. Meantime, there is an overwhelming amount of consultancy reports
and roadmaps focusing on various AI project deployment strategies within com-
panies, which illustrate AI’s capabilities tailored to the industry’s unique needs
[213], [41], [11], [165], [19].

Related Work: This research builds on existing work within the energy, petro-
chemical, and oil and gas sectors, which has extensively explored how AI can
enhance project risk management, schedule optimization, and predictive main-
tenance [131], [7], [140], [5]. These studies highlight the extensive use of AI-
driven automation and data analytics for improvements in processes and safety.
However, this thesis narrows its focus to the lesser-studied applications of AI in
optimizing EPC project operations, specifically through automating engineering
blueprint quality checks and refining material cost estimations [167], [102]. This
area of research addresses significant value creation by demonstrating how AI
can drastically improve EPC business operations, leading to cost reductions and
quality enhancements. The development of these AI-based applications is built on
previous research that applies machine learning and deep learning techniques to
digitize or extract information from complex blueprints that are not available in
computer-aided formats [172], [163], [70], [114], [108], and in forecasting in project
planning, cost estimation, and risk management across various industrial sectors
[53], [5], [17], [111], [140].

By developing AI-based applications that showcase tangible examples of business
value creation and finding appropriate methods for integrating AI within the
engineering and construction industry, this work has high potential to add value
to both academic researchers and industrial practitioners.
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1.4 Research Scope, Process and Methodology

1.4.1 Scope of the research

The scope of this thesis centres on the integration of Artificial Intelligence (AI)
in the Engineering, Procurement, and Construction (EPC) industry, focusing on
sectors such as energy, oil & gas and petrochemicals. It entails:

ˆ Evaluating the challenges of AI deployment within the EPC environment.

ˆ Strategizing the development and implementation of AI in EPC companies
with various levels of AI maturity in EPC companies.

ˆ Demonstrating AI’s ability to create business value through automating
EPC core process workflows, such as quality checks of engineering blueprints
and material cost estimations.

1.4.2 Research Process

The thesis is organized into a series of research studies designed to address each
research questions:

ˆ Chapter 2 explores the challenges in adopting machine and deep learning
technologies within the EPC sector.

ˆ Chapter 3 investigates the factors influencing AI project strategy choices.

ˆ Chapter 4 identifies effective AI integration strategies for companies re-
lated to the EPC sector with varying AI maturity levels.

ˆ Chapter 5 studies methods to lessen manual efforts in engineering blueprint
reviews.

ˆ Chapter 6 examines automation techniques for quality assurance in
blueprint assessments, aiming to capture unique knowledge possessed by
engineers.

ˆ Chapter 7 assesses the use of deep and machine learning for more accu-
rate cost estimations of EPC projects, which is highly relevant during the
tendering phase.

ˆ Chapter 8 details the creation and testing of a comprehensive AI solution
for automating material take-offs in engineering drawings, aiming to enhance
EPC project estimations.

These studies are presented as separate chapters in a sequence as they have been
conducted. Figure 1.3 illustrates the initial stages of the research, involving explo-
ration of the topic, literature review, data collection from case studies, interviews,
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and data analysis to construct frameworks. Figure 1.4 specifically outlines the de-
velopment process of the AI products that are integral to this research project,
detailing steps such as problem identification, research planning, data gathering,
model and software development

Table 1.1 provides a summarized view of the publications on which each chapter is
based. Each chapter can be clustered to illustrate its relationship to each research
question. The first two clusters establish the foundational understanding of AI
challenges and strategic approaches within the EPC industry, which is essential
before exploring the practical applications. The third cluster applies the insights
from the foundational chapters to specific problems, demonstrating the practical
implementation of AI technologies to streamline business operations and improve
outcomes in EPC projects.

Table 1.1: Summary of the published studies and their mapping to the included
chapters

Chapter Published as
Chapter 2 Rimma Dzhusupova, Jan Bosch, and Helena Holmström Olsson. “Challenges in developing and deploying AI in the

engineering, procurement and construction industry”. In: 2022 IEEE 46th Annual Computers, Software, and Applications
Conference (COMPSAC). 2022, pp. 1070–1075. doi: 10.1109/COMPSAC54236.2022.00167

Chapter 3 Rimma Dzhusupova, Jan Bosch, and Helena Holmström Olsson. “The Goldilocks Framework: Towards Selecting
the Optimal Approach to Conducting AI Projects”. In: 2022 IEEE/ACM 1st International Conference on AI Engineering
– Software Engineering for AI (CAIN). 2022, pp. 124–135. doi: 10.1145/3522664. 3528595

Chapter 4 Rimma Dzhusupova, Jan Bosch, and Helena Holmström Olsson. “Choosing the right path for AI integration
in engineering companies: A strategic guide”. In: Journal of Systems and Software 210 (2024).
doi: 10.1016/j.jss.2023.111945

Chapter 5 Rimma Dzhusupova, Richa Banotra, Jan Bosch, and Helena Holmström Olsson. “Pattern Recognition Method for Detecting
Engineering Errors on Technical Drawings”. In: 2022 IEEE World AI IoT Congress (AI-IoT). 2022, pp. 642–648.
doi: 10.1109/AIIoT54504.2022.9817294

Chapter 6 Rimma Dzhusupova, Richa Banotra, Jan Bosch, and Helena Holmström Olsson. “Using artificial intelligence to find
design errors in the engineering drawings”. In: Journal of Software: Evolution and Process, e2543 (2023).
doi: 10.1002/smr.2543

Chapter 7 Rimma Dzhusupova, Mina Ya-alimadad, Vasil Shteriyanov, Jan Bosch, and Helena Holmström Olsson. “Practical Software
Development: Leveraging AI for Precise Cost Estimation in Lump-Sum EPC Project”. In: 2024 IEEE International Conference
on Software Analysis, Evolution and Reengineering (SANER). 2024, pp. 1023–1033. doi: 10.1109/SANER60148.2024.00110

Chapter 8 Rimma Dzhusupova, Vasil Shteriyanov, Jan Bosch, and Helena Holmström Olsson. “Revolutionizing Engineering and
Construction Projects: The Role of Artificial Intelligence in Cost Estimation and Procurement”.
Submitted manuscript to the journal “Automation in Construction”

Chapters 2, 3, and 4 form a sequential narrative that begins with the identi-
fication of challenges, progresses to determine the factors affecting AI adoption,
and concludes with strategies for effectively integrating AI solutions within the
EPC industry.

Chapters 5 through 8 focus on applying AI to specific tasks in the EPC project
workflow. Chapter 5 addresses deep learning techniques to identify patterns on
engineering drawings that represent correct and incorrect arrangements. Chapter
6 builds on pattern recognition, emphasizing how engineering expertise can be
captured through this approach, thus ensuring the quality of engineering design.
Chapter 7 integrates symbol and text recognition methods to automate informa-
tion extraction from engineering drawings for material cost estimation, as well as
applying machine learning to refine these estimates based on past EPC project
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Figure 1.3: Timeline of understanding understanding of AI challenges and strate-
gic approaches to AI development and deployment within the EPC industry.

Figure 1.4: Timeline of the development process of AI tools described in this
dissertation.
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Figure 1.5: Research studies, their relations, and their mapping to the research
questions.

data. Chapter 8 expands on the concept outlined in Chapter 7 and describes
the development of a proof-of-concept for a complete solution for the automation
of material take-offs, which includes deep learning, machine learning and knowl-
edge rules (heuristics) based on business specifics. These chapters demonstrate a
progression from task-specific AI applications to broader project-level solutions.

Thus, this thesis structure is designed to foster a deep understanding of theoretical
concepts before delving into practical applications, ensuring a seamless narrative
flow throughout the dissertation. Figure 1.5 illustrates how the studies are clus-
tered and relate to the research questions, where the relationship between clusters
is identified with a dashed arrow. Figure 1.6 illustrates the incremental maturity
of understanding of the research topic in relation to the research questions and
thesis chapters.

1.4.3 Definitions used through the research

Based on the studies presented in each chapter, the following definitions can
be constructed to ensure a coherent understanding of each term as it is used
throughout the thesis:

Strategy. Strategy is the plan for achieving long-term organizational goals with
AI, which is explored in Chapter 3. It includes the identification of key goals, the
allocation of resources, and the assessment of potential risks and benefits. The
strategy must be flexible to adapt to evolving circumstances and technologies.

Development. This term is synonymous with MLOps, which is a theme through-
out the thesis but particularly discussed in Chapter 5. It refers to the lifecycle of
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Figure 1.6: The incremental progress of the maturity of understanding in relation
to the research questions and thesis chapters.

AI applications from initial algorithm development to deployment in operational
settings.

Deployment. Deployment is the process of implementing a fully developed AI
solution across an organization, as discussed in Chapter 4. It involves scaling up
from a validated proof-of-concept to a fully functional system that is integrated
into the company’s regular operations, supported by necessary infrastructure and
resources, including ongoing monitoring, retraining, and updating to ensure sus-
tained effectiveness and compliance with evolving requirements.

AI Integration. AI Integration is a more generic term of Deployment and
relates to the comprehensive process of embedding AI within a company’s business
processes, discussed across Chapters 2 through 4. It involves not only the technical
aspects of AI but also the organizational change management required to leverage
AI effectively for business value creation.

Adoption. Adoption, which is detailed in Chapter 2, is the process by which
a technology becomes routinely used by an organization. It involves the stages
of accepting, implementing, and integrating AI within the existing systems and
workflows, overcoming resistance to change, and demonstrating the technology’s
benefits to the organization.
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1.4.4 Research Methodology

This dissertation utilizes an empirical research approach, prioritizing observation,
experimentation, and evidence over theoretical or logical approaches. This ap-
proach is crucial in software engineering for evaluating the real-world impact of
various techniques and tools on software development processes and technologies
[116]. Moreover, for software engineering to gain acknowledgement as a legitimate
engineering field, it must integrate and adapt empirical research methods from
diverse disciplines. This encompasses understanding, planning, monitoring, con-
trolling, estimating, predicting, and enhancing product development processes.
Therefore, the field of software engineering employs a variety of research methods
and extends beyond technical solutions by delving into organizational challenges,
project management, and human behaviour [168], [224]. In this section, we outline
applicable methodologies that apply to this research.

a) Research purposes (Objectives)

In software engineering, research objectives are categorized into four main types:
Exploratory, Descriptive, Explanatory, and Prescriptive [181].

Exploratory research seeks to investigate little-understood or unexplored areas,
aiming to gain new insights, discover patterns, or identify research questions that
require further study [66].

Descriptive research aims to accurately and systematically describe a phe-
nomenon, process, or condition, often through the use of observation, surveys,
and case studies, and without attempting to influence or modify it [181].

Explanatory Research is typically used when the aim is to explain the rela-
tionships between variables, focusing on why certain outcomes occur. It goes
beyond describing or exploring phenomena, aiming instead to elucidate causal
connections through detailed analysis [115].

Prescriptive research seeks to develop methods, techniques, and tools that can
solve specific problems or improve software development processes. It not only
identifies what works best under certain conditions but also provides guidelines,
frameworks, and best practices for implementation [175].

b) Research type

Empirical research methodologies diverge into two primary paradigms with dis-
tinct approaches. The qualitative paradigm focuses on observing subjects
within their natural environments, interpreting phenomena through the expla-
nations provided by participants. Conversely, the quantitative paradigm aims
to measure relationships and compare different groups, typically through con-
trolled experiments or case studies. It seeks to establish cause-effect dynamics
through statistical analysis and comparisons of the quantification of data [224].
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c) Research methods

As mentioned above, various empirical research methods are utilized in the field
of software engineering. Easterbrook et al. highlighted five primary methods
suitable for this discipline, including controlled experiments, case studies, survey
research, ethnographies, and action research[66]. However, there are some vari-
ations in the methods recognized by different scholars. For instance, Wohlin et
al. pointed out four key methods, adding post-mortem analysis to the mix [224],
while Sjoberg et al. emphasized the importance of experimentation, surveys, case
studies, and action research[199]. This thesis aligns with Sjoberg et al. perspec-
tive, incorporating a broad range of methods identified across the literature. The
definition of each method is provided below.

Experimentation in software engineering involves formulating hypotheses and
altering independent variables to study their impact on dependent variables. This
can range from straightforward experiments comparing two scenarios of a variable
to more intricate designs involving multiple variables or levels. Typically, these
experiments engage human participants in tasks to evaluate the effects of various
conditions [66].

Surveys have long been used as tools for organizational change, employing struc-
tured questionnaires to gather data for analysis [199].

Case studies examine phenomena within their real contexts, particularly useful
in software engineering for evaluating methods and tools in industrial settings
[199].

Action research blends theory with practice, offering practical benefits to partic-
ipants while enhancing theoretical understanding. It involves an iterative process
of problem diagnosis, action, and reflection, engaging researchers and practition-
ers in collaborative inquiry [199].

Applied research methodology

Below, the research methodology for each chapter is explained and justified.

Chapter 2:

Objectives: This study adopts an exploratory approach, examining the obstacles
encountered by the EPC industry in integrating AI. It lays the groundwork for
subsequent research into potential strategies for overcoming these hurdles, which
are further explored in Chapters 3 and 4.

Research Methods:The study uses case study as its research method, examining
real-life instances of AI application within an EPC company.
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Results Type: The research results are both qualitative and prescriptive. Quali-
tative, as it describes challenges and strategies based on real-life experiences, and
prescriptive, as it suggests measures to address the identified obstacles.

Chapter 3:

Objectives: The study is primarily exploratory and prescriptive. It aims to
guide organizations on selecting the best approach for AI project development
and deployment by weighing various factors like cost, schedule, intellectual prop-
erty, and company strategy. It explores different methods of AI project execu-
tion—internal development, collaboration with platform providers, and off-the-
shelf services—and prescribes the best strategy based on business needs.

Research Methods:The study employs a case study approach, focusing on real-life
situations within a large international engineering company. It analyzes differ-
ent strategies used by the company for AI project development and deployment,
providing a detailed examination of each through SWOT (Strengths-Weaknesses-
Opportunities-Threats) analysis.

Results Type: The results are both qualitative, as they present a comprehensive
framework that outlines the trade-offs between different approaches to AI project
development and deployment, and prescriptive, offering recommendations on se-
lecting the optimal approach based on specific organizational contexts and goals.

Chapter 4:

Objectives: The study is exploratory and prescriptive. Firstly, it aims to explore
the current practices and strategic approaches for AI integration within engineer-
ing companies, specifically in the EPC industry and then prescribes a strategic
guide for choosing the optimal approach for AI development, deployment and
adoption.

Research Methods: The study employs case studies and survey as its primary
research methods. It explores real-life situations within the EPC industry by
examining AI project execution strategies in various companies, providing an in-
depth investigation.

Results Type: The results are qualitative and prescriptive, providing detailed
insights and strategic guidance based on the examination of case studies and
survey analysis.

Chapter 5:

Objectives: The study is prescriptive. It aims to develop a deep learning model
capable of identifying engineering mistakes in technical drawings, thereby reducing
manual review hours for engineers.

16



Research Method:The research utilized an action research method involving par-
ticipant observation and an iterative approach of problem-solving, allowing for
real-time application and feedback.

Results Type: The results are quantitative and exploratory, as the study presents
data on the model’s accuracy in identifying engineering errors and explores the
potential of applying the developed model to various schematic diagrams in engi-
neering fields.

Chapter 6:

Objectives: The study is prescriptive. It aims to detail the development of an
AI-based tool described in chapter 5 and justify its business value.

Research Methods:The study employs action research involving the development
and iterative testing of an AI-based tool within a real-world EPC company set-
ting. It includes problem identification, data collection and preprocessing, model
development, training, and performance evaluation.

Results Type: The results are quantitative and prescriptive. Quantitative data are
presented in terms of performance metrics (e.g., precision, recall, F1-score) and
potential cost savings. The study is prescriptive, offering actionable insights on
developing and deploying the AI-based solution to automate design error detection
on engineering blueprints and suggesting improvements for future applications.

Chapter 7:

Objectives: The study is prescriptive. It develops a concept aiming to leverage
AI for enhancing the accuracy and efficiency of cost estimation in lump-sum EPC
projects, addressing the challenges of manual, time-consuming processes that are
dependent on expert knowledge.

Research Methods:This research employs action research involving the develop-
ment and application of AI techniques (deep learning and machine learning) in a
real-world EPC company setting to improve material cost estimation.

Results Type: The results are quantitative, demonstrating the effectiveness of the
proposed AI-driven solution in improving cost estimation accuracy through the
evaluation of model performance metrics and feedback on practical application in
project estimations.

Chapter 8:

Objectives: This study takes a prescriptive approach, advancing the development
of an AI-based application that builds upon the concept introduced in Chapter 7.
It aims to automate the manual task of estimating material quantities by employ-
ing deep learning techniques for symbol and text recognition. This approach is
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augmented with heuristics and the analysis of historical data to enhance accuracy
and efficiency.

Research Methods:The method employed is action research, involving the devel-
opment, implementation, and evaluation of a proof-of-concept within a real-world
setting. This approach includes problem identification, solution development, and
iterative testing with adjustments based on feedback.

Results Type: The results are quantitative. The research involves the collection
and analysis of numerical data to evaluate the effectiveness and efficiency of the
proposed AI-driven solution for material take-off (MTO) in engineering projects.
It includes metrics such as accuracy improvements and time savings in the ma-
terial take-off process, providing a measurable assessment of the AI solution’s
impact on the material estimation tasks. The result is also prescriptive, offering
a detailed solution development description.

Summary

The Case studies detailed in Chapters 2 through 3, as well as the action research
described in Chapters 5 through 8, were conducted at McDermott, a leading En-
gineering, Procurement, and Construction (EPC) company with a global presence
and known for undertaking large-scale projects in the energy sector. The research
initiatives outlined in each chapter were initiated and led by the author of the
thesis, an employee of McDermott, with the collaborative support of McDermott’s
AI engineering team. The author’s position as Artificial Intelligence Initiatives
Lead granted a unique perspective on the development and implementation of
the research, as well as exclusive access to the documentation of all EPC projects
undertaken by the company.

The Survey presented in Chapter 4 was carried out among large companies oper-
ating within the EPC industry, which collaborate with McDermott either through
the provision of equipment or operational control solutions for EPC projects. Due
to confidentiality constraints, conducting case studies within these partner compa-
nies was not feasible, making a survey of key stakeholders from these organizations
the most suitable approach.

Table 1.2 summarizes each chapter’s objective, the research methods used, and
type of results produced.

The integration of multiple research methods—case studies, surveys, and action
research—provides significant added value and synergy, enhancing the depth, re-
liability, and applicability of the research findings. Case studies offer a deep,
contextual understanding of AI adoption challenges within specific EPC projects,
while surveys broaden the perspective by capturing trends and general percep-
tions across the industry. This combination allows for a comprehensive analysis,
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Table 1.2: Research studies with their objectives, methods, and result types

Research study Objectives Research method Result type
Chapter 2 exploratory Case study Qualitative and prescriptive
Chapter 3 exploratory and prescriptive Case study Qualitative and prescriptive
Chapter 4 exploratory and prescriptive Case study/ survey Qualitative and prescriptive
Chapter 5 prescriptive Action research Quantitative and exploratory
Chapter 6 prescriptive Action research Quantitative and prescriptive
Chapter 7 prescriptive Action research Quantitative
Chapter 8 prescriptive Action research Quantitative and prescriptive

ensuring that the findings are robust and reflective of a wide range of experiences
and contexts.

Action research then builds on these insights, applying them directly within
project settings to develop and test AI applications. This method not only verifies
the theoretical and survey-based findings through practical application but also
enables real-time adjustments and improvements, demonstrating the immediate
benefits of AI in enhancing project execution. The synergy between these meth-
ods ensures that research outcomes are both theoretically sound and practically
viable, effectively bridging the gap between research and real-world application.

By seamlessly integrating these methodologies, the thesis manuscript comprehen-
sively addresses its research questions, moving from identifying challenges and
strategies for AI integration to demonstrating tangible AI applications that offer
business value in the EPC industry.

1.5 Thesis Overview

This thesis comprises multiple research studies that either fully or partly address
one of the research questions listed in Table 1.1. The following subsections provide
an overview of the thesis scope and how it answers each of the research questions.

1.5.1 Research studies addressing RQ1

The first research question (What are the common challenges in AI deployment
and adoption within the EPC industry?) is explored in the first study in Chapter
2. This work employs a qualitative case study method, utilizing diverse data
sources such as project documentation and the author’s observation during AI
project executions.

Chapter 2 outlines the challenges faced during AI implementation within the
EPC sector, including business, architectural, organizational, and process-related
obstacles. It draws insights from a multinational EPC contractor known for ex-
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ecuting large-scale energy projects and aligns closely with the first half of the
research question.

1.5.2 Research studies addressing RQ2

The second research question (What strategies and frameworks that can be created
for e�ective AI development, deployment and adoption in the EPC industry?) is
explored in Chapters 3 and 4. These studies employ qualitative case study and
surveys methods, utilizing diverse data sources such as projects documentation,
author’s observation during AI project executions and various interviews.

these chapters further contribute to the research question by presenting frame-
works to help in the selection of the most appropriate approaches for AI project
execution that aim to develop and deploy AI-based solutions to support business
operations. These frameworks are built on the review analysis of AI projects
at the same case company and feedback from the interviews with business lead-
ers from AI-advanced companies serving the EPC industry. Thus, the proposed
frameworks are built on strategic insights and help in identifying optimal prac-
tices and strategies for AI deployment across EPC companies at different stages
of AI maturity as shown in Figure 1.7.

1.5.3 Research studies addressing RQ3

The third research question (What are the potential practical applications of AI
can be developed for the EPC industry that demonstrates business value?) is ad-
dressed in studies presented in Chapters 5 to 8. These chapters delve into the
tangible implementation of AI technologies and highlight their business benefits.
They explore how AI can boost efficiency, accuracy, and decision-making, partic-
ularly through forecasting and computer vision techniques combined with EPC-
specific knowledge rules, to demonstrate AI’s ability to automate and enhance
crucial project processes like error detection in engineering drawings and material
estimation. These studies have been conducted at a leading Engineering, Pro-
curement, and Construction (EPC) company where the research initiatives were
started by the thesis author and executed with the support of AI engineering team
under the direct supervision of the thesis author. Thus, the presented studies uti-
lize a quantitative action research approach, with the author playing a central
role as both project initiator and research leader.

Chapters 5 and 6 focus on developing an application that utilizes a deep learning
model to automate quality checks of complex engineering blueprints, specifically
piping and instrumentation diagrams (P&IDs) as shown in Figure 1.8. The ap-
plication aims to enhance quality and efficiency during the engineering phase of
EPC projects by reducing manual labor, thereby saving engineering hours and
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Figure 1.7: Development of the framework for the most optimum approach selec-
tion for AI project development, deployment and adoption.
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Figure 1.8: AI application for engineering design checks. Example of correct and
incorrect installation.

reducing operational costs. Chapter 5 details the model’s development and train-
ing for the identification of the design error patterns, while Chapter 6 expands
this research to include the creation of a complete software, a cost-benefit anal-
ysis, and a discussion on the solution’s scalability. This research demonstrates
practical AI applications in the EPC industry by showing how AI can improve
engineering drawing quality and optimize resource allocation, leading to direct
business value through reduced costs and labor for manual reviews and indirectly
enhancing construction by ensuring higher quality blueprints, which helps prevent
time and labor waste in correcting design errors on-site.

Chapters 7 and 8 highlight AI’s role in enhancing cost estimation practices in
the EPC sector, aiming to reduce time, lower engineering costs, and improve
the accuracy of material estimations for EPC projects. By integrating AI, par-
ticularly computer vision techniques with knowledge rules as shown in Figure
1.9, this research endeavours to automate and refine the accuracy of material
quantity forecasts, a critical component of EPC project cost estimates. Built on
published academic research and industry practices, it proposes a solution that
combines object/text recognition algorithms with predefined business knowledge
rules for material quantity extraction from engineering diagrams which is rein-
forced with regression techniques that use the company’s previous experience for
precise material quantity estimation. Chapter 7 presents a preliminary solution
concept, assessing the performance of individual models, while chapter 8 provides
an in-depth evaluation of the proposed solution, including a detailed description
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Figure 1.9: AI application for material data extraction from engineering
blueprints.

of data processing, model development, and the application of knowledge rules.
Thus offering a comprehensive overview of integrated software development.
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Part I
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Chapter 2

Challenges in Developing
and Deploying AI in the
Engineering, Procurement
and Construction Industry

This chapter appears as: Rimma Dzhusupova, Jan Bosch, and Helena Holmström Ols-

son. “Challenges in developing and deploying AI in the engineering, procurement and

construction industry”. In: 2022 IEEE 46th Annual Computers, Software, and Appli-

cations Conference (COMPSAC). 2022, pp. 1070–1075. doi : 10.1109/COMPSAC54236.

2022.00167

Abstract

AI in the Engineering, Procurement and Construction (EPC) industry has not
yet a proven track record in large-scale projects. Since AI solutions for industrial
applications became available only recently, deployment experience and lessons
learned are still to be built up. Several research papers exist describing the po-
tential of AI, and many surveys and white papers have been published indicating
the challenges of AI deployment in the EPC industry. However, there is a recogniz-
able shortage of in-depth studies of deployment experience in academic literature,
particularly those focusing on the experiences of EPC companies involved in large-
scale project execution with high safety standards, such as the petrochemical or
energy sector. The novelty of this research is that we explore in detail the chal-
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lenges and obstacles faced in developing and deploying AI in a large-scale project
in the EPC industry based on real-life use cases performed in an EPC company.
Those identified challenges are not linked to specific technology or a company’s
know-how and, therefore, are universal. The findings in this paper aim to provide
feedback to academia to reduce the gap between research and practice experience.
They also help reveal the hidden stones when implementing AI solutions in the
industry.
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2.1 Introduction

Artificial intelligence (AI) is often referred to as today’s most important general-
purpose technology. AI has already triggered substantial changes in healthcare,
manufacturing, transportation, retail, media, finance, oil and gas and transformed
their competition rules [118], [10], [79], [77], [20]. Various industries currently con-
sider Machine Learning and Deep Learning (ML/DL) applications within their
fields, applying image recognition, natural language processing, operations opti-
mization, data mining, and knowledge discovery [226]. This trend also has been
strongly supported by many government initiatives, like Industry 4.0 (Germany),
Smart Factory (South Korea), and Smart Manufacturing (USA) [25]. Although
many companies and experts believe that it can accelerate digitalization and im-
prove the application of data-driven intelligence systems for practical engineering
in the future[133], AI support during the engineering and construction phase of
project execution in the EPC industry has been limited. Though, AI products
have already been implemented in the operations of those projects. For example,
in oil and gas exploration or large installations operations (e.g., plant’s operating
and control systems).

Nowadays, EPC companies are increasingly digitalizing operating models to au-
tomate, where possible, the work processes, which help to reduce the engineering
hours and help to meet the schedule. However, it is challenging to introduce
AI in the engineering phase of the projects due to the sector’s complexity and
high safety standards. For example, as per IEC 61508 (international standard
published by the International Electrotechnical Commission), the safety integrity
level rate for the petrochemical industry is very high, i.e. the probability of a
single dangerous failure in 100,000 hours - is the minimum safety requirement
[87]. One of the main problems of the EPC industry is the need to squeeze too
many activities into a concise project period. Moreover, each project has indi-
vidual specifics, and any solution that supposes to reduce manual work requires
a lot of domain expertise. In addition, the industry often lacks suitable data col-
lection mechanisms to apply ML/DL effectively [134], [135]. Therefore, reducing
manual work is the potential area where AI might help [13]. Although many con-
sultancy reports and roadmaps focus on different ways of AI projects deployment
within companies [26], [19], [213], [209], [11], and a number of them focus on
EPC businesses executing large multi-billion projects with high safety standards
[88], [213], [209], [11], [169] - similar research cannot be found yet in academic
literature [25], [162]. The observations done in [162], [186] recognize the shortage
of deployment experience in the academic literature as it highlights that a lot of
knowledge obtained by industrial ML practitioners goes unpublished.

Therefore, this paper explores the challenges and obstacles of AI deployment by
analyzing real-life use cases performed in an EPC company. Based on empir-
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ical research of real-life use cases, this paper details how various factors, like
silos databases, inadequate cost-time-resources estimation, or intellectual prop-
erty, might create obstacles for AI implementation into the EPC workflow. The
contribution of this paper is two-fold. First, we studied challenges that are not
linked to a specific technology or company’s know-how. Therefore, they are uni-
versal and can be applied to other sectors with high-safety standards requirements
as they reveal the hidden stones when implementing AI solutions in the industry
in general. Second, we studied the challenges when company is operating in dif-
ferent geographical locations and executing projects for various clients who can
have their own engineering design standards. Therefore, the research findings also
apply to large corporations with international branches.

2.2 Background and Related Work

Digitalization, Artificial Intelligence and Machine Learning have experienced a
lot of hype during recent years. It is becoming easier to obtain the budget for de-
veloping and deploying the products which fall into these categories [218], [153].
An overview of Artificial Intelligence companies funded within the past three
months shows the increasing eagerness to invest in AI startups and AI projects
within large corporations [12], [93]. Building an ML/DL research prototype is
easy in comparison to the work required to create production-ready applications
[33]. It can become difficult to predict all the obstacles that may occur once
a model has been deployed in the real world. Companies such as Google, Mi-
crosoft, and similar made AI a natural component of their products. However,
there are many challenges with building production-ready systems with ML/DL
components, especially if the company does not have a large research group and
a highly developed supporting infrastructure [10]. There are empirical studies
[18], [162], [118] and reports from various industries [88], [213], [209], [11], [169]
presenting AI applications’ deployment processes and challenges. In [162], the au-
thors present a recent survey of papers that report experience from a single ML
deployment project and papers that describe ML applications in different indus-
tries. Their research concludes that while there are many business reports on the
topic, the challenges of the entire machine learning deployment pipeline are not
covered nearly as widely in the academic literature. In [10] and [18], the authors
cover in detail the case studies from a wide variety of industries. In [118], the
authors review the energy sector and describe the learnings from AI projects per-
formed for leading oil and gas upstream companies worldwide. All those research
identifies that existing data collection and storage solutions, like poor logging and
limited data cleaning mechanisms, are insufficient to set up ML/DL systems. As
a result, potentially great efforts have to be spent on data exploration before for-
mulating the problem for a project where ML/DL can support [134]. In Koroteev
et al. [118], authors focus on the oil and gas industry that has very high safety
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standards [87] where they show that while oil and gas operators, like BP, Shell,
Saudi Aramco, and Gazprom Neft are investing aggressively in AI startups and
R&D, several challenges are preventing them from implementing AI at large scale
in the exploration and production of oil and gas. They underline that alongside
the data gathering and storage process challenges, the critical ones are related to
the people and their knowledge of AI. The overview of the reports that present
industry experience [88], [213], [209], [169], [169] shows that internally and exter-
nally developed AI solutions face the business and organizational challenges that
are common for any company in the engineering and construction industry.

In this paper, we discuss the challenges that occur when developing and deploying
ML/DL solutions for large-scale EPC projects. In addition to findings that con-
firm previous research and that are common across industries, we present in-depth
and novel findings specific to the EPC industry.

2.3 Research Method

2.3.1 Method description

For this research, the case study method was selected. The case study method
is appropriate for exploring real-life challenges since it cannot be controlled, and
real-life circumstances play a crucial role in the research [67]. Choosing each case
as a unit of analysis ensured that the study focused on the intended research
question. It also allowed us to identify the technical and non-technical challenges
of implementing AI solutions in the industry. Research findings from these cases
cover technical challenges when EPC company develops the ML/DL product in-
ternally, and non-technical challenges which company faces when introducing the
product developed externally for direct deploying in the engineering workflow. In
our study, we focused on the following research question:

RQ: \What are the primary challenges the engineering and construc-
tion industry is experiencing when selecting, developing, and deploying
ML/DL solutions?"

2.3.2 Selection of use cases

The studied use cases were initiated within an EPC company by engineering
disciplines (process, piping, civil-structure, electrical, safety, mechanical and in-
strumentation). The existing applications established in the company have been
considered first before exploring AI/ML-based solutions. These use cases rep-
resent the variety of AI/ML applications. Use Case 1 reveals the difficulties of
collecting the data from all the company’s international branches and shows how
a simple ML regression model can provide a high-quality prediction when data is
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collected correctly. Use Case 2 underlines the difficulties of DL model develop-
ment due to the high variety of symbology used on engineering drawings when it
applies to engineering mistakes recognition. Use Case 3 reveals the hidden stones
related to non-technical aspects like IP protection or legal constraints when using
AI service provided by a third party. Together, the three use cases reflect the
company’s state of practice and involve high-end and cutting-edge technology.

2.3.3 Data collection and analysis

The findings in this paper are based on three examples of ML/DL projects per-
formed within a multinational EPC company with thousands of employees. The
company executes large-scale projects in the energy sector with a minimum ac-
ceptable safety integrity rate of 10-5 (the probability of dangerous failure equals
one failure per 100,000 hours [87]). Use Cases 1 and 2 have been developed in-
ternally by an AI team under first author supervision. Use Case 3 is developed
externally and utilized the company’s experience after engaging with different AI
companies that develop the AI-based tool tailor-made for the EPC industry. All
three use cases are executed in parallel, allowing a real-time comparison between
them under first author supervision.

2.4 ML/DL Use Cases Description

2.4.1 Use Case 1. Engineering hours budget prediction

Purpose of Use Case 1: Nowadays, projects that include engineering, procure-
ment, and construction phases are more and more estimated as lump sums. That
means that the company has to provide the overall price to a client where they
have to include all the cost to cover labour hours for engineering, the price for
all the equipment and labour cost for construction, all expenses for third-party
companies, which could be involved in any project phase and include the esti-
mated margin, which is usually in large projects less than 10% of the overall cost.
Having such a tight margin for profit makes the initial estimate a very crucial
exercise. Therefore, EPC companies have begun recognizing the necessity of uti-
lizing historical data analysis. Another struggle of EPC companies is how to make
a project estimate as quickly as possible and avoid spending expensive engineering
hours for this exercise. Making an accurate prediction of the engineering budget
with machine learning based on historical project data is one of the promising
applications to reduce manual engineering work.

Description of Use Case 1: The ML application predicts hours that need to be
spent by each engineering discipline to design a petrochemical or gas processing
plant. The prediction can be made for electrical, mechanical, civil, piping, in-
strumentation and safety engineering disciplines. The input data are the primary
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benchmark data, like mechanical equipment quantity, installed pipe length, in-
stalled cables length, and hardwired signals quantity. The developed engineering
hours prediction tool is used by estimating team during project proposals prepa-
ration and by functional management as a reference when reviewing the hours’
estimate made by discipline lead engineers for the awarded project.

Development of Use Case 1: The request for data analysis for future project
prediction was raised by line management and estimating discipline. The main
activity was collecting high-quality data gathered from projects executed by the
company during the last twenty years. The data was collected at the end of the
engineering phase of the projects and stored in the engineering database. Those
data contain the statistics of spent engineering hours per discipline and primary
material and equipment quantities identified for each project. Since it was possible
to get good quality data from 100 large scale projects whose overall budget varies
from half-billion to several billion US dollars each, the ML regression models have
been applied. The model showed good accuracy on the validation set (up to 90%
on several benchmarks).

2.4.2 Use Case 2. Defect identification on the engineering
drawings

Purpose of Use Case 2:

Although many EPC companies have adopted model-based solutions provided
by companies like AVEVA Engineering [15] or Hexagon [103] that shifted the
industry design process to use 3D modelling, not all the design mistakes can be
revealed in the 3D model. When 2D drawings are generated from the model, a
manual review is still required before sending the drawing to the construction site
to avoid those design mistakes that cause construction delays. The review usually
takes hours and require a lot of engineering experience. Therefore, one of the
most promising AI applications is the Defect Identification tool based on the DL
model that can highlight the specific patterns on complex engineering drawings
identified as defects or, in other words, engineering mistakes. It also applies when
engineering drawings are received from the licensor or client in 2D format and
need to be reviewed.

Description of the Use Case 2:

The DL model is trained to recognize a specific pattern on engineering drawings.
For example, a spectacle blind against a butterfly valve (Figure 2.1). It can be
an engineering error in some cases, and a spool between the butterfly valve and
blind might be required.
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Development of Use Case 2:

The Defect Identification tool is based on a deep learning object detection model
that use transfer learning to detect patterns on engineering drawings. This Use
Case has been developed internally with training/dev/test sets based on 10,000
P&IDs (piping and instrumentation diagrams) from ten executed EPC projects
within the company, which contain anomalies that can be identified as engineer-
ing mistakes. It is essential to mention that development was done within the
engineering company without outsourcing any work to a third party or using
third-party software. All software for labelling or user interface has been devel-
oped internally to avoid the leakage of sensitive data on the engineering drawings.

Figure 2.1: Example of a butterfly valve with a positive isolation element, and
their correct and incorrect installation.

2.4.3 Use Case 3. Digitalization of PDF drawings into CAE
(Computer-Aided Engineering) compatible files

Purpose of Use Case 3:

Several AI companies developed deep learning algorithms for digitalizing the en-
gineering drawings for the EPC industry. This type of application can reduce
the manual re-drawing of the engineering documents and help extract essential
information in an organized manner. Although engineering companies widely use
model-based solutions, IP sharing is still primarily done via PDF format: i.e.,
drawing from a licensor that contains specific technology of a product develop-
ment process. At the start of the project, a client might also provide a set of
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drawings of an existing installation in PDF or scanned format. This solution
would support process engineers to reduce the re-drawing of those scanned doc-
uments in CAE (computer-aided engineering) software at the beginning of the
project.

Description of Use Case 3:

Use Case 3 is a software-based ML/DL model which is trained to recognize a set
of standard symbols, text, shapes and their relationships on piping and instru-
mentation diagrams (P&IDs) that allows users to automatically digitalize P&IDs
from PDF or scanned drawings into CAE software, such as AutoCAD, AVEVA
or Smart Plant.

Development of Use Case 3:

In this Use Case, an EPC company applied the AI solution developed by a third
party company. Similar tools are widely becoming available for EPC companies.
However, no references are found when companies have deployed similar solutions
at a multi-billion US dollar EPC project scale. Since those solutions became
available only in recent years and the typical schedule for the EPC project is 2-3
years, there might be no references existing yet.

2.5 Research Findings

This chapter will describe in-depth the challenges an EPC company faces during
the selected use cases development and deployment. All those found challenges
are related to either business, data management, development and deployment
or project organization and can be categorised in business, architecture, process
and organisation categories. Therefore, we applied the BAPO model (Business,
Architecture, Process, and Organisation) that is commonly used in the software
product development context [67], [26]. Focusing on this type of challenges firstly
confirms the general issues that any industry faces while implementing AI solu-
tions and secondly underlines the specifics of the EPC industry executing large-
scale projects with high safety design requirements. They are summarized in the
Figure 2.2

2.5.1 Business challenges

When approaching a decision about introducing new software, it always starts
with business understanding, which is the phase to identify business problems
that new software may solve. In this phase company makes initial decisions on
what needs to be done and what resources are required to achieve it. Use Cases
2 and 3 aim to reduce the manual work; therefore, the estimate of the business
benefits depends on how many engineering hours have been saved by using these
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Figure 2.2: Common vs Unique challenges for large EPC.

applications. While Use Case 2 focuses on reducing the time engineers spend
checking the engineering drawings, Use Case 3 helps to reduce the re-drawing
work. Both applications are based on image (pattern) recognition deep learning
models whose performance depends on engineering symbols variations. It is diffi-
cult to predict upfront how much manual work still need to be involved to ensure
acceptable performance. In the case of the Defect identification tool, engineers
still need to do a manual check to ensure that mistakes have been recognized on
all the drawings and nothing have been missed. In Use Case 3, the tool can digi-
talize the drawing, but final fine-tuning still require human interference. All three
cases clearly underline the challenge in own engineering resource investment esti-
mation that any EPC company can face while introducing AI applications since,
as mentioned in chapter 2.2, the industry experience in AI deployment is not built
yet and cannot provide solid references. Although this type of challenges are not
unique for EPC and many consultancies report the same in other industries [88],
[213], [209], [11].

2.5.2 Architectural challenges

Our research showed that the development and implementation of AI/ML algo-
rithms lead to new challenges. If an algorithm is not adequately tailored to the
objective and its environment, it can result in a higher workload, delays and frus-
trated staff [79]. Due to ML/DL nature, making a new product perform at a
certain level is complicated. The AI solution developers do not provide a “ready
to use” product. This understanding is not always clear between all parties during
cost negotiation. Another main issue is that AI projects are very new for EPC
companies and their clients. The existing contracts might not be up to date. It
might not cover the possible sensitive data leakage if an engineering contractor
involves third parties to apply AI solutions for their engineering work. Thus, some
danger in stepping into the “grey zone” exists. There is not much experience in

36



the industry yet, and there are no well-known precedencies of contract violation
by any engineering company due to AI introduction. However, the preventive
measure shall be taken upfront. Both Use Cases 2 and 3 need to be integrated
into the company IT environment to allow users from various offices and geo-
graphical locations to work with these applications. As well the performance is
also tricky to estimate before deployment since the company executes projects
from different clients who use different standards of how to represent items on
the engineering drawings graphically. These architectural challenges are unique
for large multinational EPC working with various clients.

2.5.3 Process challenges

Process challenges are associated with data collection and interpretation. In order
to ensure the high performance of DL models, not only good algorithms but also
the management of data is required. A set of good data management practices
should be followed from data collection through data processing and analysis,
dataset preparation and deployment of the model. Thus, acquiring data is a
crucial phase that needs attention.[173]. Although there is a massive amount of
data generated every day, in most cases, there is no common platform or “data
lake” to collect the generated data systematically. It is standard for large EPCs
to have disconnected platforms or databases in different offices or within differ-
ent business units [143]. In addition, different offices from international branches
of researched EPC company deals with specific project types due to geographic
location, orientation to the local client, etc. That leads to local standards of col-
lecting data. The data gathering also can be considered as a low priority task for
project management since this activity is internal and unrelated to the project
execution schedule and not linked to any project payment milestone. As well, the
basis of calculation of gathered information is not always clearly specified in the
closeout project report. Use Case 1 is built on the database that contains the
statistics from the executed projects. As mentioned in related research and in-
dustry overview, for example, in [18], [118], [173], [87], the data collection within
the industry is a challenging process. This case confirms that a similar challenge
exists in the EPC industry as well. This case underlines that the large multina-
tional EPC companies might face more difficulties preparing the data set than
other industries due to high project pressure and international branches working
in silos with different local practices.

2.5.4 Organizational Challenges

The success of artificial intelligence critically depends on the people who drive
those projects. AI solutions are not generic – they cannot be bought even when
developed by third parties and must be customized to a company’s business con-
text and data [79]. Based on the above business and architecture challenges, it
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is logical to conclude that estimating the company’s resources required to deploy
Use Cases 2 and 3 is not a straightforward process. The company and EPC indus-
try, in general, need to perform similar cases to build good references which can
be used in future. Before starting AI application development or deployment, the
goals shall be set regarding the expected performance and when the AI product
can be launched. Due to a lack of references in similar application development
and deployment, it is not easy to estimate when and whether the goals will be
achieved. However, based on the literature review done in related work (chapter
2.2), those challenges are not unique for EPC businesses.

2.6 Discussion

EPC companies are increasingly digitalizing their operating models to automate,
where possible, the work processes, which help to reduce the engineering scope
and to meet the schedule [209], [162]. However, before proposing any project
related to the implementation of AI/ML products, regardless of whether it has
been developed externally or internally within the company, it is necessary to
express ML/DL project results in terms of business value [213]. The alignment of
management expectations with realistic project outcomes is as well crucial. It is
also important to properly communicate the goals and objectives to all stakehold-
ers. Compared to publications addressing ML in a scientific context, our results
show that practitioners do not only face traditional challenges such as data qual-
ity, data pre-processing and modelling but are also confronted with a variety of
additional problems during the deployment of ML/DL solutions, such as data
collection, data security or legal constraints. Our research discovers that a proper
setup of the necessary infrastructure, strategies for handling externally developed
tools and ensuring their long-term validity by integrating them into the compa-
nies’ IT infrastructure are crucial for further deploying ML/DL solutions on a
large scale. The difference between a proof-of-concept model and the same model
deployed at scale can be huge. We, therefore, argue for more research concerning
these challenges since they can easily jeopardize the success of an entire industry
transformation towards AI. A few valid questions to consider in future work are:

ˆ How easily can new ML/DL tools be deployed at multi-billion engineering,
procurement, and construction project scale?

ˆ How precisely can the impact of a new AI solution on the business gain be
measured?

To increase the generalizability of the results, extending the research to include
additional companies would be beneficial.
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2.7 Conclusion

In this paper, we described the primary challenges practitioners are experiencing
when selecting, developing, and deploying ML/DL solutions. We also try to sepa-
rate common challenges for various industries from those that are unique for large
EPCs. The findings highlight that each EPC project has individual specifics, and
any solution that supposes to reduce manual work requires a lot of domain exper-
tise. Therefore, it is essential that applied AI solutions capture the companies’
decades of EPC experience. To develop such AI solutions and achieve a successful
deployment, practitioners must gain hands-on experience managing AI projects to
overcome business, development and organizational constraints. Data science and
AI skills are in demand, together with a new way of thinking about problems EPC
companies face. AI initiatives will not fail because of bad algorithms, but rather
because of lack of vision, late or even no changes in the organization’s operational
and business model, and poor collaboration [118]. Thus, strategy and under-
standing of ML/DL project nature play a key role as well as top management’s
commitment in supporting the start of AI project development by providing the
resources to launch the fail-safe projects that are necessary before deploying AI
tools on a large scale.
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Chapter 3

The Goldilocks Framework:
Towards Selecting the
Optimal Approach to
Conducting AI Projects

This chapter appears as: Rimma Dzhusupova, Jan Bosch, and Helena Holmström Ols-

son. “The Goldilocks Framework: Towards Selecting the Optimal Approach to Conduct-

ing AI Projects”. In: 2022 IEEE/ACM 1st International Conference on AI Engineering

– Software Engineering for AI (CAIN). 2022, pp. 124–135. doi : 10.1145/3522664.

3528595

Abstract

Artificial intelligence is increasingly becoming important to businesses since many
companies have realized the benefits of applying Machine Learning (ML) and Deep
Learning (DL) into their operations. Nevertheless, ML/DL technologies’ indus-
trial development and deployment examples are still rare and generally confined
within a small cluster of large international companies who are struggling to apply
ML more broadly and deploy their use cases at a large scale. Meanwhile, current
AI market has started offering various solutions and services. Thus, organizations
must understand how to acquire AI technology based on their business strategy
and available resources. This paper discusses the industrial experience of devel-
oping and deploying ML/DL use cases to support organizations in their trans-

43

https://doi.org/10.1145/3522664.3528595
https://doi.org/10.1145/3522664.3528595


formation towards AI. We identify how various factors, like cost, schedule, and
intellectual property, can be affected by the choice of approach towards ML/DL
project development and deployment within large international engineering cor-
porations. As a research result, we present a framework that covers the trade-offs
between those various factors and can support engineering companies to choose
the best approach based on their long-term business strategies and, therefore,
would help to accomplish their ML/DL project deployment successfully.
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3.1 Introduction

Machine Learning (ML), Deep Learning (DL) and Artificial Intelligence (AI), in
general, have become attractive technologies for organizations that are looking
to automate repetitive tasks to reduce manual work and to free up resources for
innovation. Unlike rule-based automation, typically used for standardized and
predictable processes, Machine Learning, especially Deep Learning, can handle
more complex tasks and learn over time, leading to greater accuracy and effi-
ciency improvements. Various industries currently consider ML/DL applications
within their fields, applying image recognition, natural language processing, oper-
ations optimization, data mining, and knowledge discovery [226]. This trend also
has been strongly supported by many government initiatives, like Industry 4.0
(Germany), Smart Factory (South Korea), and Smart Manufacturing (USA) [25].
Nevertheless, ML technologies’ industrial development and deployment examples
are still rare and generally confined within a small cluster of large international
companies [25]. Based on reports from various industries [213], [88], [56], [11]
presenting AI applications’ deployment processes and challenges, the majority of
the companies are still in the pilot stage. Many companies have developed a few
proof-of-concept use cases. However, they struggle to apply ML more broadly or
develop complete software, including, e.g., a user-friendly interface to deploy their
use cases at a large scale. A recent McKinsey Global Survey, for example, found
that only about 15 per cent of respondents have successfully scaled automation
across multiple parts of the business. Furthermore, only 36 per cent of respon-
dents said that ML algorithms had been deployed beyond the pilot stage [165].
It is worth mentioning that there is a certain lack of clear understanding of what
ML can and cannot do [25], which also leads to unachievable goal settings and
possible failure of those projects.

Meanwhile, current AI market offers various ML/DL platform solutions and off-
the-shelf services for specific use cases, like digitalizing engineering drawings or
inspecting operating installations for predictive maintenance using DL models for
image or pattern recognition. The difference between platform-based solutions
and off-the-shelf services is that although most platforms can configure, deploy,
adopt and maintain ML/DL projects, there is still a certain level of data science
and ML/DL knowledge required from the companies who use AI platforms. In
contrast, the off-the-shelf service is a fully developed product by a third party.
Utilization of such service does not require in-house data science or AI expertise.
All the stages of the project execution are integrated and fully managed by the
AI service provider.

Depending on the company business strategy and internal resources, such as avail-
able budget and internal AI/ML experts, there is always an option to develop the
ML product (1) completely internally, or (2) collaborate with platform solutions
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providers, or (3) use an off-the-shelf service. However, each approach has its own
pros and cons, and it is essential to realize that there might be obstacles that
would influence the company’s choice of one of those approaches. Therefore, it is
critical for a company to select the most appropriate one.

This paper reports on case study research conducted in a large international en-
gineering company. The use cases researched in the paper are executed by the
company with different approaches: (1) in-house development, (2) in collabora-
tion with platform solution provider and (3) using off-the-shelf services available
on the market. The company’s experiences of using these three approaches are
summarized in SWOT (Strengths Weaknesses Opportunities Threats) analyses in
which we identify the pros, cons and attention points of each approach and, as
a research result, we derive a framework that advises the best strategy for each
researched factor. As mentioned in a recent overview of industrial ML applica-
tions [25], the lack of ML experience is problematic for companies across domains.
Therefore, this research aims to assist AI development in organizations to accom-
plish their ML/DL project deployment successfully. Furthermore, our research
helps organizations realize how the choice of the approach impacts strategic busi-
ness goals.

The contribution of this paper is to provide an analysis of executed cases and the
impact of approaches in the long term. Based on empirical research, we identify
how various factors, like cost, schedule, or intellectual property, can be affected by
the choice of approach. We present a framework - a mapping table including re-
searched factors vs applied approach. The framework guides through various key
factors for ML/DL project development and deployment and covers the trade-offs
between those factors. This framework can be used as an “assistant” tool that can
support companies to choose the best AI project execution method based on their
long-term business strategies. The beneficiaries are those organizations that de-
velop or deploy ML/DL applications for improving their industrial-organizational
transformation towards AI.

Although many consultancy reports and roadmaps focus on different ways of AI
projects deployment within companies [165], [213], [56], [11], [19], similar research
cannot be found yet in academic literature. Recent extensive published papers
reviews in [25], [162] confirm that only a limited number of papers related to
industrial ML/DL application in engineering were published and recognize the
shortage of deployment experience reports in the academic literature. Therefore,
in this research, we try to fill the gap and concentrate on industrial examples of
developing and deploying ML/DL projects.

The paper is organized as follows. Sections 3.2 is a background section. Section
3.3 describes the research method. Section 3.4 shares the experience of different
approaches and their SWOT analysis. Section 3.5 includes the developed frame-
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work. Threats to validity and our conclusion are presented in sections 3.6 and
3.7.

3.2 Background

Many scientific studies, as well as more practitioner-oriented white papers, reveal
potential opportunities for adopting AI in a wide range of fields [25], including
manufacturing [77], digital marketing and healthcare [43], telecommunications
[20], weather forecasting, banking and many more [10].

To be on the same pace with the AI industry development, many enterprises, due
to a shortage of expertise and experience, will have to partner and/or outsource
their AI projects to thousands of new AI startups [165]. However, only a few stud-
ies exist on how organizations should develop their digital business strategies of
incorporating AI to create new business opportunities [142]. Furthermore, there
is a gap in the research literature about AI project development outsourcing or
partnering with AI companies. A similar lack of references exists about partner-
ships between large enterprises and small AI companies. Extensive studies on the
integration of AI and organizational strategies have been done in [29]. However,
described studies typically miss the link between strategy and value creation. The
same conclusion can be found in the literature review done in [43].

Although there is still limited research on the development and deployment ap-
proach of AI among practitioners, many studies have been done for IT projects
outsourcing or developing in partnership with third-party IT companies. Past
research on IT risks cannot be discounted since the development of AI and IT
projects have some common characteristics. Those research papers discuss the risk
of outsourcing strategic IT [214]], [154]. Some of the research on IT project risks
focuses on understanding the main opportunities and threats based on the expe-
rience of other enterprises [211]. All IT development projects require resources,
requirements elicitation and development processes that are fundamentally similar
to AI projects.

3.3 Research Method

For this research, a multi-case study approach was adopted. The multiple case
study is appropriate for exploring real-life situations [66] and helps to get an in-
depth detailed exploration of the companies’ use cases. Choosing each use case as
a unit of analysis ensures that the study focuses on the intended research question.
We applied an inductive approach [200], describing specific observations during
each project phase. For each phase, we studied the company experience and col-
lected data of different use cases: i.e. (1) in-house development, (2) collaboration
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with platform solution provider and (3) using off-the-shelf service available on
the market. As part of our empirical work, we summarized the execution experi-
ence of those use cases in a SWOT analysis (Strengths Weaknesses Opportunities
Threats) to show each approach’s pros, cons, and attention points. As a research
analysis, we present a framework highlighting the primary factors and the effect
of each approach on them together with a trade-off between those various fac-
tors and studied approaches. In our study, we focused on the following research
question:

RQ: \What are the key factors, and how do they a�ect the choice of
company approach on developing and deploying AI projects?"

This question aims to produce knowledge for practitioners and academics, starting
from why organizations might consider different approaches, what factors can
affect their choice and what impact this choice might have on a long-term business
strategy. The definitions of the key factors are derived from the questions that
arose during the development of the cases (Figures 3.2, 3.3, 3.4, 3.5, 3.6) and
summarized in chapter 3.5.

3.3.1 Data collection and analyzing

The findings in this paper are based on three use cases - ML/DL projects per-
formed within McDermott - a multinational Engineering, Procurement and Con-
struction (EPC) company with thousands of employees. The company executes
large-scale projects in the energy sector with a minimum acceptable safety in-
tegrity rate of 10-5 (the probability of a dangerous failure equals one failure per
100,000 hours [87]). The use cases we present have been developed internally by
an AI team under the supervision of the first author. The team was established
under the R&D department of McDermott and was gathered from the company’s
engineering forces. The first author has also engaged with third parties providing
platform-based solutions and off-the-shelf services. Internal and external develop-
ment of the use cases has been done in parallel, allowing a real-time comparison
of different methods. The datasets for those projects were collected from various
engineering projects executed by the company. The first author is ultimately re-
sponsible for executing research projects, while the decision-making team involves
senior regional and global engineering management of McDermott.

3.3.2 Uses case description

The study is based on three ML/DL projects. Use Case 1 was developed inter-
nally within the company. Use Case 2 was created using different approaches:
in-house development and collaboration with the platform solution provider. Use
Case 3 was developed externally and utilized the company’s experience after en-
gaging with various AI startups that develop the AI service for the engineering
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and construction industry. For this research, the three use cases we selected to
represent three different ML/DL development approaches.

Use Case 1: “Engineering hours budget prediction tool.”

The first use case is an ML application that predicts the hours required to be spent
by each engineering discipline to design a petrochemical or gas processing plant.
The prediction can be made for electrical, mechanical, civil, piping, instrumenta-
tion and process disciplines. The “Engineering hours budget prediction tool” is
developed in-house using data from projects executed by the company during the
last ten years. The input data are the primary benchmark data, like mechanical
equipment quantity, installed pipe length, installed power and control cables, and
hardwired signals quantity. The developed Engineering hours prediction tool is
used by functional management as a reference when reviewing the hours’ estimate
made by discipline lead engineers during the proposal phase of the project.

Use Case 2: “Defect identification on the engineering drawings.”

drawings.” The second use case is based on the ML/DL algorithm that can high-
light the specific patterns on engineering drawings identified as defects or, in other
words, engineering mistakes. The primary value of the Defect Identification tool
is that it can assist engineers and designers with highlighting graphical design er-
rors and reduce manual checks. This application has been developed by different
approaches: in-house and in collaboration with the platform solution provider.
The reason is to compare the results of different methods and choose the best
performing application.

Use Case 3: “Digitalization of PDF drawings into CAE (Computer-
Aided Engineering) compatible files.”

The third use case is developed externally and presented as an “off-the-shelf” so-
lution that needs to be adjusted to company specifics. This tool aims to support
process engineers at the beginning of the project when re-drawing of received Pro-
cess & Instrumentation Diagrams (P&IDs) from the client (e.g., a petrochemical
plant operator or process technology licensor) is required.

3.4 Analysis of Executed Cases and Their Ap-
proaches

3.4.1 Workflow selection

To analyze the empirical results from the use cases, we structure them into a
particular set of project execution phases. Those phases are derived from ML
project workflows available in academia and used among practitioners. There are
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several workflows for ML projects that have been developed across industry and
research: for example, the nine stages of the ML workflow developed in Microsoft
[9], or a high-level description of the ML process workflows described in [14], [104],
or a framework that is proposed for the audit purpose in [174]. Those workflows
might have different names - frameworks, ML project life cycle - but they are
all derived from prior workflows defined in the context of data science and data
mining, such as TDSP [208], KDD [78], and CRISP-DM [223]. Important to
mention that the CRISP-DM model, arguably the industry standard for machine
learning projects evaluation conducted by practitioners [42] and has been advised
for ML project audit by the Supreme Audit Institutions of Finland, Germany, the
Netherlands, Norway and the UK [80]. Despite the minor differences, all of these
representations have in common the data-centered essence of the process and the
multiple iteration loops among the different phases. Based on the commonality
of workflows described above, we will follow the steps that can be found in any
existing workflows. However, this paper adopts their structure for multiple use
cases analysis for this research. All analyzed use cases - ML/DL projects - can
be structured into several phases (Figure 3.1). The selected workflow is essential
for analyzing and comparing each development approach. Table 3.1 illustrates
which approach has been chosen for each use case in the different phases of the
workflow.

Figure 3.1: Workflow Phases

Table 3.1: Comparison of different approaches across workflow phases.

Workflow phases
Approach

In-house development Collaboration with a plat-
form solution provider

Off-the-shelf solution

Business understanding Use case 1,2,3 - -
Data understanding Use case 1,2,3 Use case 2 Use case 3

Data preparation Use case 1,2 Use case 2 Use case 3
Modelling Use case 1,2 Use case 2 Use case 3
Evaluation Use case 1,2,3 Use case 2 Use case 3
Deployment Use case 1,2,3 Use case 2 -

Evolution after deployment - - -
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3.4.2 Workflow phase vs development approach: Use case
analysis

This section explores each step of the ML/DL workflow and discusses the main
activities for each of them. For each use case, we identify how (and by whom) each
phase was conducted and the key questions that practitioners have considered.

Business Understanding

Business understanding is the phase of identifying business problems that AI
may solve and brainstorming new ideas for potential AI projects, including initial
decisions on what needs to be done and what resources are required to achieve
it. Potential AI solutions are assessed for feasibility and added value to the
company and any risks they may introduce (initial risk assessment). An initial
execution plan, timeline and critical project milestones are also defined at this
stage, together with the appropriate success metrics to measure how the project
meets the business needs [136]. Business understanding is arguably the most
essential phase of any potential ML/AI project, regardless of whether it will be
developed internally or externally. The outputs of this phase are a cost-benefit
analysis and an initial estimate of the associated Cost-Time- Resource (CTR).
Together, these outputs are used to make a “Go/No-Go” decision during the
review with project sponsors. If a “Go” decision is made, a project execution
plan is also drafted during this phase. Based on the business strategy and future
scale of the ML/DL application within the company, the next step is to define
which approach to use for developing ML/DL project.

Use Case 1 - the most significant amount of work is related to data collection
and processing since actual data of executed engineering projects needed to be
gathered from all international offices of the company. The data gathering ac-
tivity can be performed only internally. Since the company has a number of ML
programmers available, performing this project in-house was a straightforward
decision.

Use Case 2 - the critical part of the work is to identify typical mistakes on the
engineering drawings that require a manual check and prepare a large enough data
set for supervised learning. Since the graphical symbology on engineering drawing
can vary from project to project, it was essential to involve domain expertise.
The data used for the dataset are sensitive and contain a lot of the company’s
client’s know-how of technological processes. Therefore, the company decided to
collect data and create the dataset in-house. However, since it was a first-of-a-
kind project, it was unclear whether the company could perform the modelling.
Nevertheless, the cost estimate analysis has been done assuming that internal
recourses would be enough to execute the complete project. For the cost-benefit
analysis, the cost of engineering hours that could have been potentially saved after
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deployment of the Use Cases 1 and 2 was compared with the engineering hours
needed to develop the internal tool. For Use Case 2, the alternative option was
to consider a collaboration with a third party.

Use Case 3 is an AI service available on the market. The company investigated
several service providers by setting up the meeting where the service output was
demonstrated. Each provider has been asked to provide references to executed
projects within the same industry. The cost-benefit analysis, in this case, included
the estimation of how this service can support to improve the overall schedule of
the engineering project performed by the company for their clients and compared
AI service cost vs hours that engineers would spend to complete this activity
manually. The Business Understanding phase has been performed in-house for
all three use cases. Before starting the cases, the AI team, together with project
sponsors, had to answer the questions related to the key factors that might affect
the business strategy of AI project development and deployment in the company
in the long term. Those questions are illustrated in Figure 3.2.

Figure 3.2: Key questions considered in the Business Understanding phase

Data Understanding

Data understanding is the project phase where the inputs to the ML/AI model,
the data, are assessed in terms of suitability and quality, and more that is known
about the data in advance, the better. Finally, it is also likely that the data
owners are also project stakeholders. They may want to influence the project
implementation and outcome; therefore, they must be engaged early on to avoid
miscommunication and retrofits later in the project. Essential questions that were
raised during this phase for all three approaches are presented in Figure 3.3.

Use Case 1 The data owner played a crucial part in Use Case 1 development.
Since the data is very sensitive, only a handful of people were granted access. Use
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Figure 3.3: Key questions considered in the Data Understanding phase

Case 1 has tabulated data format; therefore, the ML regression model was good
enough to make a required prediction.

Use Case 2 is based on specific pattern recognition on the drawings classified
as engineering mistakes. Since the company aims to develop an application that
can be applied to any engineering project, it is essential to consider all possible
variations of the symbology of the items that are the components of the pattern.
Within the engineering company, the symbology representation is heavily depen-
dent on who the project’s client is and whether a client has its own rules on how
to represent each item on the drawing.

Use Case 3 Since the AI off-the-shelf service for digitalization of the engineering
drawing is intended to provide the service to each engineering project individually
for a fixed cost, there is a fixed symbology for each item representation captured
in the project symbology table. The set of drawings required to be digitalized
together with the symbology table was handed over to the AI service provider for
their further handling.

Data preparation

Data preparation is when data is collected and prepared for an ML/AI model.
This phase will involve the following: exploratory data analysis (EDA), data
cleaning, feature engineering, labelling, separating into training and testing sets,
etc. The output of this phase is a dataset that is ready to be used in an ML/DL
model. Data preparation is the first step of project execution (where the model
is developed, tested and deployed). This phase aims to collect and combine all
the available data and perform the necessary manipulation required as input for
the model.

Use Case 1 has a tabulated data format where many items were missing. The
definitions of provided data items were not always consistent since the data were
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gathered from various international offices. Efforts were made to investigate the
data quality and improve it where possible.

Use Case 2 has difficulties with the labelling activity. Since the AI team had to
prepare the dataset by labelling several thousand drawings, they involved many
drafters from different offices, which led to poor quality of the labelling. Each item
on the drawing has a tag number or numeric value, indicating specific parameters
like the angle of the valve position. Sometimes, those values are too close to the
symbol and require very accurate labelling to eliminate numeric values or tag
numbers within the label boundaries. At first, there was a lack of consistency and
accuracy in labelling, which led to repeat the whole exercise. Moreover, since the
engineering drawing contains the company or its client engineering know-how,
it was not allowed to use third party labelling software to avoid data leakage.
Programming of own labelling software was not predicted and negatively affected
the project’s schedule.

Use Case 3 The Data preparation phase has been performed at each approach.
However, the McDermott AI team has been heavily involved in in-house and col-
laborative approaches. In the case of off-the-shelf service, the AI service provider
performed a detailed data preparation phase without the company’s involvement.
McDermott discussed and agreed only on the output quality and timing. Ques-
tions for different approaches considered in this phase are illustrated in Figure
3.4.

Figure 3.4: Key questions considered in the Data Preparation phase

Model Development

Model development and evaluation starts when an ML/AI algorithm is developed,
trained and tested using the collected data. The model is then subjected to rig-
orous error analysis. Its performance is assessed against the appropriate metrics.
The data preparation and model development phases are closely linked and will
often have to be progressed in parallel [136].
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The output of this phase is an ML/DL model that has been verified and is ready
to be evaluated by future product users. Modelling is the project phase where the
ML/AI model is selected, developed, trained and tested to the proof-of-concept
stage. Developing a simple user interface is necessary to have the proof- of-
concept version ready for the evaluation phase to allow domain experts with no
programming background to test it.

For Use Case 1, this phase was very smooth since the model used is a linear
regression type and building the user interface was a straightforward exercise.
However, Use Case 2 faces various technical challenges during the DL model
and user interface development. The DL model is heavy and takes a long time to
process the documentation binder. Additional support of software front-end de-
velopers was required to build a simple user interface that has call-in functions to
the DL model. In Use Case 3, the AI service provider used their own model and
performed the re- training for McDermott specific symbology without company
involvement.

Different approaches’ key questions asked in this phase are illustrated in Figure
3.5.

Figure 3.5: Key questions considered in the Modelling phase

Evaluation

Finally, evaluation of the process is required at all stages of the ML/AI workflow
to ensure the work progresses as expected and facilitate quality control and audit-
ing. Use Cases 1, 2 and 3 were given to a very limited group of people identified
as future users of the developed product. The output of Use Case 1, which pre-
dicts the engineering hours budget for projects and executed by McDermott, was
evaluated on a project which was not part of the training or testing dataset. The
performance of Use Case 2, which identifies engineering mistakes on the draw-
ing, was tested by a group of process engineers on a new project. Its performance
was compared with a manual check.
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In Use Case 3, quality control was part of the scope of the AI service provider. As
for the service evaluation, the time required for the AI service provider to digitalize
the drawings was compared with the time required for manual re-drawing of the
given set of engineering diagrams. The main objection is that AI service costs
should be less than the money value of saved engineering time.

Deployment

After evaluation, the deployment takes place, meaning the scale-up of the product
use within the entire company. Full deployment assumes building up the software
serving infrastructure around the model. As shown in [187], ML code itself is a
small part of real-world ML systems. The necessary surrounding infrastructure is
vast and complex.

The difference between a proof-of-concept model and the same model being de-
ployed at scale appeared to be very large. The developed, optimized, tested,
and audited model from the previous phases forms the basis of the deployment.
However, a significant amount of work is still required to make the transition.
The majority of the work lies in software development that includes an extensive
graphical user interface and meets the requirements from data owners related to
accessibility and security. Software development is unavoidable before launching
the project on a company scale with many multinational branches.

For Use Case 1, it was possible to link the software to the ML model. However,
for Use Case 2, the IT team had to transfer the model from one language to
another to implement it on the company cloud platform. This requirement was
not foreseen at the model development phase and became an important lesson
learned for the future.

The key questions asked in this phase for different approaches are captured in
Figure 3.6.

Figure 3.6: Key questions considered in the Modelling phase
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Evolution after Deployment

Once a model is deployed, it requires continuous evolution to maintain high-
performance standards. During this phase, it is essential to:

ˆ Monitor the performance of the model in operation (metrics, Key Perfor-
mance Indicators - KPIs, users’ feedback).

ˆ Perform any necessary maintenance (update input data, re- train model
with new data as needed).

ˆ Identify and evaluate potential improvements based on users’ feedback.

Depending on how the deployment was performed and how users’ feedback is
gathered and evaluated, the KPIs may or may not be the same as they were
originally agreed. Due to the nature of the data updates, the evolution of Use
Cases 1 and 2 is a lengthy process. That is because the company focuses on
large-scale EPC projects whose schedules have a minimum duration of 2-3 years
and include the engineering, unique equipment manufacturing and construction
phases. This phase has not been achieved during this research.

SWOT Analysis

The empirical results of researched use cases are summarized in a SWOT anal-
ysis (Figure 3.7, Figure 3.8 and Figure 3.9) to show each approach’s pros, cons,
and attention points. This analysis comprehensively answers the key questions
raised during use cases development and deployment that are discussed in previ-
ous chapters. SWOT analysis is commonly used in large corporations [202] and
within McDermott. Since it summarizes well the empirical results, we decided to
add this analysis to underline what the company sees as each approach’s pros and
cons.

3.5 Results Analysis

Based on the empirical results from use cases described in sections 3.4.2 - 3.4.2,
which are summarized in SWOT analysis (Figures 3.7, 3.8, 3.9), this section
provides an overview of the key factors to be considered when developing and de-
ploying an AI project and how different approach influences each of them. Figure
3.10 presents the framework that maps the identified factors vs the applied ap-
proach. This framework can be used as an “assistant” tool to support companies
to choose the most appropriate method of AI project execution based on their
long-term business strategies.
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Figure 3.7: SWOT Analysis - In-House Development

Figure 3.8: SWOT Analysis - Collaboration with a Platform Solution Provider
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Figure 3.9: SWOT Analysis – Off-The-Shelf Solutione

Figure 3.10: Framework for the best Approach Selection
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Key factors vs approach

Intellectual property. The in-house approach would be the best since it ensures
full rights on IP. In the case of a collaboration with a third-party, it is also possible
to keep IP rights. However, it will be heavily dependent on the business strategy
of the collaborator company.

Cost-time-resources. Off-the-shelf service is, in fact, a ready-to- go product that
does not require any resources from the client company. The AI service provider
and the client company need to agree on the time required for the indicated scope
of work and the cost.

Performance. It is challenging to predict the performance of AI products. If the
AI project is the first of its kind for the company, then in-house development
has the least predictable performance. In the case of off-the-shelf solutions, AI
service providers can include quality control into the overall cost. The quality
control might be automatic or manual by AI service providers. Therefore, this
approach would be the best if the performance is the priority.

Legal constraints and data sharing avoidance.There is always a risk of disclosing
the information, which is the company clients’ intellectual property. The existing
contracts might not cover the possible sensitive data leakage if an engineering
contractor involves third parties to apply AI solutions for their work. Thus, some
danger of stepping into a “grey zone” exists. Therefore, the best approach to
avoid any data leakage and contractual dispute in future is to use an in-house
approach.

Tailored made solutions. A lot of domain and company-specific knowledge is
required to develop a successful product which is unique for a particular company.
Based on the use cases’ 1 and 2 execution results, the in-house and collaborative
approaches work well to meet this goal.

Company branding. Since various industries have started to include AI in their
road maps [19], the fact that an engineering company invests in developing and
deploying AI products might create a good advertisement for this company in
front of its clients. The involvement in AI development also allows participation
in various conferences and creates a network among other AI practitioners.

Internal know-how development.Raising own subject matter experts who know
in-deep the company specifics and at the same time have hands-on experience in
AI development is very crucial to develop sustainable AI expertise in the long
term. Investment in own resources is the best way to achieve it.

Operation & maintenance. The best way is always to do the operation and mainte-
nance of the model using company resources, regardless of whether infrastructure
around ML/DL model is built in-house or in collaboration with a platform solu-
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tion provider (e.g., re-training with new data or re-validating the model perfor-
mance).The partnership with the platform solution provider assumes the constant
dependence on the license, although the license cost might be neglectable com-
pared to benefits received. In the case of off- the-shelf service, there will be a
continuous dependency on the service provider. The statement above is valid for
McDermott and based on SWOT analysis, cost estimate and company’s business
strategy. The findings are not the final truth but can be used as guidance for
other companies, since McDermott has a typical structure and similar strategies
with other large engineering corporations operating in similar fields.

Scale-up opportunity. AI platform provider has a complete infrastructure built
around the model and can ensure the user interface for AI product users and AI
experts who will re-train and evolve the model. Based on the use cases devel-
opment and deployment, a collaboration with the platform provider is the best
approach for future scale-up.

Cost-Quality-Schedule trade-off

Balancing a project involves balancing cost, schedule, and quality [216]. This
chapter addresses the trade-off between time, cost, and quality based on the
framework presented earlier in chapter 3.5. The purpose of the trade-off triangle
presented in Figure 3.11 is to help practitioners prioritize between the key factors.

Figure 3.11: Trade-off between Cost - Quality - Schedule
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Quality. Factors that identify quality are performance, easy operation and mainte-
nance of the model to ensure the quality in the long term, quality during scale-up,
tailoring for a particular company and its clients. Based on the framework (Fig-
ure 3.10), a collaboration with an AI platform solution provider covers all those
factors. Therefore, the advice for practitioners who choose quality as the main
driver is to follow this approach.

Cost. If the task only needs to be done once, then an off-the-shelf solution is the
way to proceed. However, suppose this service is continuously required, like in
use case 3 when digitalizing of the engineering drawing is required almost at each
engineering project start. In that case, this approach might become very costly.
The best way to reduce the cost in the long term and be independent on the
third party is to invest in own resources for development, deployment and further
operation and maintenance. Therefore, in- house development could be the most
optimum approach in this case.

Schedule. Since AI off-the-shelf solutions providers specialize in the specific AI
services, they can perform the job faster than the in- house developers, who are
involved in a broader spectrum of AI projects. Therefore, using the off-the-shelf
solution might be the easiest way to meet the aggressive schedule.

Data security and IP protection is not part of the trade-off triangle. However,
it is worth mentioning that to ensure IP protection, data security and avoid any
legal constraints - the in-house approach would be the best way to develop and
deploy AI projects.

Trade-off per workflow phase

This chapter provides advice based on the trade-off between key factors described
in the framework (Figure 3.10) for each workflow phase discussed in chapter 3.4.
Based on empirical results of the researched use cases and steps taken during their
development and deployment described in chapter 3.4.2, we present in Figure 3.12
the best approach, trade-off and main activities per phase.

Business understanding phaseis to be done in-house, including all the potential
stakeholders of the project. That is the phase when the need for a future project
is evaluated vs its urgency, future benefits and, most importantly, how the project
shall be executed to avoid any legal constraints and to comply with the overall
company strategy regarding its view towards digitalization and AI. For example,
whether the project can be developed only internally or with external help.

Data understanding is when project management has to understand what kind of
data is required for an AI/ML project, regardless of whether it will be developed
internally or externally. The data also must be assessed in terms of availability,
suitability and quality and whether these data can be shared with a third party.
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Figure 3.12: Trade-off between Cost - Quality - Schedule per workflow phase

If the decision has been made to use an AI service or platform provider for project
development, those third parties have to understand the data as well. However,
the first assessment shall be done in-house.

Data preparation is when data is clearly understood and collected for AI project
development. Assuming that all legal constraints about data sharing are resolved
and all required non-disclosure agreements are in place - for the best approach in
this phase we refer to the trade-off between time, cost, and quality (Figure 3.11):

ˆ If the schedule is the main priority for the project, then the best solution
would be to outsource the data preparation to the AI service provider since
they specialize in required services and already have a specific method to
do data preparation efficiently.

ˆ If the cost is the primary driver of the project, the cheapest way is to use
in-house resources.

ˆ To reach the best quality and when there is no significant risk to hamper the
cost and schedule, the best solution is to collaborate with an AI platform
solution provider. It would support the knowledge sharing between in-house
resources and third parties: e.g., labelling quality, managing missing data,
etc.

Modelling is the project phase where the ML/DL model is built, trained, tested
and ready for handover to the product’s end users for their evaluation. The ap-
proach in this phase is heavily dependent on company strategy on the intellectual
property rights (IP), which is indicated in the framework (Figure 10) and chapter
5.1. Assuming that IP question is not a driven factor, the advice on the best
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approach in this phase refers as well to the trade-off between time, cost, and qual-
ity, and the arguments are similar when we discussed above the data preparation
phase:

ˆ If the schedule is the main priority for the project, then the best solution
would be to outsource the data preparation to the AI service provider since
they might already have a pre-trained model available.

ˆ If the cost is the primary driver of the project, the best way is to invest in
the company’s own resources, especially if the project is for long-term use.

ˆ To reach the best quality, collaboration with AI platform solution providers
might help to overcome the gap of non- available technical skills and achieve
the desired results within a reasonable time utilizing the experience of those
providers.

Evaluation. In the case of outsourced development, the AI service provider shall
do the preliminary performance evaluation. If developed in house or in collabo-
ration with the AI platform solution provider – the first evaluation shall be done
by the developer team. However, the final evaluation shall be performed by the
end-users in-house.

Deployment. For the deployment at a large scale and further operation and main-
tenance, the surrounding infrastructure is required, i.e., software to host and
maintain the model, user interface for model maintenance and the end-users,
cyber security, etc. The best way to meet all those requirements is to use an
AI platform. Therefore, the best approach is a collaboration with the platform
solution provider.

3.6 Threats to Validity

For empirical work to be accepted as a contribution to scientific knowledge, it is
essential to consider threats to the study’s validity and the results [66], [79]. In this
chapter, we discuss internal and external validity, in which potential weaknesses
in the study design and the attempts to mitigate these threats are discussed.

Internal and External validity: Our work has several limitations. Firstly, only a
limited number of use cases have been researched. Secondly, although the data
from those cases are from various international branches, they all belong to one
company. The research extension in several companies would be advisable to
consider in future work.

Reliability: To prove the reliability of this research and eliminate possible biases,
perhaps it would be advisable if other researchers replicate this study to see
whether a similar conclusion can be derived.
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3.7 Conclusion

The IT industry, including giants like Google, Microsoft, Amazon, and hundreds
of AI startups developed various ML platform solutions (e.g. Microsoft Azure
ML, Google Cloud ML, etc.). They offer AI as a service, making AI algorithms
available for companies without building the tools, infrastructure, or in-house
expertise. In this paper, we analyzed in detail the use cases performed by the
practitioner and showed the impact of execution approaches in the long term.
The experience based on these cases is summarized in the SWOT analysis, based
on which we presented a framework that can be used as an assistance tool to
support companies to choose the best approach for developing and deploying AI
projects. Our intention is to initiate discussions and reduce the gap between
academic and practical applications. Our work and the framework derived from
this research might help to strengthen the practical implications of ML solutions.
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Abstract

The Engineering, Procurement and Construction (EPC) businesses operating
within the energy sector are recognizing the increasing importance of Artificial
Intelligence (AI). Many EPC companies and their clients have realized the ben-
efits of applying AI to their businesses in order to reduce manual work, drive
productivity, and streamline future operations of engineered installations in a
highly competitive industry. The current AI market offers various solutions and
services to support this industry, but organizations must understand how to ac-
quire AI technology in the most beneficial way based on their business strategy
and available resources. This paper presents a framework for EPC companies in
their transformation towards AI. Our work is based on examples of project exe-
cution of AI-based products development at one of the biggest EPC contractors
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worldwide and on insights from EPC vendor companies already integrating AI
into their engineering solutions. The paper covers the entire life cycle of build-
ing AI solutions, from initial business understanding to deployment and further
evolution. The framework identifies how various factors influence the choice of
approach toward AI project development within large international engineering
corporations. By presenting a practical guide for optimal approach selection, this
paper contributes to the research in AI project management and organizational
strategies for integrating AI technology into businesses. The framework might also
help engineering companies choose the optimum AI approach to create business
value.
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4.1 Introduction

Many scientific studies, as well as more practitioner-oriented white papers, reveal
potential opportunities for adopting AI in a wide range of fields like maintenance
and quality management, supply chain, engineering design [25], manufacturing
[77], digital marketing and healthcare [43], telecommunications [20], weather fore-
casting, banking and many more [10]. To be on the same pace with the AI in-
dustry development and benefit from emerging AI-based products or solutions,
many enterprises and large corporations are reconsidering the strategic plans for
integrating AI into their businesses [196]. However, a review of previous research
in industrial AI application shows limited theoretical and empirical findings about
creating business values through AI technologies [117]. Although, there are some
studies that have attempted to measure the impact of AI on business value. For
example, a systematic literature review in [72], tries to explain how organizations
can leverage AI technologies in their operations and reveal potential value to
businesses. Other studies have explored the factors contributing to the successful
adoption of AI in the industry. For example, the overview done by [97] identi-
fied 36 success factors, from which 13 relate to organization, 12 to technology,
and 11 to the environment. Nevertheless, there is still a limited understanding of
how companies must reconsider the established workflow and business models to
embrace these technologies [166]. In this work, we will particularly focus on Engi-
neering, Procurement and Construction (EPC) industry operating in the energy
sector, where the Machine Learning (ML) and Deep Learning (DL) technologies
reveal high potential [5] but where adoption is still relatively slow compared to
other industry domains [120].

The EPC industry involved in large-scale and complex infrastructure projects and
significantly contributes to a nation’s economy. However, compared to other in-
dustries, the EPC industry is relatively slow in applying machine learning and
quantitative statistical analysis [120]. Most EPC companies have various chal-
lenges such as data collection, data security or legal constraints, which are dis-
cussed in detail in [62]. Overall, this industry is considered the least digitized
industry globally [212]. In general, AI technologies’ industrial development and
deployment examples are still rare and generally confined within a small cluster
of large international companies [25]. In the energy sector, especially in oil and
gas, ML has only been applied to isolated tasks and has not yet gained enough
trust and acceptance among those companies [98]. Although, EPC businesses
have several strategic reasons to investigate and adopt AI. Many EPC contrac-
tors are under increasing pressure from their clients to integrate AI solutions to
optimize the operation and maintenance of engineered installations. For example,
many operators prefer to have AI-based solutions integrated to their plant opera-
tion system to make more accurate predictions based on manufacturer details and
real-time data like operating temperatures, humidity and salt levels or other crit-
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ical factors in oil and gas industry [196]. Based on a Siemens study that has been
done in cooperation with Longitude Research Ltd. on the expansion and evolu-
tion of AI within industrial organizations [196], 70% of the organizations say they
do so by forming partnerships with AI specialists and consultants; 38% employ an
in-house development; 31% get their AI built into vendor software; and 18% use
off-the-shelf options (e.g. open-source models or AI services from cloud providers)
[196]. However, each approach has its own pros and cons, and it is essential to
realize that there might be obstacles that would influence the company’s choice
of one of those approaches. Therefore, it is critical for a company to select the
most appropriate one for each project. Based on reports from various industries
[88], [213], [41], [11] presenting AI applications’ deployment processes and chal-
lenges, the majority of the companies are still in the pilot stage. Many companies
have developed a few proof-of-concept use cases. However, they struggle to apply
ML more broadly or develop complete software, including, for example, a user-
friendly interface to deploy their use cases at a large scale. A recent McKinsey
Global Survey found that only about 15 per cent of respondents have successfully
scaled automation across multiple parts of the businesses. Furthermore, only 36
per cent of respondents said that ML algorithms had been deployed beyond the
pilot stage [165]. It is worth mentioning that there is a certain lack of clear un-
derstanding of what ML can and cannot do [25], which also leads to unachievable
goal settings and possible failure of those projects. Meantime, the current AI mar-
ket offers various partnership opportunities, ready-to-go models that only need
to be re-trained for specific use cases and various services for entire AI project
execution. Due to a shortage of expertise and experience, many organizations
start either partnership or outsourcing of their AI projects to thousands of new
AI startups. Based on the business research presented in [165], there are three
primary options to develop the AI product as:

ˆ build fully tailored product

ˆ utilization of off-the-shelf solutions by taking advantage of platform-based
solutions and using low- and no-code approaches

ˆ outsourcing the work to a third party including purchasing point solutions
for specific use cases.

In this paper we determine pros and cons of each approach and how they would
influence the company’s long-term strategy. Our contribution is a framework de-
rived from empirical data received from four large companies operating in EPC
industry of energy sector that highlights key factors like cost, schedule, business
criticality or intellectual property and based on their priorities, advises the best
strategy to conduct each AI project. Since the adoption of AI solutions is rela-
tively low in EPC, particularly compared with other industries [27], this frame-
work can be used as a guide for an EPC companies’ management in choosing the
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best AI project execution method considering their long-term business strategies.

This work is an extended version of a conference paper “The Goldilocks Frame-
work: Towards Selecting the Optimal Approach to Conducting AI Projects” pub-
lished at the IEEE CAIN 2022 - 1st International Conference on AI Engineering
- Software Engineering for AI [64]. While the published conference paper focuses
on the execution of AI projects within one company, the extended version covers
interviews that provide insights into how other companies approach projects for
AI product development and what factors can affect their choices. Novel results
are based on the analysis of new empirical data received by interviewing EPC
vendors who are already integrating AI into their engineering solutions. Based on
this empirical data, we were able to develop a framework which covers the entire
life cycle of building AI solutions, starting from initial business understanding to
deployment and further evolution. In our work, we focus on industrial examples
of developing and deploying ML/DL projects to enrich the AI experience in the
EPC industry. We believe that our contributions will benefit those organizations
that develop or deploy ML/DL applications for improving their digitalization ca-
pabilities and their transformation towards AI-enhanced systems development.

The paper is organized as follows: Section 4.2 provides an overview of AI integra-
tion into the energy sector and an introduction to the EPC industry within this
sector. Section 4.3 highlights related work and Section 4.4 describes the method
and data collection. The empirical findings from case companies are presented in
Section 4.5. Section 4.6 concludes the research summary and presents the overall
framework for optimal approach selection. Section 4.7 and Section 4.8 discusses
feedback on the research questions and threats to validity, and our conclusion is
presented in Section 4.9.

4.2 Problem Indication

4.2.1 Overview of AI integration status in the energy sector

According to the Global Industry classification standards, the Energy sector com-
prises companies engaged in the exploration, production, refining, marketing,
storage and transportation of oil and gas, refined products, coal and consum-
able fuels related to the generation of energy. It also includes manufacturers that
offer those companies equipment and services [151], Figure 4.1 illustrates how this
sector influences the economy of various countries by showing the Energy share
of a country’s GDP [206]. The following Figure 4.2 provides the value of the
investment in the energy sector per industry [205]. Those statistics confirm how
large the energy sector is and that it is a major recipient of investments. This
is important in this research because it shows the potential impact on the global
economy by AI integration in this sector in order to make it more efficient and
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sustainable.

Figure 4.1: Energy-related industry value added as a percentage of GDP in 2015,
by select country. Source Worldwide; OECD; 2015. Adopted from [206].

Currently, the global energy sector is shifting from fossil-based energy produc-
tion and consumption systems like oil, natural gas and coal to renewable energy
sources. According to the World Energy Transition Outlook [107], the most sig-
nificant energy consumers and carbon emitters will have to implement their ambi-
tious plans to make their businesses more sustainable by 2030. Therefore, govern-
ments and companies in the energy sector invest billions of dollars in technologies
which help them in their energy transition phases and where artificial intelligence
is starting to play a significant role [6]. AI technology is already used to enhance
the forecasting method covering applications such as product demand, personnel
and inventory forecasting [5]. In general, ML/DL-based forecasting techniques
are widely used in the field of energy systems [83]. The past decade has also
revealed AI’s potential for inspection and maintenance applications [118]. In the
field of power electronics and engineering, AI approaches such as artificial neural
networks and fuzzy logic models have been widely used to optimize many tech-
nical challenges in simulation, control, estimation, and fault diagnostics (Bose,
2017). The analysis done in [92] suggests that Support Vector Machines, Artifi-
cial Neural Networks, and Genetic Algorithms are the most popular techniques
used to predict energy prices (e.g. crude oil, natural gas, and power) and to an-
alyze energy trends. Neural networks are used for cost estimates in the bidding
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proposals for EPC companies [170] as well as in the supply chain where AI can
support the management of the whole supply chain process to detect potential is-
sues and ensure timely and high-quality project delivery [1]. In academia, studies
have been done to apply Deep Learning techniques to balance power generation
and consumption. In [222], authors developed a Neural Network based on LSTM
architecture to predict photovoltaic generation based on the number of weather
parameters. In [112], authors developed a hybrid Convolutional Neural Network
(CNN) and Echo State Network (ESN) model for reliable electricity generation
and consumption prediction. AI also helps independent operators of large instal-
lations (e.g., offshore platforms, onshore plants, upstream and downstream oil
and gas operators) to analyze and compress a large amount of data from IoT
devices of complex machinery or to inspect operating installations for predictive
maintenance [118]. The applications of AI within the energy sector is reflected in
a Siemens survey among 515 senior leaders who are responsible for, involved in,
or knowledgeable about their organization’s existing or planned use of AI. Figure
4.3 [196] shows their response on how and where their organizations use AI.

Figure 4.2: Value of energy investments worldwide in 2018, by sector (in billion
US dollars) [205].

4.2.2 Introduction to EPC industry

Machine Learning and Deep Learning technologies reveal a high potential for
Engineering, Procurement and Construction businesses whose projects span the
entire cycle of industrial installations from bidding to engineering, construction,
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Figure 4.3: The use of AI (%) in different energy sector. Adopted from [196].

and start-up operation [167]. The typical EPC project is a technology-intensive
design that relies significantly on the experience of engineering and construction
teams. The rapid development of the global economy has increased the popularity
of EPC projects. The need for EPC projects has been influenced by population
growth, the nation’s economic growth, and sustainable development concerns [99].
EPC projects utilize a contract-based project delivery model and are mainly ap-
plied for large-scale infrastructure works in the private sector. These are prevalent
in industries such as energy or oil and gas [192] where companies often rely on
EPC contractors for large-scale and long-term projects that require high-skilled
labor due to the sector’s complexity and high safety standards [44]. For exam-
ple, as per IEC 61,508 (an international standard published by the International
Electrotechnical Commission), the minimum safety integrity level for the petro-
chemical industry allows only one dangerous failure in 100,000 h [87].

EPC projects are often associated with a “turnkey” EPC contract. The “turnkey”
means that an EPC contractor holds all responsibility from the beginning of the
project design until its start-up. The scope of work, in this case, includes the
provision of engineering services, materials procurement and construction ser-
vices [99]. If anything goes wrong during the project execution, a “turnkey” EPC
contractor (further indicated as an EPC contractor) must take care of the liabil-
ities. Those contractors cannot surpass a guaranteed price and must complete
the project delivery before the fixed deadline. If the contractors fail to meet the
deadline, they are predisposed to pay the Delay Liquidated Damages (DLD) [21],
[47]. However, the EPC project execution mode does not mean that EPC con-
tractors must complete the entire engineering themselves. The EPC contractor
can use the engineering solutions provided by the EPC vendor or subcontrac-

74



tor while remaining an ultimate responsible party to the client (or owner of the
engineered installation) and managing vendors or subcontractors through the con-
tract rules [8]. The relationships between EPC clients, contractors and vendors
are illustrated in Figure 4.4.

Figure 4.4: The relationships between EPC clients, contractors and vendors.

4.2.3 Research focus

In this research, we focus on the EPC industry within the energy sector. We take
as a basis the options from the business study on how companies develop AI-based
solutions to generate business value [165]. However, based on the empirical find-
ings from this research, we extended the options of various approaches to develop
the AI products. Thus, we decided to consider four approaches: (1) in-house de-
velopment, (2) collaboration with a third-party specialized in AI, (3) utilization of
off-the-shelf solutions, including purchasing point solutions for specific use cases,
and (4) outsourcing the work to a third party (Figure 4.5).

Figure 4.5: Studied approaches to develop the AI product.

Research is built on the experiences of case companies described in subsection
4.4.1, where case company I is an EPC company with limited experience devel-
oping and deploying AI solutions, while case companies II, III, IV and V are not
turnkey contractors but specialized equipment and industrial solutions manufac-
turers. These companies are not responsible for the entire engineering process
but provide specific components and services that are necessary for the comple-
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tion of the EPC project, i.e., EPC vendors (Figure 4.4). These EPC vendors
have already successfully introduced AI in their businesses, and their experience
is valuable for turnkey EPC contractors who are just starting to introduce AI in
their businesses.

The research questions we aim to answer are structured in a way that differenti-
ates between two distinct types of entities: 1. EPC companies with limited AI
experience and 2. Companies that work with EPC companies and have more
AI experience. For each group, we first identify the critical determinants and,
second, how to approach them.

RQ1.1: ”What are the key factors that influence the development and
deployment of AI solutions at an EPC company with limited AI expe-
rience?”

This question seeks to identify the key factors influencing the development and
deployment of AI solutions at an EPC company with limited AI experience. Given
the relatively novel nature of AI applications in the EPC industry, there is a crit-
ical need to understand these key factors. Identifying them can provide insights
into the common challenges and opportunities faced by such companies, thereby
helping those companies make more informed decisions about AI adoption and
implementation.

RQ1.2: ”What is the optimum approach to each key factor identified
in developing and deploying AI solutions at an EPC company with
limited AI experience?”

Once the key influencing factors are identified, it becomes essential to determine
the optimal approach to each. The best practices and strategies for addressing
each key factor could vary greatly, depending on a variety of circumstances, such
as the company’s size, resources, industry positioning, etc. Understanding the
optimal approach for each factor can provide a blueprint for EPC companies with
limited AI experience to effectively and efficiently implement AI solutions.

RQ2.1: ”What are the key factors that influence the integration of
AI solutions into businesses that work with EPC companies and have
more AI experience?”

Understanding the key factors influencing businesses that work with EPC compa-
nies and who are more experienced with AI integration of AI solutions is crucial.
These companies can offer a different perspective and share lessons learned from
their more advanced stage of AI integration. The insights gained can serve as
valuable benchmarks for less experienced EPC companies looking to accelerate
their AI adoption.
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RQ2.2: ”What is the optimum approach to each key factor identified in
integrating AI solutions into businesses that work with EPC companies
and have more AI experience?”

Understanding the optimal approach to each key factor identified among these
more AI-experienced businesses is important. Learning how these businesses ef-
fectively navigate their key influencing factors can provide a roadmap for EPC
companies. This question will help illustrate successful strategies and tactics these
experienced businesses utilize, providing

4.3 Related Work

Although integrating AI technologies into organizational strategy is consider-
ably more complicated with respect to other technologies [117], many studies
have been done on analyzing different approaches of Information Technology (IT)
projects’ development and deployment, like outsourcing or partnering with spe-
cialized third-party companies. Similar approaches are studied in this work, and,
therefore, past research on IT risks can be counted in too since the develop-
ment of AI and IT projects have some common characteristics. AI development
projects also require resources, requirements elicitation and development processes
that are fundamentally similar to IT projects. The influence of IT on organiza-
tional performance has been widely studied [180]. Many frameworks, theories
and methodologies have suggested the usage of IT and digital technologies, in
general, in accordance with the corporate strategy [117] while highlighting the
main opportunities and threats of outsourcing strategic IT [214], [154].

In contrary to IT, the research on industrial ML/DL application in engineering
is limited. According to recent reviews in [25], [161], only a limited number of
papers related to this topic were published, and the authors recognize a short-
age of experience reports in the academic literature, in particular with regard
to industrial development and deployment of ML/DL applications. Also, little
research has been published about AI project management and organizational
strategies for integrating AI technology into businesses. Many consultancy re-
ports and roadmaps focus on different ways of AI projects deployment within
companies [213], [41], [11], [165], [19]), but only a few studies advice organiza-
tions how to change their digital business strategies of incorporating AI to create
new business opportunities [142]. There are very recent publications on system-
atic literature review where authors focus on integration of AI into organizational
strategy, highlighting the potential benefits, challenges, and opportunities [117],
or study business value creation with AI-based technology [29]. These reviews
also confirm that there are still issues in practical use and a lack of knowledge
regarding applying AI in a strategic way to create business value. To the best
of our knowledge, there are no research papers found in academia that describe
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the industrial experience of AI project execution particularly within the energy
sector.

4.4 Research Method

The method we applied in this work is based on case study research since it is ap-
propriate for exploring real-life situations [66] where the unit of analysis could be a
specific technology, a systems development approach or methodology, or a partic-
ular type of organization [57]. This research was exploratory in nature. Therefore,
a case study method helped familiarize the researcher with the phenomenon itself
[185]. As mentioned in [57], a case study approach is useful in instances when
each case is unique and worth analyzing. To get an in-depth detailed exploration
of the phenomena, we present multiple cases and we present each studied com-
pany as a case. In the case of company I, we studied the experience of several
AI projects execution within a large EPC contractor. Case companies II, III, IV,
and V are interviewed EPC vendors who have already successfully introduced AI
in their businesses. This method and case study selection allowed us to cover
the entire life cycle of building AI solutions, starting from initial business under-
standing until deployment and further evolution and created a basis for building
a final framework. Our research utilized the inductive approach since we explored
the phenomenon and built a theory in the form of a conceptual framework [185].
This approach also allowed us to study a limited number of cases with in-depth
exploration [200], since the research uses an inductive approach mostly focus on
the context of the use case [185]. Therefore, the study of a small sample of cases
while applying various techniques to collect the data to explore the phenomenon
in detail was appropriate.

The summary of the approach selection at case company I, which is based on
the key factors revealed during AI projects execution, are presented at the end of
subsection 4.5.1. The key factors revealed during interviews of the case companies
II, III, IV and V are highlighted in bold in subsections 4.5.2, 4.5.3, 4.5.4 and
4.5.5 and summarized in the final framework, which is presented in the form of a
decision tree.

To present our empirical results, we structure AI project into a commonly used
machine learning workflow across industry and research [9], [14], [104], [174]. This
workflow is derived from prior workflows defined in the context of data science
and data mining, such as TDSP [208], KDD [78], and CRISP-DM [223]. It has
the data-centred essence of the process and the multiple iteration loops among
the different phases. These phases are outlined in Figure 4.6.

In the Business Understandingphase, the business problems that AI may solve
are identified, including initial decisions on what needs to be done and what re-
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Figure 4.6: Selected workflow phases.

sources are required to achieve it. Potential AI solutions are assessed for feasibility
and added value to the company and any risks they may introduce (initial risk
assessment). An initial execution plan, timeline and critical project milestones
are also defined at this stage, together with the appropriate success metrics to
measure how the project meets the business needs [207]. In the Data Under-
standing phase, the AI models are assessed in terms of suitability and quality,
and the more that is known about the data in advance, the better. Finally, it is
also likely that the data owners are also project stakeholders. They may want to
influence the project implementation and outcome. Therefore, they must be en-
gaged early to avoid miscommunication and retrofits later in the project [81]. In
the Data Preparation phase, data is collected and prepared for AI models. This
phase involves the following: exploratory data analysis, data cleaning, feature
engineering, labelling, separating into training and testing sets, etc. The output
of this phase is a dataset that is ready to be used in an ML/DL model. Data
preparation is the first step of project execution (where the model is developed,
tested and deployed). This phase aims to collect and combine all the available
data and perform the necessary manipulation required as input for the model [14].
Model Development and Evaluationphases start when an AI algorithm is devel-
oped, trained and tested using the collected data. The model is then subjected
to rigorous error analysis. Its performance is assessed against the appropriate
metrics. The Data Preparation and Model Developmentphases are closely linked
and will often have to be progressed in parallel [207]. The output of this phase
is an ML/DL model that has been verified and is ready to be evaluated by fu-
ture product users. Developing a simple user interface is necessary to have the
proof-of-concept version ready for the Evaluation phase to allow domain experts
with no programming background to test it. Finally, evaluation of the process is
required at all stages of the AI project workflow to ensure the work progresses
as expected and facilitate quality control and auditing [14]. Deployment phase of
the developed products assumes the scale-up of the product usage from a small
cluster of domain experts to the entire company workforce [14], which requires
building a serving infrastructure around the model. ML code itself is a small
part of real-world ML systems, but the necessary surrounding infrastructure is
vast and complex [187]. The difference between a proof-of-concept model and the
same model deployed at scale appeared to be very large. The models that had
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been developed, optimized, tested, and audited in previous phases formed the
basis of the deployment.

Once a model is deployed, it requires continuous evolution to maintain high-
performance standards through the feedback loop [187]. During this phase, it is
essential to:

ˆ Monitor the performance of the model in operation (metrics, Key Perfor-
mance Indicators - KPIs, users’ feedback).

ˆ Perform any necessary maintenance (update input data, re-train model with
new data as needed).

ˆ Identify and evaluate potential improvements based on users’ feedback.

Depending on how the deployment was performed and how users’ feedback is
gathered and evaluated, the KPIs may or may not be the same as they were
originally agreed.

4.4.1 Data collection

The data collection activities for this research lasted more than two years and are
outlined in Figure 4.7. The data from case company I was being collected by the
first author between 2020 and 2022. The collected empirical data is related to the
experience of AI projects execution within this company and includes business
case reports, execution plans and projects’ close-out reports. Data from inter-
viewed EPC vendors - case companies II, III, IV, and V- were gathered in the
form of traditional observations by taking notes with individual observations and
voice recordings. All interviews lasted between 1 and 1.5 hours. The voice record-
ings were transcribed for analysis using the Microsoft Office transcribe feature.
Below, we detail each case company, the projects we studied, and how empirical
data was collected during our research.

Figure 4.7: Timeline of performed activities.

Case company I

Case company I is a large EPC contractor operating a diversified fleet of marine
construction vessels and fabrication facilities and performing oil and gas, petro-
chemicals and energy transition projects design and construction worldwide.
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At case company I, we studied four different AI projects developed and deployed
by an AI team under the supervision of the first author of this paper:

Project 1: “Engineering hours budget prediction tool.” It is an ML appli-
cation that predicts the hours required to be spent by each engineering discipline
to design a petrochemical or gas processing plant. The prediction can be made for
electrical, mechanical, civil, piping, instrumentation and process disciplines. The
“Engineering hours budget prediction tool” is developed in-house using data from
projects executed by the company during the last fifteen years. The input data
are the primary benchmark data, like mechanical equipment quantity, installed
pipe length, installed power and control cables, and hardwired signals quantity.
The developed engineering hours prediction tool is used by functional manage-
ment as a reference when reviewing the hours estimate made by discipline lead
engineers during the proposal phase of the project.

Project 2: “Defect identification on the engineering drawings.” The tool
is based on the deep learning algorithm that can highlight the specific patterns on
engineering drawings identified as defects or, in other words, engineering mistakes.
The primary value of the Defect Identification tool is that it can assist engineers
and designers with highlighting graphical design errors and, therefore, reduce
manual checks. The software for operating the deep learning model has been
developed by using different approaches: in-house and in collaboration with an
AI company.

Project 3: “Digitalization of PDF drawings into CAE (Computer-
Aided Engineering) compatible files.” That is an AI service provided by
a third company for digitalizing engineering drawings. This service aims to sup-
port process engineers at the beginning of the project when re- drawing of the
received Process & Instrumentation Diagrams (P&IDs) from the client (e.g., a
petrochemical plant operator or process technology licensor) is required.

Project 4: “Engineering knowledge database” The fourth use case presents
an application of the solution available on the market. The provided solution can
generate a comprehensive answer to a technical question based on the various
engineering specifications and guidelines developed within the case company I.
The model had to be re-trained with company data before evaluation and further
deployment. Table 4.1 illustrates which approach was chosen for each project.

Table 4.1: Mapping of AI projects and utilized approaches at case company I.

Approach
In-house development Collaboration with a third-party Outsourcing Off-the-shelf solution

Project 1 Project 2 Project 3 Project 4
Project 2
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The selection of case studies for case company 1 has been made based on a number
of strategic factors, like data sensitivity, legal constrains, intellectual property,
available resources and cost. These projects encompass a wide spectrum of AI
implementation within the engineering industry, with each project offering unique
insights into different aspects of AI development and deployment.

For instance, Project 1 leverages the power of machine learning to streamline the
process of resource allocation for various engineering disciplines in plant design.
The uniqueness of this project stems from its application in reducing inefficiencies
in the engineering budgeting process and where the data sensitivity used for model
training affects on the entire project execution approach.

Project 2 uses deep learning algorithms for quality control in engineering designs,
showcasing how AI can enhance the accuracy of error detection in engineering
drawings. It is distinct from software development projects, as the tool is focused
on identifying graphical errors, which necessitates unique algorithms for image
processing. However, the utilization of historical project data for model training
raises concerns over data ownership and contract violations. This issue underlines
the importance of involving the legal department early on to ensure contractual
compliance when third parties are engaged in product development.

Project 3 showcases how AI can be employed in digital transformation initia-
tives within engineering businesses. Here, AI is not just utilized as a tool for
automation but for transforming traditional workflows, making it distinct from
generic data engineering projects. Again, the sensitive nature of the drawings’
content demands cautious handling of contractual obligations and non-disclosure
agreements.

Finally, Project 4 showcases the application of AI in knowledge management
within the engineering domain. It highlights the potential of AI in extracting and
synthesizing technical information from diverse sources, offering value beyond
conventional software development projects.

The EPC industry is still relatively inexperienced in the application of AI tech-
nologies, and there is a scarcity of readily available off-the-shelf solutions that can
seamlessly fit their needs. Consequently, tailor-made solutions become a neces-
sity. However, for an EPC company, software development is not a core business
activity, and they may not be fully equipped for the development, operation, and
maintenance of their AI-based products. Similarly, the issue of legal constraints
surfaces. Existing contracts may not be up-to-date and comprehensive enough to
cover potential instances of sensitive data leakage if third-party AI solutions are
integrated into their engineering work. This situation presents a ”grey zone” of
potential legal risks. With the industry lacking substantial experience and prece-
dents concerning contractual violations due to the introduction of AI, uncertainty
increases. These case studies elucidate these implications, demonstrating how
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companies have attempted to navigate these complexities by opting for varied
approaches in their AI development and deployment strategies.

Case companies II, III, IV and V

To extend our research to more companies, we chose to interview EPC vendors
since, contrary to EPC contractors, they have experience in the entire life cycle
of AI project development. Interviewed EPC vendors are vendors of the case
company I and follow the same requirements for safety for the engineered products
and solutions [87]. These vendors provide products or entire solutions which case
company I is integrating into the final design of the engineered installation, such
as a petrochemical plant.

Case company II is a multinational company specializing in digital automation and
energy management. It combines technologies, real-time automation, software,
and services. It specializes in commercial and non-commercial buildings, data
centres, and various industries, including the energy sector. It is also a research
company.

Case company III is the one of largest pump manufacturers in the world. The
company produces pump units, electric motors, and complete solutions to control
pumps and other related systems.

Case company IV is a multinational company that specializes within the energy
sector in energy management, smart grid and power distribution equipment. It
combines technologies, industrial automation and control, software, and services.
It is also a research company.

Case company V is an industrial software developer. Its solutions address com-
plex environments where it is critical to optimize the asset design, operation and
maintenance lifecycle.

The interview protocol was designed to gather in-depth insights into the man-
agement of projects associated with AI product development, focusing on our
research questions. The selection of participants was targeted at professionals
who play a decision-making role in the AI integration strategy within their re-
spective organizations. The roles of the interviewed people are presented in Table
4.2.

The decision to select only one or two participants from companies was dictated by
the roles they occupied - all individuals are AI leaders in their respective organiza-
tions. Thus, their insights were considered as highly valuable and representative
of AI-related decision-making processes in their companies.

Interview questions were framed to elicit information regarding the factors influ-
encing the choice of different AI approaches, the potential long-term impact on
business strategy, and the organization’s general philosophy towards AI adoption.
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Table 4.2: Participants’ roles at case companies.

Role within Organization Case company

SVP, Chief Artificial Intelligence Officer Company II
VP, AI Solutions Company II
Lead Data Scientist, AI Solutions Company III
Head of Research Group Company IV
Lead Research Scientist Company IV
SVP, Artificial Intelligence Technology Company V

The interviews were structured as per ML workflow phases illustrated in Figure
4.6. This protocol allowed authors to comprehensively understand the varying
strategies across different organizations.

Each interview lasted approximately 60 to 90 min in the style of informal discus-
sions, taking notes casually but having the whole conversation recorded. Tran-
scripts from the voice recording have been later generated for further analysis
using Transcribe feature in Microsoft Word.

4.4.2 Data analysis

The data gathered during the interviews has been analyzed using the thematic
analysis technique. This method involves identifying and categorizing recurrent
patterns in the data [31] and can also be applied to the data gathered through
interviews by transcribing the recording of interviews, reading through the tran-
scripts multiple times, and coding the data into meaningful categories [113]. The
analysis was conducted by the first author, following a rigorous, systematic ap-
proach comprising six steps outlined by [31]:

ˆ Step 1 - Familiarizing with the data. This initial step involved carefully
reading through each report and transcript of voice recordings, ensuring a
robust understanding of the content.

ˆ Step 2 - Generating initial codes. The next phase was to assign labels to
words, phrases, sentences, or sections that were deemed relevant, utilizing
color coding for organization and easy reference.

ˆ Step 3 - Searching for themes.The data was then conceptualized, creat-
ing categories and subcategories by grouping the codes established in the
preceding step.

ˆ Step 4 - Reviewing the themes.This step involved connecting the categories
and subcategories generated earlier, looking for coherent patterns and rela-
tions between different themes.
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ˆ Step 5 - De�ning and naming themes.Defining and naming themes. Further
analysis was conducted to determine whether a hierarchy existed among the
categories, allowing for the final definition and naming of the themes.

ˆ Step 6 - Producing the report/manuscript. Producing the report/manuscript.
The final step was to synthesize the findings into a framework, which was
then summarized in the report.

Any conflicts that emerged during the coding process were discussed among the
authors until a consensus was reached. Theoretical saturation was deemed to
have been reached when no new codes or themes were emerging from the data,
indicating that our data collection was sufficient for the purpose of our study.

4.5 Empirical Findings

4.5.1 Case company I

This section explores and presents four AI projects developed by the case com-
pany I. To justify the selection of the approach (Figure 4.5), case company I
identified the key criteria and the approach for each criterion which was aligned
with company’s business strategy in the long term.

We structured the development process into a set of project execution phases
(Figure 4.6) to underline the specifics of each project and its findings per phase.

Business Understanding phase. Based on the business problem and available
resources, case company I performed an initial cost-benefit to make a “Go/No-
Go” decision during Business Understandingphase. The details of cost benefit
analysis are presented in Table 4.3.

The rationale for using the cost of engineering hours that could be potentially
saved after deployment of the products described in Table 4.3 is that it is the
most direct measure of the business value acknowledged by the case company
I management to estimate the return on investment. By measuring the cost of
engineering hours that could be saved, a clear indication of the potential cost
savings by deploying these applications could be achieved. It was considered as
more direct value measure than, for example, prediction accuracy or speed, which
are more abstract and might not be as indicative of the actual business value of
the tool.

The Data Understanding phase has been performed after project received
an approval to proceed based on the cost-benefit analysis described above. The
details of required data per each studied AI project are presented in Table 4.4.
The specifics of Data Preparation and Modelling phases are presented in
Tables 4.5 and 4.6.
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Table 4.3: Business understanding phase’s specifics for each AI project.

Project Description

1 The most significant amount of work was related to data collection and
processing since actual data of executed engineering projects needed to
be gathered from all international offices of the company. The data
gathering activity could be performed only internally. Performing this
project in-house was a straightforward decision since required resources
were available with the company. Data collection and processing tasks
were discussed during this phase to ensure that the company had the
necessary resources to complete the project. For the cost-benefit anal-
ysis, the cost of engineering hours that could be potentially saved after
deployment of the application was compared with the engineering hours
needed to develop this product.

2 The critical part of the work was to identify typical mistakes on the
engineering drawings that require a manual check and prepare a large
enough data set for supervised learning. Since the graphical symbol-
ogy on engineering drawing can vary from project to project, it was
essential to involve domain expertise. The data used for the dataset
were sensitive and contained a lot of the company’s client’s know-how
of technological processes. Therefore, the company decided to collect
data and create the dataset in-house. However, since it was a first-of-
a-kind project, it was unclear whether the company could have enough
resources to build an overall software to deploy the deep learning model.
Therefore, case company I decided to collaborate with a third party to
build and infrastructure to host and operate the model. For the cost-
benefit analysis, the cost of engineering hours that could be potentially
saved after deployment the tool was compared with the investment in
development.

3 This project utilized an AI service available on the market to outsource
the work to improve the overall schedule of the EPC project execution.
The cost-benefit analysis was based on a service costs vs hours that
engineers would spend to complete this activity manually.

4 This project utilized an off-the-shelf solution with ready-to-go models
that need to be re-trained using company data. The cost-benefit anal-
ysis was based on the evaluation of the pilot project. A limited number
of documents has been provided to the application developers to check
the initial performance of the tool and whether it can help to reduce
the time engineers need to spend in order to find the correct answer
through company documentation.
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Table 4.4: Data understanding phase’s specifics for each AI project.

Project Description

1 The data owner played a crucial part since the data was very sensitive,
only a handful of people were granted access.

2 This project was based on specific patterns recognition on the draw-
ings that were classified as engineering mistakes. Since the company
aimed to develop an application that could be applied to any engineer-
ing project, it was essential to consider all possible variations of the
symbology of the items – components of the pattern. Within the case
company I, the symbology representation was heavily dependent on who
the project’s client was and whether a client had its own rules on how
to represent each item on the drawing.

3 Since the AI service for digitalization of the engineering drawing was
intended to provide the service to each engineering project individually
for a fixed cost, there was a fixed symbology for each item representation
captured in the project legend table. The set of drawings required to
be digitalized together with the symbology table was given to the AI
service provider for their further handling.

4 The input data for this project was the large set (more than 1000 text
files) of specifications and guidelines developed within case company I
by capturing the best engineering practices and lessons learned which
had been validated by dedicated subject matter experts. All these docu-
ments were under case company ownership and stored in the structured
format in the engineering library database for internal use.
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Table 4.5: Data Preparation phase’s specifics for each AI project.

Project Description

1 In this project the definitions of provided data items were not always
consistent since the data were gathered from various international of-
fices. Efforts were made to investigate the data quality and improve it
where possible. Since data was gathered in tabulated data format, a
regression model was good enough to make a prediction with a required
quality.

2 Since the project team had to prepare the dataset by labelling several
thousand drawings, they involved many drafters from different offices,
which led to poor quality of the labelling. Each item on the drawing
has a tag number or numeric value, indicating specific parameters like
the angle of the valve position. Sometimes, those values were too close
to the symbol and required very accurate labelling to eliminate numeric
values or tag numbers within the label boundaries. At first, there was
a lack of consistency and accuracy in the labelled dataset, which led
to the repetition of the whole exercise. Moreover, since the engineering
drawing contained the company or its client’s engineering know-how,
it was not allowed to use third-party labelling software to avoid data
leakage. Creating labelling software was not predicted and negatively
affected the project’s schedule.

3 In this project, the AI service provider performed a detailed data prepa-
ration phase without the company’s involvement. Case company I dis-
cussed and agreed only on the output quality and timing.

4 The engineering documentation was easily available in a structured for-
mat. However, the model developers had to transfer text documents
into a format acceptable for training the model.
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Table 4.6: Modelling phase’s specifics for each AI project.

Project Description

1 Modelling was a very smooth activity since a linear regression model
type was used. Therefore, building the user interface was a straightfor-
ward exercise.

2 This project faced various technical challenges during the DL model
and user interface development. The DL model was heavy, and it took
a long time to process the input documentation. Additional support
from software front-end developers was required to build a simple user
interface that had call-in functions to the DL model.

3 This phase was not applicable for a project 3

4 This phase was not applicable for a project 4

Table 4.7: Evaluation phase’s specifics for each AI project.

Project Description

1 The output of this project, which predicted the engineering hours bud-
get for projects, was evaluated on projects’ data which were not part
of the training or testing dataset.

2 The performance of the developed model, which identified engineering
mistakes on the drawing, was tested by a group of process engineers on
a new set of engineering drawings. Its performance was compared with
a manual quality check by domain experts.

3 In project 3, quality control was part of the scope of the AI service
provider. As for the service evaluation, the time required for the AI
service provider to digitalize the drawings was compared with the time
required for manual re-drawing of the given engineering diagrams. The
main objection was that AI service costs should be less than the money
value of saved engineering time.

4 The application was supposed to provide a comprehensive answer to the
question based on documents the model had been trained on. Domain
experts reviewed the answers to see whether they were indeed answering
the question and whether the information was true.
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Evaluation phase. The developed models’ performance evaluations were done
by a very limited group of people identified as future users of the developed
product. The evaluation phase has been performed in-house, and their specifics
are presented in Table 4.7.

Deployment. A great deal of the work laid in software development to meet the
requirements of data owners related to accessibility, security and graphical user
interface. Before launching the developed products on a company scale with many
multinational branches, software development was unavoidable. For project 1,
it was possible to create the software in-house with minimum resources since
the intelligence was static and built into the product. However, the product
developed by project 2 was built with a server-centric intelligence which needed
to be periodically updated. In this case, the cost of the servers, intelligence
runtime, and intuitive user interface for product users and model creators were
essential components which were not foreseen during the initial project planning.
It became an important lesson learned for the future.

Evolution. Due to the nature of the data updates, the evolution of researched
projects is a lengthy process. That is because the company focuses on large-scale
EPC projects which schedules have a minimum duration of 2–3 years and include
the engineering, unique equipment manufacturing and construction phases. This
phase has not been achieved during this research time frame.

Summary of the key factors and the optimal approach for each of them
at case company I

As a first step, case company I identified the key questions which they faced
during projects development described in Table 4.3 through Table 4.7 and found
essential from the company’s AI strategy perspective. As a second step, the
project teams at the case company I tried to predict the long-term consequences
of various approaches to each question. These questions are summarized as key
factors. These key factors identify preferred approach for each of them are listed
below:

Intellectual property. The in-house development approach would be the best
since it ensures full rights on IP. In the case of a collaboration with a third-party,
it is also possible to keep IP rights. However, it will be heavily dependent on the
business strategy of the collaborator company.

Cost-time-resources. Outsourcing does not require any resources from the
client company and could be the best solution for a short term or when the level
of urgency is high. The AI service provider and the client company need to agree
on the time required for the indicated scope of work and the cost.

Performance. It is challenging to predict the performance of AI products. If
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the AI project is the first of its kind for the company, then in-house development
has the least predictable performance. In the case of outsourcing, AI service
providers can include quality control in the overall cost. The quality control
might be automatic or manual by AI service providers. Therefore, this approach
would be the best if the performance is the priority.

Legal constraints and data sharing avoidance. There is always a risk of
disclosing the information which is the company clients’ intellectual property.
The existing contracts might not cover the possible sensitive data leakage if an
engineering contractor involves third parties to apply AI solutions for their work.
Thus, some danger of stepping into a “grey zone” exists. Therefore, the best
approach to avoid any data leakage and contractual disputes in the future is to
use an in-house approach.

Tailored made solutions. A lot of domain and company-specific knowledge is
required to develop a successful product which is unique for a particular company.
Based on the projects 1 and 2 results, the in- house and collaborative approaches
work well to meet this goal.

Company branding. Since various industries have started to include AI in their
road maps [19], the fact that an engineering company invests in developing and
deploying AI products might create a good advertisement for this company in
front of its clients. At case company I, the partnership with an AI company also
reinforced the company’s branding among other AI practitioners and academia.

Internal know-how development. Raising the company’s own subject matter
experts who know in-depth the company specifics and at the same time have
hands-on experience in AI development is very crucial to developing sustainable
AI expertise in the long term. Investment in own resources is the best way to
achieve it.

Operation & maintenance. The best way is always to do the operation and
maintenance of the model using company resources, regardless of whether infras-
tructure around ML/DL model is built in-house or in collaboration with a third
party (e.g., re-training with new data or re-validating the model performance).
Off-the-shelf solutions might assume the constant dependence on the license, al-
though the license cost might be neglectable compared to the benefits received.
In the case of outsourcing, there will be a continuous dependency on the service
provider.

Scale-up opportunity. Off-the-shelf solution usually has a complete infrastruc-
ture built around the model and can ensure the user interface users and AI experts
who will re-train and evolve the model. Based on the projects development ex-
perience, an off-the-shelf solution was the best approach for case company I to
further scale up the AI project.
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Figure 4.8 summarizes the key factors and the selection of the approach by map-
ping each key factor to the preferred approach.

Figure 4.8: Summary of the approach selection at case company I.

4.5.2 Case company II

The empirical findings from the following case are based on interviews with the
Chief Artificial Intelligence Officer and the VP for AI Solutions from a multina-
tional company specializing in digital automation and energy management.

Business Understanding phase. During the Business Understanding phase
case company II identifies opportunities based on the company strategy. An
essential requirement is that the future product shall be unique. Whether
the product is business-critical or not, the approach in the business phase may
vary. In most cases, the decision-making process is done by an in-house squad
team of experts in AI and business development. If the discussed future product
is not a market breaker and, therefore, not confidential, the team might also
decide whether the customers could be included in the decision-making process.
For significant investment, the company also utilizes external consultancy services
like Accenture or BCG to ensure the external view to estimate the market demand
and investment cost.

According to the VP for AI Solutions, several main criteria must be consid-
ered during the Business Understanding phase that influences which approach
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to choose for product development. Firstly, if there is a general maturity of
the industry for AI applications, like predictive maintenance, for example. In
this case, the product does not need to be rebuilt from scratch but only to be
modified with domain specifics. In such cases, a partnership with a third party
or using off-the-shelf solutions might be the best way to approach AI product
development. Secondly, whether the product is highly specialized, so only a
handful of professionals can develop it. Another criterion is what is the time to
market, i.e. the urgency in terms of the time to market. If the urgency is high,
it is easier to partner with someone who has already done it rather than build it
from scratch. However, in this case, the question of intellectual property is
rising. If the IP is valuable and the company can capitalize on it in future, then
a strong preference is to keep the development in-house.

“Looking from multiple angles on how to engage is almost like building
a Decision tree” — Vice President, AI Solutions.

In summary, the key criteria for the Business Understanding phase highlighted
during interviews at case company II are:

ˆ Is the product for an internal or external client?

ˆ What is an intellectual value (meaning business value)?

ˆ Can the company technically do it?

ˆ Can this product serve the company’s customers?

ˆ What is the timeframe for creating the product?

ˆ Is there a unique competitive advantage?

ˆ Is the product strategic to the company’s business?

ˆ Is there a strong market potential?

ˆ What is the maturity of the technology?

ˆ Is the future product highly specialized?

ˆ What is the urgency in terms of the time to market?

Data Understanding and Preparation phases. To understand what data is
required for an AI project, it is crucial to have deep knowledge about the data,
the customer and the customer’s expectations – gaining this deep knowledge is
only possible by working at the company and with its customers. However, data
preparation activities in case company II, in most cases, are outsourced. For
example, outsourcing manual work, like labelling, to a third company with a
lower hourly rate is much cheaper than doing it in-house. Case company II has
a large number of AI projects running in parallel. Therefore, the outsourcing
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procedure is heavily standardized. The company has a list of preferred AI service
providers with whom they have already signed contracts covering IP protection,
data security, non-disclosure agreements, etc.

“If you want to be at scale, you cannot do these things project to
project. We would spend too much time getting every single contract
signed. We selected a number of companies who are qualified to do re-
quired services and have all agreements with them in place” — Senior
Vice President, Chief Artificial Intelligence Officer.

Model Development phase.

In-house development.Case company II has experience in using all four ap-
proaches for developing the model. However, the preferred one is to do it
in-house. One of the main reasons is that company is very keen on having all the
know-how and IP with themselves. They believe that by doing so, the company
have a much stronger position in the market. Since many projects are running
in parallel, it might happen that in case of a lack of in-house developers, the
company hires temporary contractors for a specific scope of work. Nevertheless,
this approach is still treated as an in-house development. Another reason for
internal product development is that, contrary to traditional software, suitable
AI-based solutions do not yet exist in the market since the business is very
specific. However, the company might consider buying a solution if it sees that
the market offers a good product. However, they try to limit it. According to
interviewed senior vice president, 95% of the products for external clients are
developed in-house.

“We cannot be a differentiator on the market if we always buy instead
of developing solutions internally” — Senior Vice President, Chief
Artificial Intelligence Officer.

Partnering with a third party. Case company II considers partnerships with AI
start-ups for a highly specialized application where partners have unique
experience and knowledge to accelerate product development. However, the part-
nership with EPC contractors that integrate the products in the overall design of
large installations is also important.

In cases when an AI project is based on innovative technology, which requires
research, it is a common practice to partner with academia. The general pref-
erence of case company II is to create and protect IP, and for academia, it is to
publish the findings. Therefore, the way of protecting IP is not standardized and
to be considered in such partnerships case by case.

O�-the-shelf AI solutions. In contrast to software, which could be plug-and-play
solutions, AI-based solutions need a conceptualization. Therefore, utilizing ready-
to-go models and re-training them is always considered as an option in case com-
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pany II, especially in computer vision or neurolinguistic programming fields. In
this case, company considers utilizing off-the-shelf algorithms provided by IT gi-
ants like Google, IBM, Amazon or various AI start-ups. However, this approach
does not apply to a critical part of a company’s product technology.

“If you have something that is readily available and works in a very
specific context that we are interested in, we can have the partnership
to go to market with this off-the-shelf product provider, but then we
also have to assess whether this is a long-term strategic asset that we
need” — Vice president, AI solutions.

Outsourcing is a common practice for internal clients within a company when
AI solutions are aimed to help specific workflow. Internal clients, in these cases,
could be HR or marketing departments. The usual strategy is to use external
service providers who can deliver a specialized solution for required areas that
are not a core business of case company II. Data security and privacy are crucial
questions that must be considered in these cases. However, as per the interviewer’s
opinion, many specialized businesses can provide solutions without jeopardizing
those important aspects.

Evaluation phase. At case company II, an internal evaluation process takes
place after each product development phase. The evaluation after each phase gets
more precise, and after the product has been created, the project team, consisting
of AI and business development, decides whether the product is good to go to the
customer. The same team might decide whether the potential customer needs to
be involved in the evaluation and at which point. In developing a new AI product,
a schedule is a priority at case company II. The Minimum Viable Product (MVP)
needs to be created fast to reflect the urgency of the market instead of waiting
for several years until the product is perfect. Case company II prefers to bring
MVP as soon as it is ready to the market and see whether customers would buy
it. The feedback from the market is an essential evaluation criterion to continue
or not with further product improvement.

“So, instead of doing something perfect in two years, we do a minimum
viable product with nothing more than what is needed to, then we go
to a first customer and sell it” — Senior Vice President, Chief Artificial
Intelligence Officer.

Deployment. According to the interviewees’ feedback in case company II, an
off-the-shelf solution like cloud services is the best way to deploy AI products
since building IT infrastructure and procuring computation capacity is not the
company’s core business. The current market offers complete solutions to support
AI project development and deployment, which makes it unnecessary to build IT
infrastructure to deploy, operate, and maintain AI models at scale.
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4.5.3 Case company III

The empirical findings from the following case are based on interview with Lead
Data Scientist for AI Solutions from one of the large pump manufacturers who
provides equipment and entire solutions for equipment control.

Business Understanding phase. During the Business Understanding phase,
case company III evaluates the idea with their client’s involvement. They organize
interview sessions with potential end users to hear their feedback. After that,
the decision-making team and AI experts analyze whether AI-based solution can
help realize the idea and whether it is aligned with the company’s business
strategy. They also consider the maturity of the technology and perform
market screening to check whether the potential solution is unique, and no
similar solutions are already available on the market. Their practice is to focus
on a minimum viable product that can be built within 4–5 months and shared
with end users for evaluation. To proceed with MVP, the decision-making team
identifies the potential customer to engage with and get their data for product
development. The simple and lean implementation for MVP is enough to get user
feedback. All the resources required for MVP are being estimated during this
phase too. Case company III’s usual approach is to invest its own resources and
engage the client only for data collection and evaluation. There is a standard
checklist which the company follows during this phase, and which covers the
following questions:

ˆ Is the problem clear?

ˆ Does the company know what to do to create a solution?

ˆ What is the level of maturity of the technology?

ˆ Who are the stakeholders?

ˆ Who is the data owner (ex., end user or third party)?

ˆ What regulations need to be followed?

ˆ Are there any security considerations?

Data Understanding and Preparation phases. Case company III usually
works with a potential customer to get the data for analysis. For example, they
connect to a customer’s control system to get all the required data points and then
try to develop machine learning-based solutions with interactive visualization. If
the future product is integrated into the customer’s ecosystem, complying with
cybersecurity requirements becomes a major data collection criterion.

Model Development phase.

In-house approach.Case company III starts a development from Proof of Concept
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(PoC), from which they extract the requirements for future AI solutions. The PoC
is usually done entirely in-house. Next, the PoC model is further developed into
a final product to be ready for integration into the digital solutions which case
company III offers to its clients. Thus, AI products become an additional feature
of the software solutions the company offers. In this phase, the AI team uses only
their own resources and interfaces with the software department responsible for a
final solution that AI-based features would be part of.

Partnering/O�-the-shelf solutions. If the company sees the need to implement a
specific AI-based solution that already exists on the market, it could consider a
partnership, especially if the solution’s IP is protected. They can also consider
acquiring the IP owner if it is aligned with the business strategy. According to
the lead data scientist, it is a common practice in the company.

“If another company has developed the required AI solution, then we
would go and talk to them and then just buy it instead of developing
it. We do also partner with them or acquire these companies. We
actually acquire start-up companies each year.” —Lead data scientist,
AI solutions.

Outsourcing. Case company III does not outsource the work. However, it uses
the cloud-based AI platform from Microsoft for computational resources. Mostly,
internal developers use cloud services of the Azure Machine learning platform,
where they write their scripts and do necessary training of their models. In this
case, developers from case company III are using a standard product of Microsoft
without any specific collaboration agreement.

Evaluation phase. Most of the AI products at case company III become addi-
tional features to existing digital solutions offered to its clients. The developed AI
product in the Evaluation phase is being integrated into a specific software. It fol-
lows further steps that apply to a software testing procedure, i.e., a set of practices
that combines software development and IT operations – (DevOps). Further, an
AI product needs to be brought up into the phases of CI (Continuous Integration)
and CD (Continuous Development). An AI model will be automatically tested,
validated, and deployed by software where it is integrated.

Deployment. Case company III follows the same principles and uses cloud so-
lutions like the Azure Machine learning platform to host developed AI models.
According to Lead data science, they deploy their models into AI cloud solu-
tions and able to integrate them into a dedicated software, following its specific
requirements.
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4.5.4 Case company IV

The empirical findings from the following case are based on interviews with the
Head of the Research Group and the Lead Research Scientist from a multinational
company that specializes within the energy sector in energy management, smart
grid and power distribution equipment.

Business Understanding. The general approach of case company IV is to
consider AI technology as a tool to solve a problem and treat it the same way
as any other technology. First, they start with the business problem at hand
and then decide whether it is suitable or not to employ AI solutions. There are
several main factors that are considered during the business problem investigation.
Safety requirements (human safety) are always known at the beginning of the
project, and there is a number of domains where safety plays a critical role,
like a control system for a train, where the solution must work 100% of the
time, or safety-critical devices like protection in the electrical power network. In
these cases, applying AI solutions is problematic since, firstly, developers cannot
guarantee performance on a fixed level. Secondly, obtaining a safety certification
for AI-based technology is not yet possible. Another critical factor is scale-up
potential. The approach in product development heavily depends on the future
scale. For example, whether it would be a custom- made product for a particular
customer which needs to be built only once or it would be millions of copies which
would be sold on the market. If future products or solutions can be sold in large
quantities, then it is worth investing money in developing them in-house rather
than going for partnership or off-the-shelf solutions since, for case company IV, it
is always essential to keep the value-creating product entirely in-house.

“If you predict that clients will buy a million copies, then it is worth
putting a million in your product development” — Head of Research
Group

The next critical factor is the maturity of the technology, like the application
of AI in predictive maintenance or quality inspection. Those AI projects no longer
require research but only building a product. Since there is a lot of accumulated
knowledge and experience, the accurate cost estimation for this type of product
development can be very straightforward. Confidence in the estimation of CTR
(cost-time-resources) also affects how the company approaches the AI project
execution for product development. Timing is another important criterion that
influences the execution strategy for AI projects.

In case the product is for an internal client, the most important factor is how
the developed product would improve the efficiency of the internal workflow.

In summary, the key criteria for the Business Understanding phase highlighted
during interviews at case company IV are:
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ˆ Is the application critical for human safety?

ˆ What is the future scale-up?

ˆ What is the maturity of the technology?

ˆ Is timing critical?

Data Understanding and Preparation phase. Case company IV, most of the
time, performs the Data Understanding and Preparation phases in-house. The
developers in case company IV first, try to understand what data they need. Once
they understand, they must understand how to get it. The in-house development
team works with the client, whether internal or external, to see what data is
available. For example, whether the data is in a stand-alone database or the
cloud, whether there is a process in place for the data extraction, and whether
authorization is required to access the data. Sometimes, clients have already
extracted the data for developers upfront. In other cases, data still need to be
gathered, and developers need to connect to the client’s ecosystem by adding new
sensors, for example, to get an insight into the process and collect necessary data
points.

Model Development phase.

In-house approach.For case company IV, in-house development is the approach
when the product is part of the business value, especially if the future product
is planned to be sold to customers in large quantities. Since most internal AI
projects are based on mature technology and do not include research, it is realistic
to do a very accurate estimation and allocate resources for the development.
Case company IV has extensive experience and resources available for AI product
development, and its general goal is to keep ownership of products and solutions
that are part of the core business.

Partnering with a third party. If timing is critical, it might be easier to part-
ner with a product developer first and then replicate the product in-house later,
respecting third-party intellectual property rights. For AI projects where the
technology readiness level of future products is low, the company’s approach is
to partner with academia or the government. If the researched technology is for
industry benefit in general, they also might use governmental funding.

“It is always better to have something in hand now than nothing just
because customers will not wait for us to be ready. Then it is better
to have at least part of the business than no business at all.” — Head
of Research Group

Outsourcing. Case company IV has extensive knowledge and experience in AI
project development and deployment. It also has a large pool of skilled personnel
in various domains and geographic locations. Outsourcing part of the project
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to another company does not create for them any financial, quality or schedule
benefits.

Evaluation phase. In case company IV, the research and development depart-
ment focuses on the research in software and system processes, system engineering,
software engineering and brings state-of-the-art prototypes to the development
teams to work together for further integration of the AI product into digital solu-
tions that the company offers. Similar to case company III, AI products become
part of the complex software, and a similar set of practices is applied for testing
and their integration into overall solutions.

Deployment. On the contrary to other researched companies, the case company
IV has their own cloud solutions through which it deploys its AI products. The
development of IoT (Internet of Things) platforms is part of the company’s core
business, and they always use their own platforms to deploy and scale any AI
products they create.

4.5.5 Case company V

Case company V is a multinational company specializing in industrial software
development and has two internal teams working in the field of AI. The first team
is related to the research front end and consists of scientists and professionals
with in-depth knowledge of industrial data science and domain expertise. The
research team identifies the potential future product from various proposals and
builds MVPs to hand it over to the production team. To ensure a lean process from
ideation to productization, the research team continues to support the production
team until product development is completed.

The empirical findings from this case company are based on an interview with a
research team’s Senior Vice President for Artificial Intelligence Technology.

Business Understanding phase. Case company V starts from the ideation
phase, where the research team collects and brainstorms various ideas from
academia partnerships, the internal product management team and customers.
Further, the selected ideas are being researched for a short period to see whether
they have the potential to become viable future products and to identify the risks
for each idea implementation. To do so, the research team works closely with
particular stakeholders and domain experts to get their feedback.

One of the first selection criteria is to address the customer’s pain points. This
criterion also helps not to defuse the focus by the trend in AI technologies but to
stay focused on the customers’ problem area.

According to the interviewer, building a separate product for each idea is not
advisable. Too many products with different user interfaces might confuse the
customer. Therefore, usability is, in the end, one of the key differentiators.

100



“It is very important (for customers) to have a holistic picture and
simple usability because you can have the nicest feature, but if no one
knows how to use it, people will use it in the wrong way.” — Senior
Vice President, AI Technology

Another key factor is to have an alignment with the company strategy.
Understanding what kind of value proposition a future product would enable and
how it fits the business roadmap is essential. Therefore, it is important to bring
research and development teams together at different levels and have a strategic
alignment at the top level. Ultimately, it is always a trade-off between risk and
reward. Risk, in this case, is related to the time and resources invested in the
proof of concept and development.

After filtering the initial ideas based on the key factors and building proof of
concepts, the research team hands it over to production. To ensure that the
gap between research and actual implementation is adequately addressed and to
mitigate the risks, the research team keep working together with the operational
team and customers, verifying initial assumptions via a constant iteration loop
till the deployment of the product.

It is worth mentioning that the research team is always working on several ideas
in parallel to de-risk the invested time and resources. That can be considered as
a benefit of large companies vs start-ups who must be very focused on one idea
without having the luxury to invest simultaneously in various different projects.

In summary, the key criteria for the Business Understanding phase highlighted
during interviews at case company V are:

ˆ Which market is targeted?

ˆ What type of customers are there?

ˆ Is the goal clear?

ˆ What are the investments?

Data Understanding and Preparation phase. To address customers’ actual
problems, the research team stays connected to the company’s customers. A lot
depends on the relationship with customers and the way they are engaged in the
research. In the case of company V, it happens through customer workshops,
innovation workshops, brainstorming, and through peer-to-peer relations.

It is important to establish direct contact with customers and constantly get their
feedback. However, there might not always be possible to have brainstorming ac-
tivities together due to various reasons. In some market areas, the customers can
also be potential competitors. Therefore, early engagement and trusted relation-
ships are essential. The data can be exchanged in both directions. However, in
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some cases, it is challenging to have direct access to the data due to security and
privacy reasons, for example, in the case of smart grid companies. It is essential
to handle data appropriately and keep customers aware of what it is used for
to ensure that data access is adequately controlled and deleted after research is
completed.

Case company V also has engineering as a core part of its business that focuses on
automating manual work, for example, labelling, as much as possible. Therefore,
all data preparation is also done internally.

Model Development phase.

In-house approach. In general, case company V might consider different ap-
proaches. However, given that it is a software company, it is essential to develop
the core differentiator project internally. Therefore, case company V invests
significantly in people resources.

“You can use acceleration in areas that are not your differentiator and
where you don’t want to create a market advantage. Using available
services and products can give you scale and speed, but if you are try-
ing to outsource your main market differentiator, you have nothing.”
— Senior Vice President for AI Technology

Partnering with a third party. The case company V would partner with external
companies in the use cases when it is not related to the core competency. The
company is eager to keep IP on its market differentiators and collaborate with
others only on projects outside of its core domain.

Case company V as well collaborates extensively with academia in different
ways. For example, through various academic partnership programs, internships
and regular meetings with universities. Although, they do not involve academia
in high-IP product development.

Outsourcing. Case company V would only outsource work which is outside its
core domain to accelerate time to step into a market and to scale. For example,
it has a strong relationship with big cloud providers since it helps to speed up the
internal innovation process.

Evaluation phase. Case company V has a formal process to ensure the desired
quality and to confirm that the product meets its specifications. In addition, the
company selects a number of important clients in trial product testing to get their
feedback.

Deployment. Similar to case company IV, case company V prefers to use its
own environment to develop and deploy its AI products because it is considered
as a financially attractive way to scale up production in the longer term.
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4.6 Research Summary

To present findings from all case companies, we structure them as a decision
tree in Figure 4.9. The key factors revealed during case studies are the decision
tree nodes which are highlighted in bold in Section 4.5. Contrary to Figure 4.8,
which summarizes key factors in developing and deploying AI solutions at an EPC
contractor (case company I) which is in the initial phase of introducing AI into
its business, the final framework in Figure 4.9 reflects the findings from the case
companies that are already benefiting from integrating AI in their operations and
final products for their clients.

As shown in Figure 4.9, the first step is to distinguish the AI project purpose, i.e.,
whether it is aligned with a business strategy. If the project does not align with
the company roadmap, it is likely to be filtered out in the initial ideation phase.
Next, it is important to distinguish whether an AI product is for an internal or
external client.

The following important factor is whether the future product is the potential
business differentiator. Only in this case, the AI project for an external client
passes through the gate review in the Business Development phase. If the product
is highly specialized and critical to the market, most probably, collaboration
with a specialized company is the best approach. However, in this case, special
attention to IP rights is required. If IP rights are prioritized, it is advised to keep
the development in-house.

The next important factor is whether the future product has scale-up potential.
If so, the product serves the business long-term and is worth a larger investment
to be developed in-house completely.

The general maturity of the industry is considered too since reinvesting
in the product which already exists is not the intention, and it makes sense to
re-consider the business model and look for the potential benefits using existing
products or collaboration with companies who developed similar product earlier.

The high technology readiness level assumes that the product exists on
the market but not necessarily is utilized widely by the industry. In this case,
collaboration with the product developer could be an optimal approach.

In the case of low technology readiness level, but the product is considered as
a potential business differentiator on the market and has a scale-up opportunity,
it is worth investing in internal research and collaborating with academia.

For an internal client, the above factors are not crucial. Usually, internal clients
are not a core business, i.e., human resources or legal department. Therefore, it
is recommended to look for existing off-the-shelf solutions or outsource the work
where it is possible. In case the technology readiness level is low or the workflow
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the future product is supposed to support is very specialized within the company,
then internal research might be the best approach.

4.7 Discussion

In this research, we studied four approaches to AI technologies industrial de-
velopment and deployment: (1) in-house development, (2) collaboration with a
third-party specialized in AI, (3) utilization of off-the-shelf solutions and (4) out-
sourcing the work to a third party.

The empirical results derived from the development and deployment of AI projects
at Company I, as detailed in subsection 4.5.1, have been analyzed to address
Research Questions 1.1 and 1.2. From these results, we constructed a framework
that identifies the critical factors in developing and deploying AI solutions within
an EPC company with limited experience in this field (Figure 4.8).

To validate these findings and enrich the framework, we extended our research
to include interviews with Companies II, III, IV, and V, all of which have more
advanced practices in integrating AI into their engineering solutions. The empir-
ical data gathered from these interactions, detailed in subsections 4.5.2 - 4.5.5,
laid the groundwork for developing an overall framework, which also addresses
Research Questions 2.1 and 2.2. This framework is presented in Section 4.6, “Re-
search Summary” (Figure 4.9). It shows the evolution of key factors as companies
enhance their proficiency in integrating AI solutions into their business operations.

As mentioned in section 4.3, the research on industrial ML/DL application in
engineering is limited [29], [117]. In contrast, a lot of research can be found on
IT applications. Similar strategies, such as outsourcing or collaborating with spe-
cialized third parties, have been explored for crucial IT applications, emphasizing
major opportunities and risks [214], [154]. The novelty of our research is that
we enriched previous studies by focusing on AI applications. We examined how
businesses in the EPC industry within the energy sector integrate AI with their
strategies. This included studying a case company just starting with AI solutions
and other firms in the same industry that have already established a mature AI
presence in their operations. The research outcome allows us to see how the cri-
teria for approach selection for AI solutions development and deployment evolve
as companies mature in their AI integrations. It also helps to bridge the gap in
academic research by sharing practitioners’ insights on AI project management
and strategies for integrating AI technology into businesses.

To enrich the discussion, we compared our findings with academic studies on fac-
tors influencing technology adoption, development, deployment, and integration:
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Figure 4.9: Overall Framework for the most optimum approach selection for AI
project development and deployment.
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Common Factors

Business Strategy Alignment: Our framework (Figure 4.9) and [117]’s findings
underscore the significance of aligning AI with company goals, mirroring [29]’s
perspective.

Innovation Potential: We emphasize scalability and unique business offerings,
while [117] focus on innovative potential and human-machine collaboration.

Readiness and Maturity: Our framework (Figure 4.9) points to industry and tech-
nology maturity. Concurrently, [180] discuss organizational flexibility, and [117]
talk about the strategic utilization of AI in terms of competitive and cognitive
strategies.

Collaboration: Both the research and works by [117] and [25] emphasize collabo-
ration with third parties, while our overall framework (Figure 4.9) further details
such collaboration with third parties in various contexts.

Different Factors

Human Interaction with AI: [117] discuss human feelings, attitudes, and motiva-
tions to interact with cognitive technologies.

Concerns about AI: The paper by [25] mentions concerns about job loss and
unemployment due to AI.

Challenges in Deployment: The paper by [161] discusses the challenges in de-
ploying ML in industries and suggests a systematic literature review to address
these.

Resources for AI Development:[142] focus on the importance of various resources,
such as technical skills, managerial skills, and a data-driven culture. Our findings
don’t specify these resources but rather focus on decision points.

Fear and Understanding of AI: [29] highlight the fear of job elimination and
the need for understanding and explaining AI behaviour. These are not directly
addressed in our work.

In summary, while our research offers a holistic decision-making roadmap for
AI product development and deployment, it might not reflect every academic
highlight. Nevertheless, the potential implications of our work include providing
valuable insights into decision-making processes at the leadership level within or-
ganizations regarding AI integration, which was not found in related work from
academia. By focusing on business leaders - those at the helm of decision-making
and influential in shaping corporate business strategies regarding AI integration -
this study has provided a unique viewpoint into these processes. The findings also
contribute to a more comprehensive understanding of AI adoption and implemen-
tation across different industries. In our opinion, future work could benefit from
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incorporating insights on human interaction with AI, challenges in deployment,
and specific resources necessary for successful AI development and deployment.
We also propose a future study that involves post-evaluation or validation of the
overall framework derived from this research. This follow-up study could involve
a comprehensive survey of a larger group of professionals in the field, spanning
diverse organizations and roles.

4.8 Threats to Validity

Several factors may threaten the internal validity of this case study-based research.
First, the selection of case companies and interviewees could potentially introduce
bias. Second, the interpretation of data, if subjected to researcher bias, may skew
the findings. Additionally, the methodological limitations inherent to case study
research require careful consideration. While it provides valuable insights into
human perspectives on the use and development of computer-based information
systems, this method is time-consuming and expensive, which could potentially
limit the scope of the research [219]. The uniqueness of each case can complicate
the generalization of the findings. Finally, the potential influence of researchers’
biases may affect the research outcome, requiring cautious interpretation of the
findings [57].

With respect to external validity, taking an entire company as one single case
might threaten the validity of the findings. However, the interviewers represent
decision-makers for their companies within the AI field particularly. Therefore,
the data gathered for each case company provide unique insights that are general
for developing and deploying particularly AI projects within each case company.
The researchers also acknowledge the limitations posed by inaccessible data from
other industry companies but assert that their findings can still offer valuable
perspectives on the industry as a whole.

Other threats to the validity of this research include the potential for the case
companies to be unrepresentative of the population of companies in the indus-
try. Future research must acknowledge these potential threats and take necessary
measures to mitigate their effects to ensure accurate and reliable conclusions.

4.9 Conclusion

In this paper, we analyzed in detail the insights from practitioners - one of the
biggest EPC contractor worldwide and large EPC vendors that are experienced
in project execution for developing and deploying AI - based products.

The analysis based on AI project development and deployment experience in the
case company I represents the most optimum approach of the large corporation
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that started integrating AI into its business and has not yet accumulated sufficient
experience. The analysis of the empirical data received through interviewing the
EPC vendors who are working in the same industry shows how these key factors
are transformed as the business becomes more mature in integrating AI into its
workflow, products, and solutions they offer. Those interviews provide insight into
how companies approach projects for AI product development and what factors
can affect their choices. All interviewed people are the decision-makers in choosing
the strategy of integrating AI into their organization. The overall framework
that we developed based on this analysis covers the entire life cycle of building
AI solutions, starting from initial business understanding until deployment and
further evolution. The fact that it might be similar to many other businesses
and technologies, as well as demystify AI, especially for EPC companies that are
beginning to consider the integration of AI into their operations. These insights
can be shared with businesses and academia, adding value to both sectors and
helping to facilitate AI integration into EPC business within the energy sector.

Our findings, while specifically focusing on the EPC industry, bear relevance to
AI product development in other business domains as well. The process of AI
integration, the factors influencing the choice of different AI strategies, and the
impact on long-term business strategy are areas that cut across various indus-
tries. The insights we have gained about the decision-making processes and AI
implementation challenges can provide valuable guidance to other sectors beyond
EPC.

It would be advisable as future work to compare our findings with those from
studies on AI product development in other sectors to identify shared challenges,
strategies, and trends. This, in turn, can contribute to a more comprehensive
understanding of AI adoption and implementation across different contexts. How-
ever, it must be noted that while the overarching themes could be similar, the
specific approaches and solutions may differ due to the unique characteristics,
regulations, and dynamics of each industry. Therefore, while our findings can
offer general guidance, they may need to be adapted or nuanced to fit the specific
circumstances of other business domains.
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Chapter 5

Pattern Recognition Method
for Detecting Engineering
Errors on Technical
Drawings

This chapter appears as: Rimma Dzhusupova, Richa Banotra, Jan Bosch, and Helena

Holmström Olsson. “Pattern Recognition Method for Detecting Engineering Errors on

Technical Drawings”. In: 2022 IEEE World AI IoT Congress (AI-IoT). 2022, pp. 642–

648. doi : 10.1109/AIIoT54504.2022.9817294

Abstract

Many organizations are looking for how to automate repetitive tasks to reduce
manual work and free up resources for innovation. Machine Learning, especially
Deep Learning, increases the chance of achieving this goal while working with
technical documentation. Highly costly engineering hours can be saved, for ex-
ample, by empowering the manual check with AI, which helps to reduce the total
time for technical documents review. This paper proposes a way to substan-
tially reduce the hours spent by process engineers reviewing P&IDs (Piping &
Instrumentation Diagrams). The developed solution is based on a deep learning
model for analyzing complex real-life engineering diagrams to find design errors
- patterns that are combinations of high-level objects. Through the research on
an extensive collection of P&ID files provided by McDermott, we prove that our
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model recognizes patterns representing engineering mistakes with high accuracy.
We also describe our experience dealing with class-imbalance problems, labelling,
and model architecture selection. The developed model is domain agnostic and
can be re-trained on various schematic diagrams within engineering fields and, as
well, could be used as an idea for other researchers to see whether similar solutions
could be built for different industries.
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5.1 Introduction

Machine Learning (ML), Deep Learning (DL) and Artificial Intelligence (AI) in
general have become attractive technologies for organizations that are looking to
automate repetitive tasks to free up high-skilled resources for innovation. One
promising application is to empower engineers with AI to do a quality review of
engineering design.

Engineering drawings are commonly used in various industries. However, apply-
ing AI to work with them, most of the time, faces various challenges. Actual
engineering drawings and diagrams might have different resolutions and might
contain noisy textual information. Engineers do receive documents for checking in
Computer-Aided Engineering (CAE) compatible files like AutoCAD, SmartPlant
[103] or Aveva [15] but also as generated PDFs or even as scanned documents.
Even nowadays, in many engineering sectors, these files are often stored in PDF
or scanned format. Sometimes, data file exchange between engineering companies
and their clients is done in PDF based on pre-agreed arrangements. Usually, the
check of a large number of these files requires massive amounts of human labour,
which could result in delays and cost overruns [138]. Up until now, the solu-
tions have been limited to manual checks under the supervision of experienced
engineers. Current work investigates whether this task can be automated with a
quality level equivalent to experienced engineers. In other words, we combine the
expertise of symbol detection on complex engineering drawings with engineers’
practical experience to find the design mistakes that can cause potential delays
in the construction phase and jeopardize the overall engineering project schedule.
Those mistakes are, typically, the combination of high-level objects assembled
in specific patterns. However, detecting high-level objects on busy engineering
drawings is not easy [71], [156]. The symbols can appear in different sizes and
angles. The recognition of the combination of symbols is even more challenging.
Often it is not apparent which lines in the diagram are part of the pattern and
which lines are connectors.

Motivated by previous work done in symbol detection and classification and accu-
mulated experience of the McDermott engineering team, we decided to apply that
knowledge in developing the algorithm to review the drawings that describe the
layout of a large installation’s process flow (e.g. petrochemical plant or refinery).
An example of such a drawing is shown in (Figure 5.1).

In our work, we trained a DL algorithm based on the YOLO neural network,
which is used for real-time object detection in video streams where the speed
is essential since it can analyze tens of pictures in a second [156]. YOLO is
an open-sourced available framework which allows for simultaneous predictions
of multiple bounding boxes and class probabilities using a single convolutional
neural network.
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Figure 5.1: Example of a Piping & Instrumentation Diagram (P&ID)

The main contribution of this paper is that we describe a DL model develop-
ment for analyzing complex drawings to find engineering errors - patterns that
combine high-level objects. Although there is research available on symbol/text
recognition [71], [156], [138], [148], [147], [90], [172] however, to the best of our
knowledge, there are no references available where the development of a model
that can recognize the engineering design mistakes is described in depth. The
developed model is domain-agnostic. It can be re-trained on various schematic
diagrams within engineering fields. The working principle could also guide other
researchers to see whether similar solutions could be built for different industries.
Our research is performed on noisy real-life data, which also can be essential
feedback to the research community.

The remainder of this paper is organized as follows: Section 5.2 outlines related
work. Section 5.3 describes the research method, including the research process
description and data collection. Section 5.4 discusses problem identification and
solution development. Sections 5.5 and 5.6 analyze the performance and possible
future work, and our conclusion is presented in section 5.7.

5.2 Related Work

Machine learning has experienced rapid development during the last years. Mas-
sive progress has been made in image processing and analysis [128]. DL algorithms
and extensive training datasets made it possible to use digital image processing
techniques through symbol detection or classification [148], [172], [145]. Region-
based CNN (R-CNN), Single Shot Detectors (SSD), Region-based Fully Convolu-
tional Networks (R-FCN), and You Only Look Once (YOLO) - are methods that
improved performance in the field of object detection, tracking, and classifica-
tion and solved some of the most challenging vision problems such as occlusions,
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light conditions and orientation - which were problematic, even in a controlled
environment [71].

A framework for extracting information from P&ID drawings was presented re-
cently, and applying DL algorithms for symbol detection and classification from
engineering diagrams is still a challenge [148]. Besides the conventional problem
of variability in size, direction, position or image quality of symbols, there are
various symbol standards for different industries, operating companies or coun-
tries, making technical symbol detection a very complex task [148], [147], [172].
Another critical aspect is the class imbalance problem, where some types of sym-
bols largely dominate while others are hardly represented in the training datasets.
Authors in [71] tried to tackle this problem using a Deep Generative Adversar-
ial Neural Network method. However, they revealed a high similarity between
generated augmented symbols.

5.3 Method

The research has been performed by the McDermott AI team that was established
under the R&D department and was gathered from the company’s engineering
staff. In this work, the first two authors have been involved as AI team members.
In carrying out this work, it is essential to underline that the authors had their
role in this research process. Therefore, two different methods could be applied in
this case: either participant observation or action research [219]. Both methods
allow simultaneously studying the experience while solving the problem. Although
the role of research collaborators in those methods cannot be seen as objective
reporters [66], [219], it provides rich insights into the development processes since
the authors were involved in the day-to-day happenings from the viewpoint of
insiders. That would not have been possible for an outside observer due to the
confidentiality of data that has been used during case development. Since the
first author is the research team lead and the second is the DL model developer
of the AI-based solution described in this paper, we proceeded with the Action
Research (AR) method. Several broad characteristics define AR [48]:

ˆ Research in action, rather than research about action - where members of
the research team use AR to study the research process while at the same
time experiencing it.

ˆ Participative - where members of AR participate actively in each process
activity.

ˆ Concurrent with actions - where AR means building up a body of scientific
knowledge while doing a research process.

ˆ A sequence of events and an approach to problem-solving - where AR mem-
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bers comprise iterative cycles of gathering data, analyzing the data, planning
action, taking action and evaluating, leading to further data gathering, etc.
Often, these activities are not sequential but rather iterative (Figure 5.2)
[48].

Figure 5.2: Typical Performed Activities for Action Research

In this research, we focused on the following question:

RQ: “How can we reduce the hours spent by process engineers review-
ing complex P&IDs (Piping & Instrumentation Diagrams)?”

The first two authors collected the empirical data during research that started
in early 2021 and took almost a year before deployment. The data used for
the model development is based on more than a dozen large, multi-billion EPC
projects executed by McDermott during the last 15 years. This research has
been conducted by ML/DL programmers from the Instrumentation and Control
department and the experts from the Process department of The Hague office of
McDermott.

5.4 AI-based Solution Development

Problem identifying

The most crucial step for the research is to select typical engineering mistakes
(patterns) that could be potentially recognized by the DL algorithm and could
create a substantial cost impact if not solved timely. Usually, many of the compo-
nents on the P&IDs have a tag number associated with them, which can be easily
searched by using other engineering software like SmartPlant [103], Aveva [15] or
Adobe PDF. The model’s purpose is to recognize & classify the representation of
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specific object assemblies on the P&IDs that are, in fact, engineering errors, which
cannot be found by these software and are required to be searched manually by
engineers.

Research planning

To tackle this problem, the object recognition technique was applied. The desired
output was to highlight the patterns with a correct/incorrect label attached to
them. Thus, engineers could easily find those labels and correct the design if
required. The task was divided into two parts- first, object localization, i.e., iden-
tifying the object’s (pattern) location on the drawings and drawing a box around
the object; second – image classification, i.e., classifying the object (pattern) and
assigning the predicted class (correct/ incorrect representation).

Collecting the data

Dataset preparation is the most crucial step for any machine learning application.
The quantity, as well as the quality of data, heavily influence machine learning
model accuracy and precision [54].

1) Gathering datasets

Large EPC companies work worldwide, and projects are being executed from
offices on various continents. Even though there are central databases where data
files are saved for future references, these drawings are not shared consistently,
making them challenging to use for AI development [1]. This is also applicable
to McDermott. Therefore, the first step in this research was to gather P&IDs
from as many projects as possible. Since the deep learning algorithm is based on
object detection, a lot of images are required to achieve acceptable accuracy [188].
With the help of other departments, the research team gathered more than 15,000
P&IDs from fifteen large multibillion EPC projects executed within McDermott.

2) Choosing the patterns representing the engineering errors

To identify typical mistakes, the involvement of domain engineering is required,
i.e. in this particular case, the AI team worked extensively with process experts
to identify the patterns that represent typical design mistakes, which the DL
algorithm can spot. At first, four typical mistakes were identified, which patterns
were feasible to use for DL model training. One of those mistakes is a spectacle
blind against a butterfly valve (Figure 5.3). In some cases, it can be an engineering
error, and a spool between the butterfly valve and the blind might be required.

3) Data Pre-processing - Addressing a class imbalance

The DL algorithm must identify and classify engineering mistakes as false rep-
resentations of the symbols assembly (incorrect pattern) from the correct repre-
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Figure 5.3: Example of a butterfly valve with a positive isolation element and
their correct and incorrect installation

sentation of the same assembly (correct pattern). To avoid class imbalance, the
dataset needs to have a sufficient, preferably equal, amount of all the variations of
identified patterns in their correct and incorrect forms [35]. However, during the
initial data analysis, it was discovered that some of the patterns were occurring
only a few times throughout the training set of P&IDs. To tackle this, different
variations were created by changing the orientation or text associated with each
pattern. Those augmented patterns were manually added to the P&IDs in Au-
toCAD to ensure the equal distribution of all selected patterns in the training
dataset. Based on the number of trials and their evaluations, editing the P&IDs
in AutoCAD instead of copying and pasting the pattern images into the PDF
was the best way to prepare the image dataset since, in this case, there was no
difference in symbols’ image resolutions.

The biggest challenge was to ensure that this augmentation process produced
results as close as possible to the original P&IDs since these patterns are not
just symbols on drawing. Depending on the process technology represented on
drawings, they have a specific purpose/ context behind why and where they are
placed. For this reason, it was decided that instead of using machine learning
frameworks like GANs (Generative Adversarial Networks) [71], we did the aug-
mentation manually with the help of engineers and designers who have experience
in EPC projects.

4) Labelling the dataset

Compared to images like cars, flowers, surroundings objects, etc., the image
dataset in this research was quite complex because of the density and size of
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the components on the drawings (Figure 5.1). In addition to this, the texts or
numbers around symbols could be crucial for correct or incorrect pattern represen-
tation. Above is an example of a control valve pattern (Figure 5.4). The pattern
has valve sizes, valve function where “FC” indicates that the valve is supposed to
close in case of any process failure, and a symbol of electrical heat tracing around
them (dotted line). These texts, symbols and numbers also vary from project to
project, as well as the process lines where they are placed in. All of this increases
the variations of each pattern.

Figure 5.4: Graphic example of a Control Valves with Fail Close (FC).

Therefore, to avoid “Garbage in – Garbage out”, which makes it difficult to achieve
acceptable model accuracy [183], the research team had to ensure that as many
variations for each pattern as possible were included in the training datasets and
that in such congested drawings like P&IDs, no irrelevant symbols or text would
be captured inside the labelling bounding box. Due to these complexities, it
was decided to involve engineers with EPC backgrounds in the labelling process
who were aware of the context of these symbols, texts and process lines. In
this research, the group of engineers manually labelled over several weeks the
dataset to include all variations of patterns. Since multiple people were doing the
labelling, it was essential to ensure uniformity across all the labelled files, such as
all the labels would have correct names/ spellings and class IDs referring to those
labels.

Because of the sensitivity of the data, it was essential to ensure that it was not
uploaded onto any third-party platform. Therefore, a labelling tool was required
to be installed on local machines. The research team selected LabelImg windows
version 1.8.0 (Figure 5.5). It is an open-source Python-based image annotation
tool that tags the object’s class and position information and records them in
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.xml format. All the PDF drawings shall be converted into images for labelling
before using this software. It was also required to generate the annotation .txt
file for the developed YOLO-based DL model. Thus, the final training dataset
consisted of annotated data (.txt files) containing class IDs and coordinates of the
center, width & height of the bounding boxes. The training dataset consisted of
2253 images in this research case, including 8392 annotated patterns of 8 different
classes.

Figure 5.5: Example of labeling process in LabelImg

Model Development

1) Selecting model type & architecture

With the rapid growth in AI, many algorithms and models are available for deep
learning applications. After studying various DL model types, the research team
decided to proceed with the object detection type. Object detection models are
easily trained to identify and locate any number of symbols/ patterns in the
P&IDs.

After finalizing the model type, the next step for the research team was to decide
on a network architecture for implementing object detection on P&ID images. In
the end, the team decided to continue with the YOLO v4 network due to the
following reasons:

ˆ It has a simple architecture based on a single convolutional network that can
simultaneously predict multiple bounding boxes (objects) and class proba-
bilities.

ˆ As stated by its developer in [28], YOLO v4 was created to have an efficient
and powerful object detection model that uses a single GPU during training,
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making it a high-speed and accurate object detector. This fact significantly
helped the team deal with processing power limitations.

ˆ YOLO sees the entire image during analyzing time. Thus, it implicitly
encodes contextual information about classes as well as their appearance
[177]. In this research, the location & context of these assemblies were
necessary for the end users.

ˆ The components in the selected patterns were very small compared to the
entire image. YOLO v4 performed well in detecting these small-sized com-
ponents. Authors in [203] also confirm similar findings.

ˆ Data preparation for YOLO v4 is fast and easy [203], which helps to include
a significant number of patterns and images. The research team was able
to get help for data annotation tasks from domain experts with non-IT or
programming backgrounds.

During the R&D phase, the model was hosted, trained, & tested on Google Co-
laboratory (pro+), a cloud-based service from Google for developing a machine
learning application. Colab has been found to perform similarly to dedicated
hardware and makes it easier to access/ share the code [36]. It helped the team
to overcome local hardware capacity limitations.

2) Training

YOLO v4 architecture was customized to a number of classes applicable to this
research. These classes represent different pattern types the model was trained to
recognize. At the moment of writing this paper, the model had been successfully
trained & tested for 8 classes (8 pattern types that represent 4 typical design
errors and their correct versions). The number of filters was modified in each of
the three YOLO layers according to the Formula 5.1:

# of filters = (# of classes + 5) � 3 (5.1)

The input for the model was the set of P&IDs in PDF format converted to PNG
files with resolution 6623 x 4678, which were resized to 1024 x 1024 for training,
and the .txt annotated files generated during the labelling process. Around 4506
files (2253 images and 2253 .txt files were used as the dataset, which was split into
90%/10% as training/test datasets. The network, which used the Mish activation
function [35], was trained with a learning rate of 0.001, max batches 16000 (batch
size of 64) and 12800,14400 steps.

3) Results

A test dataset was gathered from P&IDs received from a new client of McDermott.
Therefore, the symbology within the patterns varies from the symbology used
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in the training dataset. Nevertheless, the model recognized around 70% (160
patterns out of 230), with a confidence percentage above 30%. After re-training
the DL model on new symbology variations, the performance improved to almost
100% (309 out of 310) with a confidence percentage above 50% for all predictions.
The majority of class instances were accurately detected and recognized. In other
words, symbols with enough examples/ different variations in the training set
were accurately identified.

It is essential to underline that the components’ size significantly influences the
detection. When the model scales small components to low-resolution size for
analysis, they lose many of their characteristic features and become so blurry
that classifying them correctly is difficult, even for the human eye. The same is
confirmed in the research presented in [156]. The research team had to increase
the resolution size to deal with this problem. However, this increase required
more training time. In order to train the model that scales the original resolu-
tion to 1024x1024, it was required a week time of model training in the Google
Colaboratory (Pro+).

The training achieved a Mean Average Precision of 80.6% with an IoU (Intersec-
tion over Union) threshold of 0.5 (mAP @ 0.50). The performance parameters
obtained on the validation set (234 P&IDs) are shown in Table 5.1. These param-
eters were calculated based on comparing the model predictions and the ground
truth for these images. The model could predict 684 boxes correctly, which is
represented by TP (true positive) in the table. The average IoU, which repre-
sents the overlap % between the predicted and ground truth bounding box, is
61.76%. FN in the table represents False Negatives, i.e. when the model failed
to detect the pattern. For end-users, in this case, a high FN was not desired.
There are ways to deal with it, though, like re-training the model with a lower
confidence threshold value or training on improved image quality, which requires
higher processing power. The test results also show a high recall, meaning that
FN in % is not high. However, a high FP (False Positive) was not that crucial
since engineers were supposed to review the model output and decide whether to
accept the highlighted pattern as an engineering error. Figure 5.6 shows how the
model could detect the relevant component in a complicated real-life P&ID. It
could find the essential features and was not misled by the incoming connections
or overlapping text.

Table 5.1: PERFORMANCE PARAMETERS

Precision Recall F1-score TP FP FN Average IoU
0.82 0.84 0.83 684 146 130 61.76%

TP { True Positive, FP { False Positive, FN { False negative, Average IoU { Average
Intersection over Union
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Figure 5.6: Detection of the design mistakes. Model’s output example.

User interface

The end-users for the developed model are McDermott’s process engineers. Even
though Google Collab is an excellent platform for developers, we experienced
that it was difficult for people without programming backgrounds to use Google
Collab notebooks. Therefore, a simple User Interface was required to evaluate the
model by domain experts. At first, the research team tested running the model on
local machines directly and discovered that running the application on the local
machine was a resource-heavy exercise for the average computer and, therefore,
took considerable time of up to 3+ hours. Thus, for the evaluation phase, a
simple collab-based user interface was developed to allow domain experts to test
the model for a set of PDFs in one go. Due to memory limitations, only a collection
of 30 PDFs could be processed at a time. At first, drawings in PDF format were
converted to images with a resolution of 1024x1024, which was the maximum
resolution that Google Collab (PRO+) could handle due to memory limitations.
As a result, the output images were of poor readable quality. Domain experts
have to use output images only as a reference to search those identified mistakes
on the original P&IDs manually. Those two major drawbacks - limitations on the
PDF batch size and poor output image quality- forced the AI team to search for
another solution before the deployment phase, i.e. develop software which can
host and operate the model.

Two options were considered for software development: either by the company’s
IT department or an external party. For this case, the decision has been made to
partner with an AI platform provider whose infrastructure satisfied all of McDer-
mott’s requirements to host the developed DL model.
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5.5 Performance Analysis

To decide whether or not the developed solution could achieve the research ques-
tion, i.e. whether it can help to reduce the reviewing time of P&IDs, we compared
the model’s output vs manual check by process engineers (Figures 5.7, 5.8). A
dedicated team of process experts has been gathered to estimate the time to be
spent on manual reviews of the same set of drawings and evaluate the quality of
the model performance. The evaluation set was gathered from P&IDs received
from a new client of McDermott. Thus, the symbology within the patterns varied
from the symbology used in the training dataset. Nevertheless, the model recog-
nized around 70% (Figure 5.7). After re-training the DL model on new symbology
variations, the performance improved to almost 100% (Figure 5.8). That means
the symbology variations significantly influence the model performance, which
proves that a high-quality training set containing as many as possible symbol
variations is crucial.

Figure 5.7: Manual check vs automatic check by DL model performed on the
evaluation set containing new variations of symbology.

To prove the reliability of those results and eliminate possible biases, perhaps it
would be advisable if other researchers replicate this study to see whether similar
results can be derived. It might help save cost and time during the project
execution and free up the engineers for more innovative tasks.
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Figure 5.8: Manual check vs automatic check by DL model performed after re-
training on new symbology variations.

5.6 Future Work

Further research on making object detection algorithms better in dealing with
small objects on busy technical drawings is required. Alternatively, avoiding sig-
nificant usage of computational capacity and achieving the same performance
might be possible by splitting up the drawing into sizes suitable for the model.
Thus, a large diagram can be divided into smaller rectangular regions. All the
components, in this case, would be zoomed out before sending to the DL model
for processing, making it easier for the model to detect patterns. After analysis
by the model, results can be re-composed into the original image. This approach
assumes that the resolution of the original PDF is good enough to allow this kind
of scaling. In this approach, the model needs to make multiple rounds to detect
the components in each rectangular sub-diagram.

5.7 Conclusion

Many organizations are looking at adopting AI to release highly skilled and ex-
pensive personnel for more complex tasks while improving efficiency and time
effectiveness. This research uses a pre-trained YOLO neural network and large
training datasets with augmented patterns to re-train the network to detect en-
gineering mistakes on complex drawings. The developed model seems to be very
promising in helping to reduce manual work at McDermott. Our results show
that the developed model is appropriate for analyzing complex real-life engineer-

125



ing drawings since it can accurately find a pattern from high-level objects. This
research has been performed on process and instrumentation diagrams, but the
model is domain-agnostic and can be trained on various schematic diagrams.

In summary, we would like to highlight several key takeaways that other practi-
tioners and researchers can benefit from. This summary might advise on how this
research can be helpful beyond McDermott’s specific case:

ˆ The idea. The idea is domain agnostic, and the process of identification
of such patterns in this research case can be used as a guide for other
developers.

ˆ Dataset construction. Based on the trials and errors we faced in this re-
search, we concluded that compiling a well-defined and clearly labelled
dataset with sufficient symbology variations is a crucial task that signifi-
cantly influences the output quality. Thus domain experts shall be involved.

ˆ Labelling. Labelling activity cannot be easily outsourced to a third party if
data are sensitive and contain IP.

ˆ Addressing class imbalance. The dataset needs to have a sufficient amount
of all the variations of identified patterns in their correct and incorrect forms
with no difference in symbols’ image resolutions.

ˆ User interface. For evaluation by end-users, software with an intuitive User
Interface helps run evaluation with domain experts who do not have pro-
gramming experience. The special attention shall be to memory limitations
requirements to allow the software to process the required number of draw-
ings in one go with appropriate resolution.
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Chapter 6

Using Artificial Intelligence
to Find Design Errors in the
Engineering Drawings

This chapter appears as: Rimma Dzhusupova, Richa Banotra, Jan Bosch, and Helena

Holmström Olsson. “Using artificial intelligence to find design errors in the engineering

drawings”. In: Journal of Software: Evolution and Process, e2543 (2023). doi : 10.

1002/smr.2543

Abstract

Artificial intelligence is increasingly becoming important to businesses because
many companies have realized the benefits of applying machine learning (ML)
and deep learning (DL) in their operations. ML and DL have become attrac-
tive technologies for organizations looking to automate repetitive tasks to reduce
manual work and free up resources for innovation. Unlike rule-based automation,
typically used for standardized and predictable processes, machine learning, espe-
cially deep learning, can handle more complex tasks and learn over time, leading
to greater accuracy and efficiency improvements. One such promising application
is to use AI to reduce manual engineering work. This paper discusses a partic-
ular case within McDermott where the research team developed a DL model to
do a quality check of complex blueprints. We describe the development and the
final product of this case—AI-based software for the engineering, procurement,
and construction (EPC) industry that helps to find the design mistakes buried

127

https://doi.org/10.1002/smr.2543
https://doi.org/10.1002/smr.2543


inside very complex engineering drawings called piping and instrumentation di-
agrams (P&IDs). We also present a cost-benefit analysis and potential scale-up
of the developed software. Our goal is to share the successful experience of AI-
based product development that can substantially reduce engineering hours and,
therefore, reduce the project’s overall costs. The developed solution can also be
potentially applied to other EPC companies doing a similar design for complex
installations with high safety standards like oil and gas or petrochemical plants
because the design errors it captures are common within this industry. It also
could motivate practitioners and researchers to create similar products for the
various fields within the engineering industry.
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6.1 Introduction

Artificial intelligence (AI) is often perceived as today’s most important general-
purpose technology. AI has already triggered substantial changes in healthcare,
manufacturing, transportation, retail, media, finance, oil, and gas and trans-
formed their competition rules [118], [10], [197], [20], [79]. Various industries
are currently considering applications of machine learning and deep learning
(ML/DL) within their fields, applying image recognition, natural language pro-
cessing, and data mining for operation optimization and knowledge discovery
[226]. This trend also has been strongly supported by many government ini-
tiatives, like Industry 4.0 (Germany), Smart Factory (South Korea), and Smart
Manufacturing (United States) [139]. However, for introducing AI into the in-
dustrial sector, collecting, understanding, and using the massive amount of data
generated by the Industrial Internet of Things (IIoT) is essential. The past decade
has revealed AI’s potential for inspection and maintenance applications [118]. The
next step is to expand it into other application fields like engineering, procure-
ment, and construction (EPC) sector and turn AI potential into their business
values. This process will involve overcoming several challenges related to data
quality, data pre-processing, and modeling and will include a variety of additional
problems such as data collection, data security, or legal constraints. Those chal-
lenges are discussed in detail in the IEEE paper “Challenges in developing and
deploying AI in the engineering, procurement and construction industry” [62].

6.1.1 What is EPC

The EPC industry covers the entire industrial installation cycle, from bidding to
engineering, construction, and start-up operations. The typical EPC project is a
technology-intensive design that relies a lot on the experience of engineering and
construction teams.

EPC projects utilize a contract-based project delivery model and are mainly ap-
plied for large-scale infrastructure projects in the private sector. These are preva-
lent in industries such as energy or oil and gas [193], where companies often
rely on EPC contractors for large-scale and long-term projects that require high-
skilled labor due to the sector’s complexity and high safety standards [73]. For
example, as per IEC 61508 (an international standard published by the Interna-
tional Electrotechnical Commission), the minimum safety integrity level for the
petrochemical industry allows only one dangerous failure in 100,000 h [87].

EPC contract is often associated with a turnkey contract. The turnkey contractor
holds all responsibility from the beginning of the project design until its start-up.
The scope of work, in this case, includes the provision of engineering services,
materials procurement, and construction services [99]. If anything goes wrong
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during the project execution, the EPC contractors must take care of the liabilities.
Those contractors cannot go beyond a guaranteed price and must complete the
project delivery before the fixed deadline. If the contractors fail to meet the
deadline, they are predisposed to pay the delay liquidated damages (DLDs) [21],
[221].

The rapid development of the global economy, shown by the development of all
industrial sectors, has increased the popularity of EPC projects. The need for
EPC projects has been influenced by population growth, the nation’s economic
growth, and sustainable development concerns [99]. The main scope of each phase
of the EPC contract is listed below:

ˆ Engineering phase: basic engineering, detailed engineering, detailed design,
and planning.

ˆ Procurement phase: logistics, transportation, purchasing, invoicing, and
receiving the materials.

ˆ Construction phase: installation of electrical and mechanical equipment,
construction management, and quality control and testing

In turnkey EPC projects, those phases are followed by commissioning and start-up
[21], [221].

6.1.2 Engineering—the core of EPC project

The engineering phase is, in fact, the preparation of plot plans, drawings, and
specifications required for the project procurement and construction works. En-
gineering disciplines of energy, petrochemical, or oil and gas industries include
process, process safety, mechanical, piping, electrical, control system and instru-
mentation, and civil, structural, and architectural engineering [21]. The engi-
neering role in EPC project execution based on literature review [193], [99], [21],
[221], [23] and McDermott’s experience is summarized in Figure 1. It is visible
that engineering is a core of EPC projects as it provides input to every phase of
the project execution. The procurement team buys nothing else than what the
engineering team specifies; construction or fabrication is done as per engineering
drawings, and commissioning checks are done as per documentation also issued
during the engineering phase.

With projects getting more lump-sum oriented, tighter in schedule, and work
hours of specialists getting more costly, the demand for automating the repetitive
work to release highly skilled engineers for more complex tasks has become crucial
for EPC companies to stay competitive. Therefore, in this research, we focus on
AI applications that are supposed to reinforce the EPC project’s engineering phase
by improving quality and time effectiveness.
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Figure 6.1: Engineering inputs during different project activities [193], [99], [21],
[221], [23]

6.1.3 Improving engineering drawings quality—potential
AI application

One of the areas in which AI can have a noticeable impact is reducing the manual
work of engineers working with complex drawings. Using the power of AI, it is
possible to automate some repetitive activities while keeping the performance on
the level of a human expert. That can produce big dividends due to lowering
the engineering hours and, therefore, cost, not to mention the positive impacts
on quality. In this research, we focus on the potential application, which is re-
lated to quality checks of piping and instrumentation diagrams (P&IDs) of large
petrochemical installations. An example of such a drawing is shown in Figure
6.2. Until now, existing solutions have been limited to manual checks under the
supervision of experienced engineers. Consequently, the quality check of a large
number of P&IDs requires massive amounts of human labor, which could result
in delays and cost overruns [137].

Figure 6.2: Example of a piping and instrumentation diagram (P&ID).

6.1.4 Research focus

Motivated by previous work done in symbol detection by DL algorithms, we com-
bined it with McDermott’s experience of EPC project execution in order to au-
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tomate the manual check while keeping the same quality as the experienced engi-
neers would do it. In other words, we combined the expertise of symbol detection
on complex engineering drawings with engineers’ practical experience to find the
design mistakes that can cause significant delays in the construction and poten-
tially jeopardize the overall engineering project schedule. To do so, McDermott
AI team and domain Subject Matter Experts (SMEs) worked together to develop
and train a DL algorithm based on the You Only Look Once (YOLO) neural
network. YOLO is an open-sourced available framework that allows for simul-
taneous predictions of multiple bounding boxes and class probabilities using a
single convolutional neural network (CNN). It is mainly used for real-time object
detection in video streams where the speed is essential because it can analyze
tens of pictures in a second [157]. As a result, we created software that could
be potentially applied to other EPC companies doing similar designs for complex
installations with high safety standards like oil and gas or petrochemical plants
because the design errors it captures are shared within this industry.

This paper is an extended version of a conference paper published at the IEEE
World AI IoT Congress 2022 [60]. The published conference paper only focuses on
the development of the DL model. This extended version includes the description
of the final product development—AI-based software, details of its application,
and cost-benefit analysis.

Our contribution is a proposed DL model and its training approach, a description
of the achieved results to date, a cost-benefit analysis, and a potential scale-up
of the final product. It is worth mentioning that the developed DL model is
domain-agnostic. It can be re-trained on various schematic diagrams within en-
gineering fields. Thus, the working principle could also guide other researchers to
see whether similar solutions could be built for different industries. The model is
trained, and performs on noisy real-life data, which also can be essential feedback
to the research community. Because the adoption of AI solutions is relatively low
in EPC, particularly compared with other industries [27], exploring AI-powered
applications is essential for this industry. Therefore, another goal of this paper is
to share knowledge of real-life application development to enrich the AI experience
in the EPC field.

The paper is organized as follows. Section 6.2 is a section with related work. Sec-
tion 6.3 describes the research method, including the research process description
and data collection. Section 6.4 discusses problem identification and solution de-
velopment, including its evaluation. Performance analysis is described in Section
6.5. Section 6.6 discusses how these results improve current practices. Threats to
validity and our conclusion are presented in Sections 6.7 and 6.8.
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6.2 Related Work

6.2.1 AI development in engineering, procurement and
construction (EPC) within the energy sector

Many companies and experts believe that AI can accelerate digitalization and
improve the application of data-driven intelligence systems for practical engineer-
ing in the future [105]. In recent years, researchers have published articles on
applying AI to tackle EPC-specific challenges in the energy and petrochemical
industries. For instance, machine learning has been used for cost estimation of
engineering services [74], health and safety monitoring, specific material cost esti-
mates, supply chain, logistics process improvements, and risk prediction [170], [1].
Robotics has been applied in the inspection and maintenance sector for surveil-
lance systems and optimizing maintenance plans [118], [101]. Knowledge-based
systems have also been used for tender evaluation, conflict resolution, risk and
waste management, sustainability assessments, and so forth [1], [225]. Although,
there are still difficulties that exist with data exploration to let ML/DL support
these industries. In the work of Koroteev and Tekic [118], the authors reviewed
the energy sector and described the learnings from AI projects for leading oil and
gas upstream companies worldwide. Reviewed research identifies that existing
data collection and storage solutions, like poor logging and limited data cleaning
mechanisms, are insufficient to set up ML/DL systems. Alongside the data gath-
ering and storage process challenges, they also highlighted challenges related to
the people and their knowledge of AI. Although oil and gas operators like BP,
Shell, and Saudi Aramco are investing aggressively in AI startups and R&D, those
challenges prevent them from implementing AI on a large scale.

6.2.2 AI for symbol recognition and digitalizing engineering
drawings

Many EPC companies have adopted model-based solutions like AVEVA Engineer-
ing or SmartPlant provided by AVEVA [15] and Hexagon [103], shifting the indus-
try design process to 3D modeling. However, even nowadays, engineers might still
receive drawings as generated PDFs or scanned documents. Sometimes, the ex-
change of engineering design between EPC contractors and their clients is done in
PDF based on pre-agreed arrangements. Therefore, several scientific studies and
practitioner-oriented white papers reveal potential opportunities in digitalizing
engineering drawings while many enterprises either start partnering or outsourc-
ing their AI projects to thousands of new AI start-ups [165].

Although digitalization of engineering drawings with the help of AI still requires
more attention in the research community [172], several works on this subject have
been recently published to help practitioners [172], [150], [149], [89], [76], [144].
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Since 2010, some researchers have begun to use neural networks and machine-
learning algorithms for pattern recognition, recognition of text, lines, and symbols
from scanned images or PDFs, and automatic generation of digitalized drawings
[110]. The process involved identifying various text codes and symbols and local-
izing them in a very complex structure. Extensive studies on the latest trends
in the digitalization of complex engineering drawings have been done by Moreno-
Garćıa et al. [150], where authors provide an overview of what DL can achieve
based on supervised learning. In particular, they highlight the application of
CNNs. CNN-based models, in general, are preferred models for symbol classifi-
cation, among others, due to their capability to classify a vast pool of images of
various sizes and characteristics with high accuracy [150], [119], [227]. In the work
of Nurminen et al. [157], authors particularly studied the YOLO neural network
algorithm to detect high-level objects, for example, pumps or valves, in drawings
scanned from hard copy versions. So far, no references have been found, where
these techniques are applied to spot the engineering errors on drawings made for
complex installations like oil and gas or petrochemical plants, where besides the
conventional problem of variability in size, direction, position, or image quality
of symbols, developers have to deal with various symbol representation due to
different client standards.

6.3 Method and Data Collection

6.3.1 Case company

This research has been performed at McDermott, a large EPC company operating
in over 54 countries and including approximately 40,000 employees. The company
operates a diversified fleet of marine construction vessels and fabrication facilities
and performs oil and gas, petrochemicals, and energy transition projects, design-
ing and constructing them worldwide. The research was performed by an AI
team that was gathered from the company’s engineering forces. The team also
involved the domain experts from the process department of The Hague office of
McDermott.

6.3.2 Research process

This work can be identified as action research because the first two authors are
members of the AI team and have been actively involved in the final solution de-
velopment described in the next section. The authors’ involvement in the product
development allowed them to simultaneously study the experience while solving
real-life engineering problems. Although the role of a research collaborator cannot
be seen as an objective reporter [219], it provided rich insights into the develop-
ment processes because the authors were involved in the day-to-day happenings.
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That would not have been possible for an outside observer due to the confiden-
tiality of data used during the research. The details about the research team
members and their roles within the project are presented in Table 6.1. The first
two authors of this paper are indicated in brackets.

To analyze the empirical results, we structure them into a particular set of ac-
tivities, which were conducted using an iterative approach. These activities are
derived from action research workflows available in academia and used among
practitioners (Figure 6.3).

Table 6.1: Research team details.

Job ID within organization Role in the research

Senior engineering manager Project manager (first author)
Principle process engineer Domain experts
Junior process engineer Domain expert and data scien-

tist
Instrumentation and control sys-
tem engineer

ML model developer and techni-
cal lead (second author)

Junior instrumentation and con-
trol system engineer

ML programmer/front-end de-
veloper and data scientist

2 x junior instrumentation and
control system designers

Labelers

9 x junior process designers Labelers
10 x principle and senior process
engineers

Evaluators

Figure 6.3: Typical performed activities for action research [49], [66], [200].

In all, 12 people were involved in the solution’s prototype development, which
took place between January 2021 and January 2022 (Figure 6.4). The prototype
included the DL model and simple user interface to allow domain experts to do
the performance evaluation. The performed activities during that period did not
include software development.
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Figure 6.4: Timeline of performed activities.

Problem identifying

The main challenge for the research team was to find a solution that would re-
duce engineers’ manual work. It was decided to investigate how AI can help in
automating some of the repetitive work within the process discipline. It was es-
sential to involve the future product users, that is, process engineers. Process
engineers were asked to identify the unique domain challenges that still require
experts’ intervention. After screening a typical EPC project workflow, engineers
identified the steps where manual work is heavily involved. One of those steps is
a manual quality check of the engineering design. Although many EPC compa-
nies use 3D modelling, not all design mistakes can be revealed there. A manual
review is still required when 2D drawings are generated from the model. It is also
applicable when engineering drawings are received from the licensor or client in
2D format and need to be reviewed. This review usually takes hours and requires
experience to timely spot design errors that can jeopardize the construction phase
of the EPC project.

To see whether ML/DL technology could provide a solution, the AI team worked
extensively with domain experts to study the quality review process. It was
decided to focus on the engineering errors on the P&IDs that cannot be found
by any existing software and, therefore, require a manual review. The next step
was to find a way to learn the model to recognize those errors through supervised
learning. To do so, researchers identified the patterns that represent engineering
mistakes and their correct arrangements to create extensive training datasets.

Research planning

After studying the domain problem, the research team identified what type of
ML/DL model might help and what is required regarding data and resources.
The desired model output was the highlighted patterns with a “correct” or “in-
correct” label attached to them so engineers could easily find those labels and
correct the design if required. To achieve pattern recognition, the object recog-
nition technique was applied. The task was divided into two parts: first—object
localization, that is, classifying the object’s (pattern) location and drawing a box
around it and second—object (pattern) classification and assigning the predicted
class (correct or incorrect representation). An initial execution plan, budget,
schedule, and critical project milestones, together with the appropriate success
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metrics, were created. Success metrics were defined to measure the business value
that the future solution might bring. For this particular case, the success criterion
was the hours saved by engineers.

Collecting the data

Research data were collected from more than a dozen large, multi-billion EPC
projects executed by McDermott during the last 15 years. Data were collected
by engineers who also preprocessed and prepared the training/test datasets. The
details of the research team can be found in Table 6.1.

Solution development

While developing a solution, we focused on the following research question: “How
to automate a manual check of the P&IDs with the same or higher quality as a
human expert?”

We based our research question on pre-existing knowledge of deep learning algo-
rithms and their application for symbol recognition on complex blueprints. Thus,
we used the solutions known to academia and applied them to a specific real-life
problem. The idea of engineering error recognition by deep learning algorithms
can be applied to various fields. Therefore, the learning outcomes of this research
might be helpful to other practitioners and academia.

Analysis

In this phase, the AI team involved domain experts to check the model’s per-
formance on new data. The assigned experts were from different offices of Mc-
Dermott: The Hague (The Netherlands), Brno (Czech Republic), and Gurgaon
(India). In Table 6.1, they are indicated as evaluators. The final analysis also
included the cost comparison between investment in development and the money
value of saved engineering hours.

6.4 Solution Development

Below, we detail the solution development using the action research phases as per
the structure described in Section 6.3. In the subsection ”Examples of engineering
mistakes”, we describe the examples of mistakes which the developed model can
spot. These mistakes are not unique to McDermott’s design and can be found
in the design done by any other EPC contractor operating in the energy sector.
In the subsection ”Data collection”, we describe the data collection process and
challenges that the developing team faced while preparing the labeled dataset for
model training, that is, how the class imbalance is solved. subsection ”Model
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Development” focuses on the model training and performance evaluation and
shows the example of its output.

6.4.1 Examples of engineering mistakes on P&IDs

Drain valves and control valve with fail close (FC)

Based on specific licensor requirements, control valves with FC mode need a
bleed/vent before and after the control valve. Double vents or bleed valves become
necessary after shutting down a section of pipe where a control valve failed with a
“close” action. In this way, both sides can be drained and/or release their pressure
safely. It is required in case of emergency or planned maintenance of the control
valve (Figure 6.5).
Design mistake frequency: medium-high.
Cost impact: medium-low. In this case, a new vent valve/bleed is required to
be installed. The cost will rise if the mistake is found only during construction
because the installation might cause a delay in other construction work and impact
the overall schedule.

Figure 6.5: Graphic example of control valve with double bleed—patterns of
correct/incorrect installation.

Check valves upside down

The check valve shall be installed such that it can regulate the flow of medium in
the pipes. Usually, there is a direction mark or dot on the valve body. If installed
upside down, most check valves will not close properly, producing a backflow
event, which can damage the system that the valve was installed to protect (Fig-
ure 6.6).
Design mistake frequency: upside down—medium. Mainly lines that were
drafted vertically.
Cost impact: upside down—medium. It is easy to modify the orientation de-
pending on the check valve size. Opposite direction—high. The impact of a check
valve in the opposite direction flow can cause severe damage to equipment and
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piping lines.

Figure 6.6: Example of check valve—patterns with correct/incorrect direction
identification.

Pump warm-up bypass. Globe valve direction

The globe valve bypass aims to warm up the pump line. This warm-up bypass is
required when the plant starts up or when a spare pump is on standby mode and
ready to replace its twin. This bypass around the check valve is only required
for certain process conditions (Figure 6.7). If the globe valve bypass is not in the
correct direction, the valve can be broken, and the pump will not be warmed up,
which will cause pump damage.
Design mistake frequency: medium. It is lightly common to forget the arrow
in P&IDs.
Cost impact: medium. Not being able to warm up the system can damage the
pump.

Figure 6.7: Pump warm-up bypass—patterns with its correct/incorrect globe
valve directions. PG, gauge pressure.

Butterfly valve with blind

The butterfly valves need additional space in the line to be able to swing properly.
Thus, the isolation elements, such as the blind, need to be at some distance from
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them (Figure 6.8).
Design mistake frequency: medium. Butterfly valves are only used for lines
of big sizes.
Cost impact: medium. This mistake requires a spool (a pipe) to separate the
valve and the blind.

Figure 6.8: Butterfly valve and a positive isolation element. Example of correct
and incorrect installation.

6.4.2 Data collection

Dataset preparation is the most crucial step for any machine learning applica-
tion. The quantity, as well as the quality of data, heavily influences machine
learning model accuracy and precision [55]. The straightforward application of
CNNs for the digitization and contextualization of complex engineering drawings
is still challenging due to the lack of sufficient annotated examples in industrial
practice. While some general-purpose symbol repositories can be found in litera-
ture, there are no domain datasets for diagrams such as P&IDs where symbols of
different standards are collected. In addition to the typical computer vision prob-
lems such as light, scale, and position variations, symbols on P&IDs can follow
different standards, that is, the client’s internal, specific countries, or international
standards [150].

Therefore, compiling a well-defined and clearly labeled dataset that can be used
for symbol classification is a crucial task in which domain experts shall be in-
volved. Many clients used in the past, and some of them at the current time,
their own standards for representing items on the drawings. That leads to exten-
sive variations of each symbol. In addition, the text characters may overlap with
symbols or other characters. The data collection, in this case, requires lots of
various projects screening, which are developed for different clients. However, the
chance that new clients would use their own symbology is still high. For example,
the variations of symbols in the pattern on Figure 6.8 were above 200.
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Gathering raw data

Large EPC companies work worldwide, and projects are being executed from
offices on various continents. Even though there are central databases available
where data files are saved for future reference, these drawings are not shared
consistently, making it challenging to use for AI-based solution development [89].
This is also applicable to McDermott. Therefore, the first step in this research was
to gather P&IDs from as many projects as possible. Because the deep learning
algorithm was based on object detection, a lot of images were required to achieve
acceptable accuracy [189]. With the help of other departments, the research team
gathered over 15,000 P&IDs from 15 large multi-billion EPC projects executed
within McDermott.

Data pre-processing—addressing a class imbalance

The DL algorithm must identify and classify engineering mistakes as false rep-
resentations of the symbols’ assembly (incorrect pattern) from the correct repre-
sentation of the same assembly (correct pattern). To avoid class imbalance, the
dataset needs to have a sufficient, preferably equal amount of all the variations
of identified patterns in their correct and incorrect forms [34]. However, during
the initial data analysis, it was discovered that some patterns occurred only a few
times throughout the training set of P&IDs. To tackle a class imbalance, differ-
ent variations were created by changing the orientation or text/symbols associated
with each pattern. The biggest challenge was to ensure that the augmentation
process produced results as close as possible to real-life variations of the correc-
t/incorrect symbols’ assembly. For example, in the control valve case (Figure
6.9), “FC” indicates that the valve is supposed to close in case of any process fail-
ure, and the dotted line is a symbol of electrical heat tracing around the pipeline
and valves. Every text and symbol has a specific purpose/context behind of why
and where they are placed, which depends on the process technology represented
on drawings and, therefore, might vary from project to project. Thus, domain
knowledge is required to create realistically augmented patterns.

Labeling the dataset

Our practice showed that the high-quality labeled training sets might drastically
improve the model’s performance. That as well has been confirmed in the lit-
erature. According to Northcutt Curtis et al. [155], low-capacity models with
high-quality training test set in noisy real-world applications may outperform
high-capacity models. Labeling, in our case, was a challenging activity because
each item on the drawing had a tag number or numeric value, indicating specific
parameters like the angle of the valve position, for example.

Sometimes, those values are too close to the symbol and require very accurate la-
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Figure 6.9: Graphic example of a control valve with fail close (FC). BAR, a metric
unit of pressure; dP, differential pressure; FCV, Flow control valve.

beling to eliminate numeric values or tag numbers within the label boundaries. In
addition to this, the texts or numbers around symbols could be crucial for correct
or incorrect pattern representation. Therefore, to avoid “Garbage in–Garbage
out,” which makes it difficult to achieve acceptable model accuracy [183], the
research team had to ensure that in such congested drawings like P&IDs, no irrel-
evant symbols or text would be captured inside the labeling bounding box. Due
to these complexities, it was decided to involve again the engineers and designers
with domain knowledge who were aware of the context of different symbols and
texts on the process lines. They manually labeled the dataset and included all
pattern variations. Because multiple people were doing the labeling, it was essen-
tial to ensure uniformity across all the labeled files. For example, all the labels
should have the right names, spellings, and class IDs of labels. Because of the
sensitivity of the data, it was essential to ensure that it was not uploaded onto
any third-party platform. Therefore, a labeling tool was required to be installed
on local machines. The research team selected LabelImg windows version 1.8.0
(Figure 6.10). It is an open-source Python-based image annotation tool written in
Python that tags the object’s class and position information and records them as
XML files in PASCAL VOC, YOLO and CreateML formats. The PDF drawings
were converted into images for labeling before using this software. It was also
required to generate the annotation .txt file for the developed YOLO-based DL
model. Thus, the final training dataset consisted of annotated data (.txt files)
containing class IDs and coordinates of the bounding boxes’ center, width, and
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height. The training dataset consisted of 2253 images, including 8392 annotated
patterns of eight different classes.

Figure 6.10: Example of labeling process in LabelImg.

6.4.3 Model development

Selecting model type and architecture

With the rapid growth in the AI field, many algorithms and models are available
for deep learning applications. After studying various DL model types, the re-
search team decided to proceed with the object detection type. Object detection
models are easily trained to identify and locate any number of symbols/patterns
in the P&IDs. During the R&D phase, the model was hosted, trained, and tested
on Google Colaboratory (pro+), a cloud-based service from Google for developing
machine learning applications, which also allows code sharing [37].

After finalizing the model type selection, the next step for the research team was
to decide on a network architecture for implementing object detection on P&ID
images. The original image’s resolution size of 6000 � 4000 had to be scaled down
to 1024 � 1024 due to the limited processing capabilities available. Reduction
of the resolution size, though, posed a big challenge as the patterns were very
small compared to the overall image size. During the initial attempts to resolve
this challenge, the research team prepared the dataset with an increased size of a
single trial pattern by manually copy-pasting the pattern with a larger size than
the rest of the P&ID image (Figure 6.11).

At first, a MobileNetSSD object detection model was used on the manually mod-
ified dataset. However, the model failed to detect the pattern completely. This
outcome reconfirmed the statement mentioned by the model developer that single
shot detector (SSD) does not work well for small object detection [129]. The next
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Figure 6.11: Piping and instrumentation diagram (P&ID) with a manually in-
creased size of the pattern.

model that the team tried was the EfficientDet (D0) TensorFlow 2. This model
was able to detect the pattern with increased size (Figure 6.11). However, when
it was tested on the new non-modified dataset, it also failed to detect the same
pattern. Therefore, the research team decided to discard the manually modified
training dataset, concluding that using the artificially increased pattern size mis-
led the model because it only started to search for the patterns with increased size
and ignored the original resolution of the pattern on the drawings. Lastly, YOLO
v4 was tested, and the model could detect the pattern with the original size on
the images of 1024 � 1024 resolution. Therefore, the research team decided to
continue with the YOLO v4 model and successfully expanded it to detect other
patterns too. There are additional advantages of the YOLO v4 model that also
support its selection, that is:

ˆ It has a simple architecture based on a single convolutional network that can
simultaneously predict multiple bounding boxes (objects) and class proba-
bilities.

ˆ As stated by its developer by Bochkovskiy et al. [28], YOLO v4 was created
to have an efficient and powerful object detection model that uses a single
graphics processing unit (GPU) during training, making it a high-speed
and accurate object detector. This fact significantly helped the team to
deal with processing power limitations.
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ˆ YOLO sees the entire image while analyzing. Thus, it implicitly encodes
contextual information about classes and their appearances.47 In this re-
search case, the location and context of these assemblies were necessary for
the end-users.

ˆ The components in the selected patterns were very small compared to the
entire image. YOLO v4 performed well in detecting these small-sized com-
ponents. Srivastava et al. [204] also confirm similar findings.

ˆ Data preparation for YOLO v4 is fast and easy [204], which helps to include
a significant number of patterns and images. The research team was able
to get help for data annotation tasks from domain experts with non-IT or
programming backgrounds.

Training

YOLO v4 architecture was customized to the number of classes applicable in
this research. These classes represented different pattern types the model was
trained to recognize. At the moment of writing this paper, the model had been
successfully trained and tested for eight classes (eight pattern types representing
four typical design errors and their correct versions). The number of filters was
modified in each of the three YOLO layers according to Formula 6.1:

# of filters = (# of classes + 5) � 3 (6.1)

The input for the model was the set of P&IDs in PDF format converted to PNG
files with resolution 6623 � 4678, which were resized to 1024 � 1024 for training,
and the .txt annotated files generated during the labelling process. Around 4506
files (2253 images and 2253 .txt files) were used as the dataset, which was split into
90%/10% as training/test datasets. The network, which used the Mish activation
function [34], was trained with a learning rate of 0.001 with the max number of
batches being 16,000, where each batch size is equal to 64 training examples, and
12,800 and 14,400 steps.

Results

A test dataset was gathered from P&IDs received from a new client of McDermott.
Therefore, the symbology of the patterns varied from the symbology used in the
training dataset. Nevertheless, the model recognized around 70% (160 patterns
out of 230), with a confidence percentage above 30%. After retraining the DL
model on new symbology variations, the performance improved to almost 100%
(309 out of 310) with a confidence percentage above 50% for all predictions. The
majority of class IDs were accurately detected and recognized. In other words,
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the patterns, which have enough examples of different symbols’ variations in the
training set, were accurately identified in the test dataset.

It is essential to underline that the symbols’ sizes significantly influenced the
detection. When the model scaled down the original image resolution for analysis,
the small symbols lost many of their characteristic features and became so blurry
that classifying them correctly was difficult even for the human eye, not to mention
the model. The same is confirmed in the research presented by Nurminen et al
[157]. In our case, the original resolution was scaled down to 1024� 1024. Training
the model on this resolution in the Google Colaboratory (Pro+) required 7 days.

The training achieved a mean average precision of 80.6% with an IoU (Intersection
over Union) threshold of 0.5 (mAP @ 0.50). The performance parameters obtained
on the validation set of 234 P&IDs are shown in Table 6.2. These parameters were
calculated by comparing the model predictions with the ground truth for these
images. The model could predict 684 boxes correctly, represented by the TP
(true positive) value in Table 6.2. The average IoU, which represents the overlap
percentage between the predicted and ground truth bounding box, is 61.76%.
FN in the table represents a false negative, that is, a number of patterns the
model has missed. For end-users, in this case, each FN means a missed design
error. The test results showed a high Recall, meaning that FN is low versus the
total number of detected patterns (Equation 6.2). There are ways to improve it
further, for example, retraining the model with a lower confidence threshold value
or training on improved image quality, which requires higher processing power.

Table 6.2: Performance parameters

Precision Recall F1-score TP FP FN Average IoU
0.82 0.84 0.83 684 146 130 61.76%

TP { True Positive, FP { False Positive, FN { False negative, Average IoU { Average
Intersection over Union

Recall =
TP

TP + FN
(6.2)

Meanwhile, a high FP (false positive) is not that crucial because engineers are
supposed to review the model output and decide whether to accept the highlighted
pattern as an engineering error. Figure 6.12 shows how the model could detect
the relevant component in a complex real-life P&ID. It could find the essential
features and was not misled by the incoming connections or overlapping text.

It is essential to note that the evaluation team also included domain experts —
McDermott’s process engineers. Even though Google Collab is an excellent plat-
form for developers, the research team experienced that it was difficult for people
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without programming backgrounds to use Google Collab notebooks. Therefore,
domain experts required a simple user interface to evaluate the model. At first,
the research team ran the model on local machines directly and discovered that
running the application on the local machine was a resource-heavy exercise for the
average computer and, therefore, took considerable time (several hours). Thus,
for the evaluation phase, a simple collab-based user interface was developed to
allow domain experts to test the model for a set of PDFs in one go in a cloud.
Due to memory limitations, only a collection of 30 PDFs could be processed at a
time. Because the drawings in PDF format had to be converted to images with a
resolution of 1024 � 1024, the output images were of poor quality. Domain experts
had to use output images only as a reference and search those identified mistakes
on the original P&IDs manually. Those two major drawbacks—limitations on the
PDF batch size and poor output image quality—forced the AI team to search for
another solution before the deployment phase, that is, to develop software that
can host and operate the model.

Figure 6.12: Detection of the design mistakes. Model’s output example.

Software development

As well described by Sculley et al. [187], only a tiny fraction of real-world ML
systems is composed of the ML code itself. Usually, it requires a surrounding in-
frastructure for life cycle management that includes hosting the model, retraining,
model adjustment, and provision for data security. To verify the smoothness of
ML code integration with target software, the pilot deployment to only a limited
number of users was applied. It was essential for the research team to run user
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acceptance tests to handle possible issues before a full-scale rollout.

The developed AI tool for detecting design mistakes on P&IDs could be referred
to ML operations (MLOps) of level 0—where building and deploying ML models
is an entirely manual process (Figure 6.13).

In our case, MLOps include the following activities:

ˆ Actively monitoring model during deployment

ˆ Retraining for new engineering mistakes

ˆ Continuously experimenting with data and model to improve the perfor-
mance

In order to do this, the software shall be able to host the model where it can be
retrained and redeployed. The primary requirements for the software in this case
are:

ˆ Data and model security

ˆ Intellectual property (IP) protection

ˆ User interface for ML programmers and data scientists for model manage-
ment

ˆ User interface for process engineers—users of the tool

Two options were considered for software development: either by the company’s
IT department or an external party. In this case, the decision had been made to
partner with an AI platform provider whose infrastructure satisfied all McDer-
mott’s requirements to host the developed DL model. It is worth mentioning that
both options assumed the additional non-foreseen cost for external support or for
hiring new staff personnel in IT departments.

Figure 6.13: The workflow of ML operations (MLOps) level adopted from [95].
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6.5 Performance Analysis

To decide whether or not the developed solution could achieve the research ques-
tion, that is, whether it can help to reduce the reviewing time of P&IDs, the
model’s output was compared versus manual check by process engineers (Figures
6.14 and 6.15).

A dedicated team of process experts was gathered to estimate the time to be spent
on manual reviews of the same set of drawings and evaluate the quality of the
model performance. The evaluation set was gathered from P&IDs received from
a new client of McDermott. Thus, the symbology within the patterns varied from
the symbology used in the training dataset. Nevertheless, the model recognized
around 70% (Figure 6.14). After retraining the DL model on new symbology
variations, the performance improved to almost 100% (Figure 6.15). That means
the symbology variations in the training set significantly influence the model per-
formance, proving that a high-quality training set containing as many symbol
variations as possible is crucial.

Figure 6.14: Manual check versus automatic check by deep learning (DL) model
performed on the evaluation set containing new variations of symbology. P&IDs,
piping and instrumentation diagrams.

6.5.1 Cost analysis

During the evaluation, process engineers spent around 6 hours going through
two binders of 98 P&IDs in total. Therefore, 6 h per 100 drawings (rounded up
number) could be claimed as a saved time. Assuming that the check shall be
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Figure 6.15: Manual check versus automatic check by deep learning (DL) model
performed after retraining on new symbology variations. P&IDs, piping and in-
strumentation diagrams.

done at each new version of P&IDs, it is possible to estimate the total saved cost.
During large EPC project execution, a new version of the same drawing can be
issued in every single office each week. The average project within McDermott
can contain a set of 200 up to 1000 P&IDs that need to be updated during each
new revision. On average, a single engineering office of McDermott maintains five
projects per year. It is realistic to assume that the cost per engineering hour is
$100 in high-cost and $50 in low-cost countries. This amount includes the salary
and an overhead cost, for example, equipment usage, office utilities and rent,
taxes, insurance, and pension that the company pays for each employee apart
from the salary.

With these assumptions, it is easy to calculate the monetary value of the saved
time for engineers. The calculation of the potential cost benefits of the company
is presented below:

ˆ Number of P&ID to be checked per year in a single office:

600drw � 52weeks� 5projects=year = 156; 000drw

ˆ Total saved hours per year in a single office:

6h � 156; 000drw=100 = 9360h=year

ˆ Cost saving in high-cost engineering office:

9360h=year � 100 = 936,000 =year
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ˆ Cost saving in low-cost engineering office:

9360h=year � 50 = 468,000 =year

McDermott has large engineering offices in high-cost countries like UAE, the
United Kingdom, the United States, and the Netherlands, as well as in low-
cost countries like India, the Czech Republic, and Mexico. The deployment only
in those offices would save around 6 mln $/year. Considering that the tool can
be used on different projects in various offices simultaneously and, by capturing
mistakes timely, the company is saving material cost, construction work hours,
and downstream discipline hours, the total savings can be much higher. Using
the estimation above, it is easy to calculate the return of investment for the DL
model and software development.

6.5.2 Potential scale-up possibilities

The developed AI-based software can be continuously retrained to capture new
typical mistakes. Thus, the tool has a scale-up possibility in the long term. Mc-
Dermott process engineers identified 10 typical errors that the developed software
can potentially capture. The next step is to apply the same principle to identify
and capture mistakes on piping diagrams—so-called Isometrics (ISOs) (Figure
6.16). On McDermott’s typical project, the number of ISOs issued during the
EPC project is around 10 times more than the number of P&IDs. Therefore, the
rough cost savings are 10 times higher and could reach 60 mln $/year.

Figure 6.16: Example of piping diagram (Isometric).
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6.6 Discussion

In this research, we develop a DL model that captures typical engineering de-
sign errors and, therefore, can substantially reduce engineering hours by lowering
manual work during a quality check of P&IDs. Spotting timely various design
errors by the model helps McDermott to improve the overall quality of industrial
plant design and reduces the total project costs. The developed model could be
potentially applied to any EPC company building complex installations like oil
and gas or petrochemical plants because the design errors it captures are common
within this industry.

We based our research on accumulative knowledge in engineering drawings digi-
talization mentioned in Section 6.2, which is based on symbol detection and clas-
sification by DL algorithms. In our work, we showed that the same algorithms
could also be successfully adapted to recognize the design mistakes, which are, in
fact, a combination of symbols on the drawings that forms a specific pattern. So
far, similar solutions are neither available on the market nor found in academic
literature. Therefore, it is an innovative application of existing knowledge that
we would like to share with the research community and industry practitioners
because the idea is domain-agnostic. The process of identification of such pat-
terns in this research case can be used as a guide for other developers in different
engineering fields.

6.6.1 Key findings

We also would like to highlight key findings from which other practitioners and
researchers can benefit. If other practitioners decide to build a similar product,
it should be noted that there are no domain datasets existing for diagrams such
as P&IDs where symbols of different standards are collected [150]. Meantime,
the literature review [155] and our research case emphasize that a high-quality
training/test set in noisy real-world applications is crucial for the DL model per-
formance.

We also find it essential to consider the potential scale-up possibilities. Analyzing
the possible scalability helps to estimate the benefits for the company in a long
term. The way it is done for this research could be an example for others who
are developing similar products.

6.6.2 Future work

Further research on making object detection algorithms better in dealing with
small objects on busy technical drawings is required. Alternatively, splitting up
the drawing into sizes suitable for the model might help to avoid significant usage
of computational capacity. Thus, a large diagram can be divided into smaller
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rectangular regions. All the components, in this case, would be zoomed out be-
fore sending to the DL model for processing, making it easier for the model to
detect patterns. After analysis by the model, results could be recomposed into the
original image. This approach assumes that the resolution of the original PDF is
good enough to allow zooming out. In this case, the model would have to make
multiple rounds to detect the components in each rectangular sub-diagram. In
this approach, it is recommended to try again the MobileNetSSD object detection
and EfficientDet TensorFlow 2 models to explore more about their performance
with the P&ID dataset. One-stage detector like RetinaNet, which has proven to
work well with dense and small-scale objects, is also recommended to be consid-
ered in future work [3]. Additionally, the new revision of YOLO model could be
considered as it is proven to be significantly smaller, faster to train and, therefore,
would be more accessible for practitioners to use [22].

Future work could also include accuracy comparisons between those models. A
non-neural network approach could also be explored. We advise considering an
OpenCV template matching, which finds a smaller image (template) in a larger
image. It uses a sliding window method. The window slides over the source
image (the image in which we want to find the template) while comparing each
patch with the template. The sliding window patch that returns the best result
is considered as an output. Although this method is easy to implement, it might
fail to generalize properly due to minor differences in visual appearances between
symbols across diagrams and requires a vast templates library to perform well
[137].

6.7 Threats to Validity

In this section, we discuss the validity, that is, the potential weaknesses in the
study design and the attempts to mitigate these threats.

6.7.1 Internal and external validity

Although the data collected to develop the training and validation sets are from
various projects executed for various international clients, they all belong to one
engineering EPC contractor. The research extension in several companies would
be advisable to consider in future work. However, the availability of the dataset
and, therefore, a reproducibility of the results are serious threats to validity due
to the confidentiality of the P&IDs. Future work should explore non-disclosure
agreement possibilities with engineering companies and the adoption of confiden-
tial computing services.
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6.7.2 Reliability

Researcher bias could be reduced through critical reflection and by validating
the lessons learned through replication [49]. To prove the reliability of this re-
search and eliminate possible biases, it would be advisable for other researchers
to replicate this study to see whether a similar result could be derived.

6.8 Conclusion

With the work hours of specialists getting more costly, the demand for automating
repetitive work is increasing for EPC companies. Many organizations, therefore,
are considering adopting AI to release highly skilled and expensive personnel for
more complex tasks while improving efficiency and time effectiveness. In this ar-
ticle, we have provided a comprehensive view of AI-based solution development
in order to automate the manual check of engineering complex blueprints while
maintaining the quality of experienced engineers’ performance. It began with
motivation on how to reduce the engineering hours without negatively impact-
ing the quality. This paper discusses a particular case within McDermott where
the research team used a pre-trained YOLO neural network and large training
datasets with augmented patterns to detect wrong designs on complex drawings.
The developed model seems to be very promising in helping to reduce manual
work at McDermott. Our results show that the developed model is appropriate
because it can accurately find a pattern from high-level objects representing de-
sign mistakes. We also discussed the cost aspect, a potential scale-up, and key
takeaways to replicate the experience of this case within the engineering industry.

We aim to share the successful experience of an EPC company’s internal appli-
cation development that proves that the engineering hours could be substantially
reduced with the help of AI and, therefore, reinforce the EPC project’s engineering
phase to reduce the project’s overall costs. This research has been performed on
process and instrumentation diagrams, but the model is domain-agnostic and can
be trained on different types of schematic diagrams. The results can also motivate
researchers to conduct similar application development within the engineering in-
dustry. Overall, we feel that our research can be used as a reference guide for
future research and development by academics and industry professionals.
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Chapter 7

Practical Software
Development: Leveraging AI
for Precise Cost Estimation
in Lump-Sum EPC Projects

This chapter appears as: Rimma Dzhusupova, Mina Ya-alimadad, Vasil Shteriyanov,
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aging AI for Precise Cost Estimation in Lump-Sum EPC Project”. In: 2024 IEEE

International Conference on Software Analysis, Evolution and Reengineering (SANER).

2024, pp. 1023–1033. doi : 10.1109/SANER60148.2024.00110

Abstract

In the Engineering, Procurement, and Construction (EPC) sector, accurate cost
estimations during the tendering phase are crucial for maintaining competitive-
ness, especially with constrained project schedules and rising labor expenses. Typ-
ically, these estimations are labor-intensive, relying heavily on manual evaluations
of engineering drawings, which are often shared in PDF format due to intellec-
tual property concerns. This study introduces an innovative solution tailored for
the energy industry, utilizing Artificial Intelligence (AI) - primarily deep learning
(DL) and machine learning (ML) techniques - to streamline material quantity
estimation, thereby saving engineering time and costs. Built on empirical data
from a large EPC company operating in the energy sector, AI-based product de-
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velopment experiences, and academic research, our approach aims to enhance the
efficiency and accuracy of engineering work, promoting better decision-making
and resource distribution. While our focus is on enhancing a particular activity
within the case company using AI, the method’s broader applicability in the EPC
sector potentially benefits both industry professionals and researchers. This study
not only advances a practical application but also provides valuable insights for
those seeking to develop AI-driven solutions across various engineering disciplines.
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7.1 Introduction

Engineering, Procurement, and Construction (EPC) projects are characterized
by their technology-intensive designs, heavily reliant on the expertise of engineer-
ing and construction teams. Accurate project cost estimation is vital for EPC
contractors to remain competitive [69]. Numerous studies have highlighted the
importance of precise cost evaluations during the bidding phase, emphasizing its
influence on the financial outcomes of construction and its overall significance for
project feasibility [7]. Decisions based on these evaluations often guide resource
allocation and lead to major commitments, which can have significant conse-
quences. Moreover, the projected cost can influence a client’s decision to either
proceed or not with a project [140].

At the same time, the importance of Artificial Intelligence (AI), especially machine
learning (ML) and deep learning (DL) techniques, is rising for various estimation
and forecasting activities [5]. Many research papers have been published regarding
AI applications for construction cost predictions using extensive historical tender
data to pinpoint patterns or trends [140]. Multiple studies have utilized regression
techniques as a standard approach to cost estimation [7], Notably, in these studies,
the risk associated with material procurement is often highlighted as a key factor
that could significantly affect the overall project costs [124].

Recognizing the potential of AI to transform cost estimation practices, partic-
ularly in the context of material procurement risk and its impacts on overall
project expenses [167], [102], this work aims to apply AI to improve productivity
and reduce procurement risks by automating the traditionally manual process of
material quantity estimation. It is built on both academic research and industry
practices by employing deep learning and machine learning techniques enriched
by McDermott’s domain knowledge in EPC project execution.

The novelty of this work is in the synthesis of a comprehensive proposal for an AI-
driven solution that harmoniously integrates object/text recognition algorithms
and regression techniques. The solution proposal aims to facilitate efficient and
accurate estimation of material quantities from engineering diagrams while con-
currently comparing tender information with historical data for more precise cost
predictions. Since this research is based on empirical data from the experiences of
industry practitioners, the proposal has a high potential for immediate industrial
application, reducing time, saving labour cost of engineering and improving the
quality of the material estimation activities, as well as enriching limited research
in the application of AI algorithms in engineering and construction management
[7].

The proposed solution is built on the findings of case projects conducted inter-
nally within McDermott, which explored the application of deep learning object
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detection algorithms for identifying design mistakes [61] and regression analysis
for engineering hours prediction described in [62]. The successful development of
these products serves as the foundation for our newly proposed AI-driven poten-
tial application, and their positive outcomes contribute to our research. In this
paper, we also thoroughly evaluate the latest advancements in symbol recognition
and text recognition, assessing their applicability for real-world applications in the
EPC industry. Additionally, we outline the requirements for employing machine
learning techniques to validate estimations against historical data. Although the
research is ongoing, we believe that sharing solid results from the proof of con-
cept phase is essential and contributes to the ongoing efforts to improve EPC
project estimations’ efficiency, accuracy, and reliability. Ultimately, our objec-
tive is to provide a valuable tool that supports decision-making during the bid
evaluation phase, reduces manual labour, and mitigates the risks associated with
underestimating EPC projects.

The paper is organized as follows: Section 7.2 provides the background and
overview of related work. Section 7.3 describes the research method, objectives
and empirical data supporting the research. Section 7.4 outlines the proposed
solution and describes the proof of concept development, evaluation results and
attention points. Section 7.5 includes discussion and the future work. Our con-
clusion is presented in section 7.6.

7.2 Background and Related Work

7.2.1 Problem background

EPC projects cover the entire spectrum of industrial installations, primarily focus-
ing on large-scale infrastructure developments in the private sector. Large EPC
projects, those with a capital cost exceeding $500 million, are characterized by
prolonged development and execution phases [24], integrating numerous technical
disciplines and extensive knowledge. These projects are essential to the econ-
omy since they encompass diverse installations like tunnels, bridges, dams, and
processing plants [23]. However, sectors such as energy, petrochemicals, and oil
and gas depend on them most [193] due to these sectors’ complexity and elevated
safety standards [73], which include the level of technical availability not less than
95% during the facility’s lifetime (generally 20-25 years) [23]. EPC projects’ exe-
cution model usually includes technical design, project management, engineering
consulting, and general contracting [130]. The project execution process involves
the client (or future asset operator) selecting a general contractor. This contractor
then assumes comprehensive responsibility for the design, procurement of equip-
ment and materials, construction, and commissioning of an entire project (Figure
7.1).
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Figure 7.1: Typical project organization and work breakdown structure of the
large EPC projects [24]. Where the cost breakdown is a) Detailed engineering (10-
20%), b) Procurement of materials & equipment (30-50%), and c) Construction
and fabrication (30-50%) [23].

Therefore, the process of material estimation during the tender phase necessitates
a detailed and exhaustive assessment of tender drawings. These primarily include
process flow diagrams (PFDs) and piping and instrumentation diagrams (P&IDs),
which hold vital information about chemical processes such as process topology,
primary unit operations, control equipment, and piping data [210]. P&IDs are
especially valuable in providing substantial material quantity information. How-
ever, most companies persist in sharing P&IDs in PDF form during the tendering
phase due to established agreements and intellectual property considerations [62].
Consequently, this necessitates a laborious and time-consuming process of man-
ual material counting shown in engineering drawings [140], which can be costly.
Moreover, tender documents often lack sufficient material quantity information.
This gap forces project estimators to lean heavily on their individual expertise
to arrive at realistic cost predictions. The varying levels of expertise among es-
timators mean that there’s an inherent inconsistency in these estimations [7].
Such discrepancies can result in imprecise material quantity predictions, leading
to potential cost escalations during project implementation [130].

To address these challenges, we propose a two-fold solution: Part 1 - using deep
learning to extract information from drawings, and Part 2 - applying regression
to historical data from similar projects previously executed within the company.
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7.2.2 Related work

Part 1 - Current research trends in symbol and text recognition on
engineering drawings

The digitization of intricate blueprints has been a topic of interest long before the
emergence of deep learning. Earlier computer vision techniques provided limited
success, mainly due to their rigidity in adapting to different drafting standards and
methods [137]. However, from 2010 onwards, there was a shift towards exploring
neural networks and deep learning for pattern identification in blueprints, aiming
to automate their digital transformation [61]. Since then, various methods have
been tested for detecting symbols and text within these diagrams.

Rahul et al. [172] proposed a two-step method to extract data from P&IDs. They
used a pre-trained Connectionist Text Proposal Network (CTPN) for text patch
detection, the Tesseract OCR for text recognition, and a Fully Convolutional Neu-
ral network (FCN)-based approach for symbol detection and localization. Mani
et al. [137] designed a system to map connections between equipment, pipelines,
and sensors in P&ID diagrams. This three-step process includes using a LeNet-
inspired CNN for symbol detection, employing the Accurate Scene Text Detector
(EAST) network and Tesseract OCR for text recognition, and leveraging a depth-
first search (DFS) on a graph representation of the thresholded diagram image
for connection detection. Paliwal et al. [163] introduced Digitize-PID, a P&ID
digitization system that surpassed Rahul et al. in detecting symbols, text, and
lines. It utilizes the CRAFT network for text detection and Tesseract for single-
line text reading. For line extraction, they applied filters using a structuring
element matrix, proving more efficient on noisy P&IDs than Rahul et al.’s Hough
transform. The process includes Hough transforms for basic shape detection,
with additional procedures for complex shape localization and P&ID digitization.
In another study [164], Paliwal et al. presented OSSR-PID, a one-shot sym-
bol recognition technique for P&ID sheets. This method addresses the need for
vast annotated symbols for training and manages rare symbols. Their approach
blends path sampling with Dynamic Graph Convolutional Networks (DGCNN)
and has shown notable efficacy on a synthetic dataset comprising 100 P&ID dia-
grams. Elyan et al. [71] advanced a deep learning method for symbol detection
in engineering drawings, addressing the limitations of Rahul et al. in terms of
inconsistent accuracy and limited symbol coverage. They employed the YOLO
framework’s 3rd version and conditioned an MFC-GAN model to produce engi-
neering symbols to manage class imbalance. Jamieson et al. [108] used the EAST
detector for text detection and Tesseract v4 for recognition. Kim et al. [114]
tackled symbol detection and recognition by implementing the GFL network un-
derpinned by ResNet. They used two distinct GFL networks for small and large
symbols. To enhance the detection of closely situated symbols, Adaptive NMS
was employed. For text, they adopted the pre-trained CRAFT for detection and
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Tesseract for recognition. For lines, RetinaNet was used to identify line markers
and flow arrows. Continuous lines were recognized using pixel-unit traversal for
straight lines and a Hough-transform method for diagonal ones. Sarkar et al.[184]
utilized a scale-invariant feature transform (SIFT) for symbol classification. The
method identifies the best-matching template image based on a similarity score.

The scarcity of publicly available datasets for P&ID sheets has prompted the cre-
ation of synthetic ones like Dataset-P&ID [163], [108]. However, this lack hampers
the effectiveness of deep learning models in text detection and recognition since
synthetic blueprints do not address real-world complexities such as symbol vari-
ations, noise, and diagram density. Accurate interpretation of line modifications
and associating text with lines and symbols also requires specialized domain ex-
pertise [163]. It’s noteworthy that many models from academic research have been
trained using enhanced symbology, which might not reflect real-world conditions
[60] and were validated on limited datasets [114]. The diverse company-specific
standards for representing items on drawings further add to the variation in sym-
bols [62]. For real-world applications, it’s crucial to handle diverse symbology,
domain-specific augmentations, background noise, annotations, and the analysis
of large document volumes. The variability of symbols, differences in scale, and
densely packed configurations of text, symbols and lines on a single page add
to the complexity. For research to be relevant to the industry, addressing these
intricacies is essential.

Simultaneously, the current AI market is introducing services like engineering
drawing digitization [51], [106]. Although numerous industry white papers discuss
this, the market is still in its early stages, and there’s a lack of publicly shared
success stories.

Part 2 - Current trends in prediction using historical data

AI technology has been effectively used on historical industrial data for various
predictions, including cost estimation [5]. Research has showcased the efficiency of
AI algorithms, including Random Forest (RF), Support Vector Machines (SVM),
and multilinear regression (MLR), in forecasting cost overruns in high-rise build-
ing projects [7]. A range of AI approaches, including machine learning (ML),
knowledge-based systems (KBS), evolutionary systems (ES), and hybrid systems
(HS), have been adopted for cost estimation. These methods use extensive his-
torical tender data to identify patterns and correlations, aiding in more accurate
cost predictions [140].

Building on prior research in symbol, text recognition, and forecasting techniques
described in this section, this study presents a pioneering approach to predict-
ing material quantities. While much of the existing research primarily relies on
augmented datasets and is tested on a narrow set of genuine industry drawings
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[163], [108], [60], our research benefits from an extensive compilation of authentic
P&IDs developed for diverse clients with a wide array of distinct symbology. By
doing so, our approach not only addresses challenges associated with symbol vari-
ations, noise, and diagram density but also enriches the analysis by leveraging a
vast repository of historical data from prior engineering projects.

7.3 Method

This study emerges from the efforts of McDermott’s AI Initiatives team, operat-
ing within the Low Carbon Solution business line. The lead roles of this research
project are held by the first two authors, serving as the team leader and project
manager, respectively. McDermott, a global EPC enterprise, undertakes exten-
sive projects in the energy sector, maintaining a safety integrity rate benchmark
of 10� 5, equating to a maximum of one dangerous failure per 100,000 hours [87].
Initiated in October 2022 by the first two authors, this research began with the
collection of empirical data from prior use cases and an extensive literature re-
view. By February 2023, the solution proposed in this paper was approved by the
company’s management for implementation. While the research is currently in
progress, the proof of concept for the tool has been finalized. Training data for the
models draws from over a dozen extensive, multibillion-dollar EPC projects that
McDermott executed over the last two decades. The research is a collaborative
effort between McDermott, Eindhoven University of Technology, The Netherlands
(TU/e) and the Data Science Technical Institute in Paris, France (DSTI). The
team consists of McDermott’s data scientists, ML programmers, domain experts,
and interns from TU/e and DSTI. Given the authors’ direct involvement in the
research, a combination of participant observation and action research methods
was adopted [219]. While these approaches might raise concerns about objective
observation [219], [66], they grant unique access to empirical data. This is due to
the authors’ engagement with daily operations as insiders and their responsibility
to set quality standards. An external observer would have been unable to achieve
this level of involvement, especially considering the confidential nature of the data
used in the study.

7.3.1 Research objectives

The Research Question of this study is, "How can integrating symbol and
text recognition methods with historical EPC project data improve au-
tomation and accuracy in cost estimation during the tender phase?"

In Part 1 of the research, we employ deep learning models to automatically
extract material quantities from P&IDs by recognizing symbols, their quantities,
sizes, and inter-relationships. In Part 2, we analyze historical data from archived
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as-built quantity reports to refine and calibrate the extracted quantities from
P&IDs.

By integrating these two parts, the goal is to produce more accurate estimates,
reducing dependency on individual estimators’ experience.

7.3.2 Empirical data

Part 1. The foundation for the first part of this study is built upon both published
research related to P&ID information extraction and practical insights drawn from
a successful application developed within McDermott, as described by the same
first author in [61]. This prior application leveraged a deep learning object de-
tection model with transfer learning capabilities to identify specific patterns on
P&IDs. Trained to categorize these patterns as ”correct” or ”incorrect”, it aids
in the engineering design quality check. This tool, currently in use within Mc-
Dermott, has significantly cut the operational costs associated with engineering
tasks. The experiences from its development, from data preparation, model selec-
tion, and evaluation to deployment, provide a solid justification for the viability of
extracting material quantities from P&IDs using similar deep learning techniques.

In addition to the empirical data from the previous use case, the research team as-
sessed the relevance of related published work. A manual review of recent papers
in the fields of optical character recognition, object recognition and engineering
drawing digitalization trends was conducted [146], [217], along with their associ-
ated references. The team then replicated and tested relevant models from these
publications by applying them to various P&IDs from past projects undertaken
by McDermott.

Part 2. While many large corporations typically maintain isolated platforms or
databases across diverse offices or business units, making the substantial volume
of daily generated data largely inaccessible for machine learning application devel-
opment [38], McDermott is an exception. The company’s document management
system grants access to a vast amount of structured data from all project types
executed over two decades. This access has allowed the research team to compile
a high-quality training dataset.

The empirical data that supports the second part of this research is built on the
experience obtained from an application previously developed and successfully
deployed within McDermott, as cited in [62]. This application employs machine
learning and regression techniques to forecast the engineering hours needed across
different disciplines for designing petrochemical or gas processing plants. Given
its successful integration within the company, the established workflow for data
collection, preparation, and feature engineering was also re-applied for this study.
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7.4 Development and Assessment of the Proof of
Concept

This section outlines the creation of the proof of concept (POC) for our proposed
solution. Firstly, we detail the foundational concept of the solution, and, secondly,
the POC development. Then, we discuss the actual implementation and evalua-
tion of the POC, along with critical insights revealed throughout the development
process.

7.4.1 Concept description

The complete solution’s concept is illustrated in Figure 7.2. A breakdown of each
component is provided below:

Figure 7.2: Solution proposal for material quantity estimation where Part 1 in-
volves the extraction of actual quantities using Object & Text Localization and
Recognition models, while Part 2 entails the verification of these quantities by
employing Regression techniques for comparison with historical data.

Part 1. Material List Extraction. This component focuses on streamlining
the creation of material lists by identifying symbols, their respective quantities,
and sizes within Piping and Instrumentation Diagrams (P&IDs). This is cru-
cial for extracting material quantities from the provided tender’s diagrams. It’s
segmented into two phases:

Phase 1: This phase synergizes text and symbol detection models to fetch both
forms of data, along with their spatial coordinates and classes [114], [85].

Phase 2: In this phase, the system correlates identified lines and their accompany-
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ing line numbers (in text format) with specific symbols. It extracts vital metadata
from these line numbers, such as size information. It uses heuristics like Euclidean
distance between each detected symbol and text to link them optimally. This ap-
proach ensures that material listings are both accurate and comprehensive. This
workflow’s visual representation can be viewed in Figure 7.3.

Figure 7.3: Visualization of the workflow for Automatic Generation of Material
Listings.

Part 2. Predictive Analysis of Material Quantities and Features. This
segment leverages regression methods to forecast both the quantities of materials
and their specific attributes based on the historical data of past projects. The goal
is to refine the material quantities deduced from the tender’s drawings, aligning
it with the company’s past experiences and project executions. This involves:

Phase 1: Leveraging a machine learning regression model that uses data from
past EPC projects to predict material quantities.

Phase 2: The model also projects the properties of materials based on prior
procurements for similar projects. The training data for these predictions are
extracted from the conclusive procurement reports available at each EPC project’s
end.

The outcomes from Part 1 and Part 2 are analyzed, and a consolidated final
output is produced using any appropriate method, like, for example, averaging.
This final output provides an estimated quantity for each material type derived
from the P&IDs, including its attributes, which then can be efficiently utilized for
material cost estimation purposes.
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7.4.2 Cost-Efficiency Potential

Currently, generating Material Take-Offs (MTOs) for procurement cost estimation
is a meticulous and labor-intensive task. Engineers have to go through each
drawing, distinguishing symbols, counting them, and then updating an MTO
spreadsheet. Based on McDermott’s experience, the crafting of an MTO for just
ten drawings can consume up to 36 hours for a skilled engineer. With these
assumptions, it is easy to calculate the monetary value of the saved time for
engineers using a proposed solution.

Given that a standard large EPC project involves around 1; 000 drawings and
assuming the average engineer’s hourly expense is $100 (this figure encompasses
the salary, overhead costs such as equipment, utilities, office rent, taxes, insurance,
pension, etc.), and taking into account the average number of revisions per project
is 3, we can calculate the potential financial advantages for a large EPC contractor
as follows:

ˆ Hours saved for each revision:

1; 000 drawings �
36 hours

10
= 3; 600 hours (7.1)

ˆ Financial savings in a high-cost engineering setting per individual project:

$100 � 3 revisions � 3; 600 hours = $1; 080; 000 (7.2)

Besides the time aspect, the manual approach carries the risk of errors. These
mistakes, whether related to quantities, sizes, or materials, can have substan-
tial financial ramifications. The newly proposed method, which used information
extraction techniques together with historical project data, promises significant
improvement in both efficiency and estimation accuracy. This not only facilitates
decision-making and optimized resource distribution but also serves as a valuable
asset for the broader engineering domain, especially during tender phases where
cost estimation is paramount. The proposed solution also emphasizes the practi-
cality and effectiveness of the approach in industrial settings, demonstrating its
value and potential for widespread adoption.

Although the solution greatly reduces the reliance on manual intervention, it
doesn’t eliminate it entirely. Engineers with expertise are still needed to inter-
pret quantities from the drawings as well as to check, validate and improve the
algorithms regularly. However, it does enable more precise assumptions about the
potential cost of future projects.
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7.4.3 Development of Proof of Concept

Part 1. Material List Extraction

P&IDs are typically very congested drawings with characteristics that compli-
cate object recognition. Challenges arise from variations in the symbols’ visual
representations across the projects, symbol similarities, small scale of symbols
and text compared to the drawing size, the presence of text in an unstructured
way appearing everywhere on the drawing in various sizes and orientations and
overlaps between text and symbols. Given these challenges, an important step
of the model selection strategy for the first part of this research was an exhaus-
tive review of methodologies previously applied to P&IDs and other engineering
drawings. It was also essential to select open-source models that are easy to im-
plement and maintain. Furthermore, these models needed the flexibility to be
modified, addressing any identified gaps in the literature that significantly affect
the recognition accuracy and reliability applied to real-world P&IDs.

Two predominant approaches were identified from the literature review on meth-
ods used for information extraction from P&IDs. The first one employs template
matching, wherein a database of symbols is established, and matches are identi-
fied using a threshold value [110]. The second approach leverages deep learning
techniques. It is important to mention that the majority of the available litera-
ture supports the second approach. While template matching is typically faster
because it is an unsupervised method that does not require extensive data an-
notation and training, previous work revealed that it does not perform well in
detecting and classifying P&ID symbols, especially when there is a tiny config-
uration difference between symbols representing different components [137]. To
verify the results from previous research, we developed and tested a template-
matching script on P&IDs. As anticipated, this method produced numerous false
positives. Therefore, we opted for supervised deep learning-based object recogni-
tion as the primary approach for this research.

To recognize symbols, three advanced one-stage detectors were utilized: General-
ized Focal Loss (GFL) with ResNet backbone, GFL with RedNet backbone, and
VarifocalNet (VFNet). The ResNet-backed GFL refines classification and bound-
ing box regression and has prior application in P&IDs [124]. The RedNet-backed
GFL, a ResNet variant incorporating involution operations, offers enhanced sym-
bol detection accuracy [122]. Meanwhile, VFNet, though previously untested on
P&IDs, reportedly surpasses GFL in terms of performance, thanks to its modifi-
cation of the focal loss [229].

A significant challenge arose from the uneven distribution of symbols in P&IDs,
leading to a class imbalance. For instance, gate valves appear more frequently
than other symbols (Figure 7.4). To counter this, two key techniques were em-
ployed: data augmentation and cost-sensitive learning. For augmentation, P&IDs
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were fragmented into overlapping segments called tiles. Segments with prevalent
symbols were excluded from the augmentation, while underrepresented symbols
were augmented using rotations at various degrees and width shifts. The cost-
sensitive learning was facilitated by adjusting the losses based on class prevalence
using the effective number of samples for each class [50].

Figure 7.4: A section of a P&ID showing a typical example of class imbalance
(gate valve, highlighted red, being the dominant symbol in this case).

Another challenge emerged in the form of symbols that, despite being identical in
design and classification, appeared in varied scales within the same P&ID (shown
in Figure 7.5). A specialized model was developed to identify these downsized
symbols. This model, trained on downscaled segments, runs in parallel with the
primary model. This approach reduces annotation efforts and does not require
P&IDs with downscaled symbols in the training data and, therefore, allows spar-
ing them for testing. Any overlapping detections done by these two models were
reconciled using the Intersection over Union (IoU) method to eliminate redun-
dancies. The overall process flow is demonstrated in Figure 7.6.

Similar to symbol recognition, text detection and recognition in P&IDs remain
less explored, too. This study assessed two methods:

EAST and Tesseract: The Efficient and Accurate Scene Text (EAST) detector
was paired with the Tesseract OCR engine for text detection and recognition,
respectively. EAST, recognized for its solid performance in the Incidental Scene
Text challenge, has been previously applied to P&IDs with commendable results
[108]. Nonetheless, improvements are essential, particularly to accurately detect
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Figure 7.5: An example of scale down symbol – two gate valves of different sizes,
indicated in blue, appearing on the same P&ID.

Figure 7.6: Overall process flow for symbol recognition .

text strings close to non-text elements, vertical text, long text and line numbers.
Tesseract, on the other hand, is a renowned OCR solution [108].

Fast Oriented Text Spotting (FOTS): This method combines detection and recog-
nition tasks, promising reduced computational time. This method was selected
because it saves computation time due to its text detector and recognition models
sharing the backbone network structure Resnet-50. Furthermore, FOTS employs
RoIRotate to extract oriented text regions from convolutional feature maps. It’s
noteworthy that prior to this study, FOTS hadn’t been tested on P&IDs [127].

In this study, we prioritized enhancing the capabilities of the EAST model paired
with Tesseract. Simultaneously, we assessed the feasibility of using the FOTS
approach for P&IDs.

Part 2. Predictive Analysis of Material Quantities and Features

In the second phase of our research, we used machine learning regression models
to forecast material quantities. Since the data sourced from McDermott’s Docu-
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ment Management System is tabular, regression models effectively learned from
the historical data and delivered rapid, accurate predictions. We employed feature
engineering to identify essential prediction attributes and implemented regular-
ization and hyperparameter tuning to enhance the model’s accuracy. Projects
with non-standard quantities and sizes were excluded to ensure they do not skew
the predictive results for typical project quantities. Additionally, subject mat-
ter experts (SMEs) conducted outlier analyses to determine the causes of these
atypical values.

7.4.4 Evaluation of the Proof of Concept

For Part 1 of the proposed solution, the research team proceeded with the VFNet
method for symbol recognition. This choice was driven by its higher Mean Average
Precision than GFL with the ResNet or RedNet backbones. For text recognition,
a decision has been made towards the EAST model combined with the Tesseract
OCR engine (Figure 7.7). This was because the FOTS text recognition did not
perform well on P&IDs.

Figure 7.7: Process flow for text detection and recognition.

As a next step, a proof of concept (POC) was created to combine both the symbol
and text models. This POC identified symbols with their respective sizes and
produced a Material Take Off (MTO) presented in a tabular format. The results
of the POC are illustrated in Figure 7.8 and Figure 7.9.

The POC has been tested on P&IDs from four different projects. The perfor-
mances are detailed in Table 7.1 (for the symbol recognition model) and Table
7.2 (for the integrated symbol and text models). The results of the recognition
model show acceptable performance (Table 7.1). The error analysis of POC with
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Figure 7.8: Example 1 of processed P&ID with detected symbols highlighted
according to class.

combined models (Table 7.2) concluded that insufficient performance (less than
85%) is related to its association logic, i.e. missing values due to the wrong logic
used for association and missing values of symbol sizes on P&IDs.

In Part 2 of the research, a linear regression model was developed that can make
predictions of material quantities based on previous data with an accuracy range
between 67.3% and 93% on test data (depending on the input feature).

The model’s performances were evaluated with two statistical methods:

ˆ Mean Absolute Error (MAE)

ˆ Coefficient of Determination (R2)

The MAE measures the average of absolute differences between actual and pre-
dicted values, equation (7.3), where ŷ is the predicted y value. Notably, this
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Figure 7.9: Example 2 of processed P&ID with detected symbols highlighted
according to class.

averaged prediction error metric is negatively orientated (so we aim for MAE
! 0) and is expressed in units of the quantity of interest (e.g., meters in the case
of predicting total pipe lengths). Whilst the MAE is easy to interpret for any
given model, this metric is subject to the scale of the feature quantities. There-
fore, in order to compare model performance across differently scaled data, further
analysis with the original dataset or post-processing techniques is required.

MAE =
1

N

NX

i =1

jyi � ŷj (7.3)

The R2 represents the proportion of the variance in the desired prediction variable,
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Table 7.1: Evaluation of the Symbol Recognition Model

Number of Symbols Targeted 4121
Correct 86.5%

Incorrect 7.5%
Missing 5.9%

Table 7.2: Evaluation of the Combined Symbol and Text Recognition Model

Project 1 2 3 4
Number of Symbols

Targeted 73 180 75 43
Correct 44% 62% 42% 55.81%

Incorrect 12% 15% 4% 6.09%
Missing 44% 28% 54% 37.20%

equation (7.4), where ȳ is the mean y value. This makes a dimensionless score
value ranging from 0 to 1, allowing easy comparison across varying project data
and models. A key benefit is that it allows us to determine whether models are
being overfitted or not. If there is a significant difference between the training
and test R2 scores, then the model has been overfitted, and its parameters need
to be adjusted accordingly.

R2 = 1 �
P

(yi � ŷ)2
P

(yi � ȳ)2 (7.4)

For this proof-of-concept tool, a threshold accuracy for acceptance was kept at
70%, which the model achieved for most of the quantities (Figure 7.10). The
accuracy calculations were done as per equations (7.5) and (7.6).

Accuracy = 100% � Error Rate (7.5)

Error Rate =
jObserved Value � Actual Valuej

Actual Value � 100
(7.6)

7.4.5 Key Considerations

Part 1. Implementing an application for object recognition on actual P&IDs
in an industrial context presents unique challenges, one of which is the necessity
of domain expertise. Early-stage MTOs, especially during bidding and tender
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Figure 7.10: Example of key quantity predictions. Values are hidden due to the
confidentiality of the data.

phases, often have incomplete P&IDs. For instance, some items may lack size
details, as seen in Figure 7.11, or legend sheets might require further interpre-
tation. How individuals interpret P&IDs can also differ based on the project or
regional standards. Hence, the developed application must allow users to actively
engage with the results, whether it is to input missing details or adjust an incor-
rect detection. Incorporating a feedback system is essential. By using processed
P&IDs and their corresponding MTOs for model training, the accuracy and trust-
worthiness of the models can be continually refined. For better user adoption, a
comprehensive user guide outlining any assumptions made during the recognition
process will ensure clarity and foster trust among engineers.

Another significant challenge is the presence of annotations or markups, like
clouds, made by engineers or drafters on P&IDs. Such annotations can clut-
ter the drawings, making them hard to decipher for humans and AI algorithms,
as shown in Figure 7.12.

Lastly, symbol variations across different projects are not uncommon. Hence,
adopting a method that speeds up the annotation and training processes is ben-
eficial.

Part 2. As the main requirements for the ML Prediction Model is a high-quality
data, domain knowledge and expertise, the challenges that ongoing research has
revealed are:
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Figure 7.11: Missing valve size (highlighted yellow).

Figure 7.12: A section of a very congested P&ID including ”cloud” markups.
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Data Quality and Availability: The primary data sources for model training come
from project close-out reports and the archived MTOs of previous projects, which
contain information about material quantities and their metadata. Merging data
from both these sources for each project presents challenges. Some projects have
gaps in the close-out reports, while others might not have detailed MTOs. Typ-
ically, newer projects seem to possess more comprehensive data. Moreover, data
completeness varies among different disciplines, with some having a more robust
dataset than others.

Feature Selection for Prediction: Determining the suitable parameters for pre-
diction in EPC projects is challenging. Given the complex nature of variables
and quantities in these projects, many factors during project design can influence
them. Thus, even for experienced engineers, choosing the most relevant variables
for a specific prediction becomes difficult.

7.5 Discussion and Future Work

Building on previous research on the symbol and text recognition and forecasting
techniques, our research utilizes a comprehensive collection of authentic P&IDs
created for various clients that contain a broad spectrum of unique symbology. It
also capitalizes on rich historical data from past engineering projects. In doing
so, our work addresses the identified shortcomings in earlier studies, such as the
scarcity of the available data in academia with real-life drawings containing symbol
variation, noise, and diagram density. The creation of our proof of concept has
also underscored the critical prerequisites necessary for the successful development
and deployment of our proposed solution, i.e.:

ˆ The capability to handle and process vast amounts of P&ID data.

ˆ A resilient development environment that can accommodate the complexi-
ties of the task.

ˆ Adequate computational power for training, testing, and processing the
P&IDs.

ˆ A dedicated image annotation tool. Given the sensitive nature of the data,
online tools would be inappropriate due to intellectual property (IP) pro-
tection.

ˆ A viable platform where the solution can be deployed and accessed.

Furthermore, the input and guidance of domain specialists are essential through-
out the development phases, ensuring the solution captures important details both
effectively and efficiently.
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While the proof of concept has been finalized, the research continues. Areas still
under exploration are:

ˆ Further evaluation and validation to address real-world complexities such
as symbol variations, noise, and diagram density in P&ID. This is crucial
to demonstrate the claimed potential of our solution in practical settings.
Concerning the obtained results, the impact and risks of low recall/accuracy
are significant. For instance, a decision based on a low accuracy rate must
include the costs and efforts required to cover the inaccuracy gap.

ˆ Refining the models for text and symbol recognition to overcome challenges
like noise and diagram density.

ˆ Broadening the symbol recognition model to accommodate more symbols.

ˆ Developing capabilities to recognize lines and associate them with their re-
spective line numbers and symbols.

ˆ Further improving the performance of the linear regression model, which
might highly depend on more projects data.

Establishing the definitive advantage of our approach over existing ones is a chal-
lenge, primarily due to the lack of adequate industry references about similar
solution deployments. Consequently, this research’s primary indicators of success
revolve around its usability and the tangible financial benefits that McDermott
would realize after its deployment in real-world projects.

7.6 Conclusion

In this study, we explored the potential of AI-driven solution to address the chal-
lenges in material cost estimation during the tendering phase of large-scale EPC
projects, known for their complexity, technical intensity, and reliance on expert
knowledge. A key aspect of these projects is the procurement of materials, which
significantly impacts overall project expenses and necessitates precise cost eval-
uation during the bidding process. Currently, the estimation process is manual,
time-consuming, and dependent on individual estimators’ expertise. The research
aims to introduce a tool that empowers decision-making during the bid evalua-
tion phase and reduces manual work and the risks of underestimation of the EPC
project’s material costs.

We propose a comprehensive solution combining deep learning and machine learn-
ing techniques, which is built upon the findings of case projects conducted within
McDermott that have already successfully demonstrated the potential of AI tech-
nologies. While our research is still in progress, sharing the concrete results from
our proof of concept phase is vital. Moreover, the universal nature of this solution
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enables its application across various companies within the engineering field, con-
tributing to ongoing efforts to improve the efficiency and accuracy of EPC project
estimations.
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Abstract

This study explores an innovative AI-based solution for enhancing material pro-
curement and cost estimation in Engineering, Procurement and Construction
(EPC) projects, particularly within the oil & gas and petrochemical sectors. By
integrating deep learning techniques for symbol and text recognition with regres-
sion analysis of historical project data, this research aims to automate the tra-
ditionally manual and labor-intensive process of estimating material quantities.
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The proposed solution builds on previous advancements in object detection and
machine learning and aims to enhance accuracy, efficiency, and risk management
in procurement processes. Significant benefits include time savings, reduction in
human error, and cost-effectiveness, thereby facilitating sustainable and compet-
itive EPC project bids.

182



8.1 Introduction

Engineering, Procurement, and Construction (EPC) projects (also referred to
as Architecture, Engineering, and Construction - AEC) stand out for their
technology-driven designs and dependence on the proficiency of engineering and
construction teams. As recognized by [201], clients and owner organizations
are progressively elevating their expectations from EPC contractors, for whom
achieving project success entails managing the balance between cost, schedule,
and quality, [215]. Therefore, precise cost estimation is crucial to enable EPC
contractors to sustain their competitive advantage, [68]. Numerous studies have
underscored the significance of precise cost evaluations during the bidding phase.
These evaluations substantially impact the financial outcomes of construction
projects and affect their feasibility and resource allocation [7]. Additionally, the
projected cost can be a determining factor for clients when deciding whether to
proceed with a project or not, [140].

Within the cost breakdown of EPC projects, procurement represents a significant
portion of the total project costs. On average, procurement expenses constitute
approximately 52% of the overall costs in petrochemical and oil and gas EPC
projects, which highlights the critical need to develop accurate cost estimates for
material procurement, [195].

While project delivery systems and information technologies have advanced sig-
nificantly, most industry participants have been slow to adopt new technologies
to enhance project performance to the desired levels, [201]. At the same time, the
importance of Artificial Intelligence (AI), particularly machine learning (ML) and
deep learning (DL) techniques, is steadily growing in various estimation and fore-
casting activities, [4]. Several research papers have delved into AI applications for
predicting construction costs, leveraging extensive historical tender data to iden-
tify patterns and trends, [140]. Many of these studies have relied on regression
techniques as the standard approach to cost estimation. It is worth noting that
these research efforts consistently mention the significance of risks associated with
material procurement, as they can substantially impact the overall project costs,
[130]. Furthermore, AI offers many advantages, including automation, intelligent
and quick decision-making, reduction of human errors and resource optimization,
all of which contribute significantly to the operations of large companies. It also
enables organizations to redirect their focus from time-consuming manual pro-
cesses such as quality management, anomaly detection, and reporting, [171]. Al-
though the impact of AI has been noticed in various subfields within AEC/EPC,
the development of specifically tailored approaches to seamlessly integrate human
knowledge and expertise into AI applications has still been lacking, [171].
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8.1.1 Research Focus

In the EPC industry, process flow diagrams (PFDs) and piping and instrumenta-
tion diagrams (P&IDs) are particularly valuable for obtaining substantial material
quantity information since they contain crucial information about chemical pro-
cesses, including topology, primary unit operations, control equipment and piping
data, [210]. Nowadays, many companies still continue to share P&IDs in PDF or
scanned form during the tendering phase due to the non-availability of computer-
aided files or intellectual property considerations, [62]. Consequently, this results
in a labor-intensive and time-consuming process of manually counting materials
indicated on these drawings, directly increasing engineering costs due to spent
hours, [140]. Furthermore, tender documents often lack comprehensive material
quantity information. This gap forces project estimators to rely heavily on their
individual expertise to make realistic cost predictions, and the varying levels of
expertise among them introduce inherent inconsistencies, [7]. Such discrepancies
can lead to inaccurate material quantity predictions, potentially escalating costs
during project execution, [130].

To address these challenges, we propose a two-fold solution:

ˆ Part 1: Utilizing deep learning techniques together with knowledge rules
(heuristics) to extract essential information from engineering drawings.

ˆ Part 2: Applying regression analysis to historical data derived from similar
types of projects, which were previously executed within McDermott, to
make accurate material cost forecasts.

The proposed solution builds upon the achievements of internal case projects con-
ducted at McDermott, where deep learning object detection algorithms identify
design errors, [61], and regression analysis predicts engineering hours, [62], and
also benefits from recently published advancements in symbol and text recogni-
tion, which have been assessed for their suitability for real-world applications.

This manuscript represents the extension of the conference paper “Practical Soft-
ware Development: Leveraging AI for Precise Cost Estimation in Lump-Sum EPC
Projects” [59]. While the original conference paper introduced a preliminary con-
cept of the solution, providing only a high level of details about performance
evaluation for each part, this manuscript offers a more detailed error analysis
of the individual models and provides an in-depth look at data processing, in-
cluding annotation, augmentation and tiling, and model development process.
In addition, we describe a methodology for associating symbols with text based
on domain knowledge rules and provide details of material forecast evaluation,
which was not part of the conference paper, therefore giving a full overview of the
integrated software solution’s development.

While our research is ongoing, we emphasize the importance of sharing the results
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from the proof-of-concept phase. This contributes to the ongoing effort on infor-
mation extraction from engineering blueprints using deep learning techniques and
shows how deep learning and machine learning can be combined with knowledge
rules to enhance the efficiency, accuracy, and reliability of EPC project estima-
tions. Ultimately, our objective is to provide a valuable tool supporting decision-
making during bid evaluations, reducing manual labor, and mitigating the risks
associated with underestimating EPC projects. It is also worth mentioning that
while there are numerous industrial white papers discussing this topic, there is
a scarcity of publicly shared success stories and, at the same time, a growing
academic demand for research in this field, highlighting the need for literature
that explores the practical application of AI techniques to enhance outcomes in
the energy industry, [220]. Therefore, the additional value of this work lies in
bridging the gap between academia and industry by presenting an AI-based so-
lution that directly contributes to effective operations through improved material
management.

The paper is organized as follows: Sections 8.2 and 8.3 describe the background
of the problem and related work. Section 8.4 outlines the research method for
solution development. Section 8.5 and 8.6 discuss the solution development and
results. Future work and threads to validity are discussed in section 8.8. The
conclusion is presented in section 8.9.

8.2 Background

8.2.1 Introduction to AEC/EPC projects

AEC/EPC projects encompass a wide range of industrial installations, primar-
ily focusing on large-scale infrastructure developments within the private sector.
The goal of the AEC/EPC businesses is to design, construct, and, sometimes, also
operate the Capital Assets. The term AEC (Architectural, Engineering, and Con-
struction) serves as a comprehensive descriptor for the entire industry, while EPC
(Engineering, Procurement, and Construction) focuses on the actual building of
Capital Assets, [2].

This research explicitly narrows its focus to large EPC projects because the pro-
posed solution is tailor-made for material procurement, which is directly relevant
to the construction of the capital asset.

Large EPC projects are characterized by a capital cost exceeding $500 million and
extended execution, [24]. They involve the integration of numerous technical dis-
ciplines and require extensive knowledge. These projects hold significant economic
importance as they encompass various installations like tunnels, bridges, dams,
and processing plants, [23]. However, specific sectors such as energy, including
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Figure 8.1: Typical project organization and work breakdown structure of the
large EPC projects [2]. Where the cost breakdown is a) Detailed engineering (10-
20%), b) Procurement of materials & equipment (30-50%), and c) Construction
and fabrication (30-50%), [23].

petrochemicals and oil and gas, rely on them the most due to their complexity
and stringent safety standards, [194], [73]. These standards often demand a high
level of technical availability, typically no less than 95% throughout the facility’s
lifetime, which typically spans 20-25 years, [23]. The typical execution model for
EPC projects includes technical design, project management, engineering con-
sulting, and general contracting, [130]. The project execution process involves
operators who are contracted by owners to manage and operate Capital Assets
on their behalf. Owners typically select a general EPC contractor to build the
asset, [2]. Thus, the general contractor assumes comprehensive responsibility for
the project, encompassing the design, procurement of equipment and materials,
construction, and commissioning of the entire project, see Figure 8.1.

8.2.2 AI integration in the EPC business sector

As of 2022, the global EPC market has reached a value of approximately USD
8.24 trillion. This growth can be explained by the rising demand for infrastruc-
ture development and the expanding applications of EPC services across various
industries. Projections indicate that the EPC market is expected to continue its
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upward trajectory, with a forecasted Compound Annual Growth Rate (CAGR) of
4.79% between 2023 and 2028. By the year 2028, it is estimated that the global
EPC market will have surged to a value of USD 10.54 trillion, [178].

Considering the oil and gas industry, in 2021 alone, it generated over 5 trillion US
dollars worldwide, [220]. Recent estimates indicate that the global oil and gas in-
dustries presently contribute around 3% to the world’s GDP, which is anticipated
to exceed 5% within the next decade, [220].

Meanwhile, the integration of AI technology into EPC projects is gaining momen-
tum. The global market value of AI in this sector stood at US$429.20 million in
2018, with predictions indicating that it will surge to US$4.51 billion by 2026,
[171]. This integration is primarily motivated by the need to minimize costs. His-
torically, the adoption of technology has consistently resulted in reduced project
costs, a similar trend is anticipated in oil and gas projects. AI empowers com-
panies to optimize their operational costs, leading to significant resource savings.
These savings directly translate into cost reductions, allowing EPC companies to
competitively price their projects in the market, [109].

On top of it, the energy sector, in general, is currently undergoing a substantial
transformation, marked by new challenges related to environmental concerns and
the rapid expansion of renewable energy sources, [86]. In response to the growing
sustainable practices, the utilization of AI in oil and gas projects has gained even
greater significance in recent years. In the context of the oil and gas or petrochem-
ical sector, ”sustainable development” means embracing policies and procedures
that enable the industry to meet its current energy demands while safeguarding
the environment for future generations, [220]. Any efforts to minimize energy con-
sumption within construction projects in these sectors can significantly enhance a
project’s reliability and automatically improve its sustainability, [75], [220]. Inte-
grating AI-driven solutions offers a more efficient means of addressing the unique
aspects of construction projects and automating various tasks, facilitating their
timely completion and allowing human resources to focus on critical activities,
[220]. AI also supports sustainable growth within the sector by optimizing supply
chain and material management processes. This, in turn, leads to reductions in
material wastage and costs, [171].

8.3 Related Work

8.3.1 Current research trends in symbol and text recogni-
tion on engineering drawings

The digitization of complex engineering drawings has been a long-standing area of
interest, even before the emergence of deep learning. Traditional computer vision
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methods are reported to underachieve due to their limited adaptability to various
drafting standards and techniques, [137]. However, starting around 2010, there
was a significant shift towards exploring neural networks and deep learning for
the purpose of pattern identification in engineering blueprints, with the aim of
automating their digital conversion, [61]. Since that time, numerous methods have
been developed and tested for the detection of symbols and text within engineering
drawings . In recent years, the field of P&ID symbol recognition has experienced
an increase in research focused on object detection and classification methods,
largely thanks to the advancements in deep learning techniques. This shift towards
deep neural networks has opened up new possibilities for digitizing or harvesting
information from complex blueprints that are not available in computer-aided
format.

[172] introduced a two-step approach for extracting information from P&ID dia-
grams. Their method employed a Fully Convolutional Network (FCN) to identify
and classify 11 symbols, particularly those with subtle visual distinctions between
classes. Additionally, they utilized a pre-trained Connectionist Text Proposal
Network (CTPN) to detect text patches and used the Tesseract OCR for text
recognition. To detect lines, they applied a technique based on the Hough Trans-
form, [58]. Finally, the association of elements was achieved through Euclidean
distance-based rules.

[163] introduced the Digitize-PID system, a solution for the digitization of P&ID
diagrams. This system outperformed Rahul et al. in its ability to detect symbols,
text, and lines. To overcome the challenge of identifying and categorizing intricate
symbols with small differences, the authors adopted a two-step approach. First,
they utilized a Fully Convolutional Network (FCN) for segmenting and obtaining
region proposals for complex symbols, [190]. Subsequently, these region proposals
were processed by a Textured-Based Multi-Scale Localization Network (TBMSL-
Net) trained for symbol classification, [228].

In handling text within the diagrams, the researchers employed the CRAFT net-
work, [16], for text detection and Tesseract for text recognition. To extract lines,
they utilized filters with a structuring element matrix, which proved to be more
effective, particularly on noisy P&IDs, compared to the Hough transform method
used by Rahul et al. The process of digitizing P&IDs involved the use of Hough
transforms for basic shape detection, supplemented by additional techniques for
localizing complex shapes. The association was carried out by applying the k-
nearest neighbours algorithm to identify the k-closest text boxes corresponding
to each symbol, followed by the application of regex rules.

[114], in their research, introduced a comprehensive digitization framework specif-
ically designed for P&IDs. They proposed an end-to-end architecture that made
use of the Generalized Focal Loss (GFL) network, [125] for symbol recognition.
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Their approach involved the utilization of two specialized GFL networks: one for
detecting symbols above 700 pixels and another for detecting symbols below 700
pixels. To improve the detection of closely positioned symbols, they implemented
Adaptive Non-Maximum Suppression (NMS), [152]. For text recognition, the
authors adopted the pre-trained CRAFT network for detection purposes and em-
ployed Tesseract for recognition tasks. Additionally, they used RetinaNet for line
detection to identify line markers and flow arrows. Recognizing continuous lines
involved pixel-level traversal for straight lines and a Hough-transform method for
diagonal lines. The association of symbols, text, and lines was carried out using
rules based on distance.

[70], in their research, have developed a deep learning approach aimed at iden-
tifying symbols in engineering drawings. This method addresses the limitations
observed in the study by [172] by demonstrating that the new approach is able
to handle a wider variety of symbols requiring recognition and has improved the
inconsistent accuracy of Rahul et al.’s work. The authors employed the third
version of the You Only Look Once (YOLO) framework for symbol detection
and recognition. Additionally, they trained a Multi-Feature Consistency Gener-
ative Adversarial Network (MFC-GAN) model to generate engineering symbols,
effectively addressing the issue of class imbalance among symbols on P&IDs.

[108] focused on digitizing text from complex engineering diagrams encountered in
real-world scenarios. For text detection, they employed the Efficient and Accurate
Scene Text (EAST) detector, and for text recognition, they utilized Tesseract v4.
However, they encountered challenges with their approach when dealing with in-
tricate text representations, especially in situations where text was densely packed
and closely positioned alongside other elements.

The existing research on P&ID symbol recognition has some limitations that need
to be addressed. Firstly, most of the research reports overall recognition results
without specifying how well the methods perform on each type of symbol. Addi-
tionally, it’s unclear whether the evaluation includes P&IDs containing symbology
variations that were not part of the training data, making it uncertain whether
these models can generalize. Another issue in the current literature is the lim-
ited focus on detecting vertical text lines. Many existing deep learning P&ID
recognition methods rely on the EAST model for text detection, which strug-
gles with vertical text. This suggests the need for modifications to the models
to better suit the domain of its application. Furthermore, the association tech-
niques used in existing research are predominantly rule-based. However, there
is no well-established set of rules in the industry for this purpose. This lack of
standardization complicates the development of effective association methods.
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8.3.2 Current trends in forecasting using historical data

The topic related to forecasting using AI technology and historical data is signif-
icant for the EPC industry, as leveraging historical data for forecasting can lead
to more accurate project planning, cost estimation, and risk management, [53],
[4].

[17] propose an energy consumption forecasting model using machine learning
methods (Linear Regression, Support Vector Machine, Decision Tree, and Artifi-
cial Neural Networks) for the industrial sector. The study finds Linear Regression
to be the most efficient method for predicting energy consumption.

[111] introduce a hybrid energy forecasting model based on extreme gradient
boosting, categorical boosting, and random forest method, focusing on pre-
processing using feature engineering to improve forecasting. The model, validated
with South Korea’s hourly energy consumption data and shows a high forecasting
accuracy.

[92] review the literature dedicated to applications of machine learning in areas
such as predicting energy prices (e.g. crude oil, natural gas, and power), demand
forecasting, risk management, trading strategies, data processing, and analyz-
ing macro/energy trends. Their findings suggest that Support Vector Machine
(SVM), Artificial Neural Network (ANN), and Genetic Algorithms (GAs) are
among the most popular techniques used in energy economics papers.

[140] suggest that various machine learning techniques, including knowledge-based
systems (KBS), evolutionary systems (ES), and hybrid systems (HS), have been
widely adopted for cost estimation as they leverage extensive historical tender data
to identify patterns and correlations, leading to more accurate cost predictions.

[7] confirms in their study the efficiency of AI algorithms such as Random For-
est (RF), Support Vector Machines (SVM), and multilinear regression (MLR) in
forecasting cost overruns in high-rise building projects.

8.3.3 Summarizing

In general, the lack of publicly accessible datasets for P&IDs has necessitated the
creation of synthetic datasets, such as Dataset-P&ID. However, these datasets
often fail to encapsulate the real-world complexities, including symbol variation,
background noise, and diagram density, [163], [108]. This situation also restricts
the availability of datasets suitable for validation, [114]. Consequently, models are
typically trained on data with clear text instances and consistent symbols, which
might not accurately reflect real-world conditions, [62]. Moreover, linking text to
symbols frequently demands specialized domain knowledge, [163]. The presence
of company-specific drafting standards complicates symbol variation further, [62].
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On the contrary, our study gains an advantage from an extensive collection of
industrial data. This enables us to tackle the issues associated with symbol
variation, noise and density effectively. In addition to the published work, we
demonstrate approaches for managing diverse symbology, improving annotations
and handling the background noise of actual industrial documents, as well as
applying domain-specific knowledge rules and utilizing available historical data
repositories from past engineering projects.

8.4 Research Method

This work was conducted at McDermott, a leading Engineering, Procurement,
and Construction (EPC) company with a global presence and which is known for
undertaking large-scale projects in the energy sector. These projects adhere to a
stringent safety integrity rate of 10� 5, indicating a limit of hazardous failures as
one per every 100,000 hours of operation, [87]. The research initiative was started
by the first author and executed with the support of McDermott’s engineering
team under the direct supervision of the first author. The second author played
a key role in the project’s development, as detailed in Table 8.1.

In software engineering, the adoption of empirical research methods varies among
scholars, highlighting methods like Action Research, which merges theory and
practical application through a cyclic process of diagnosing problems, taking ac-
tion, and reflecting, [199], [66], [224]. This method, which supports the collabora-
tive efforts of researchers and practitioners, was deemed suitable for this study as
the first two authors were part of the research team. While this approach might
raise concerns about objective observation, [219], [66], they grant unique access
to empirical data due to the authors’ engagement with daily operations as insid-
ers and their responsibility to set quality standards. An external observer would
have been unable to achieve this level of involvement, especially considering the
confidential nature of the data used in the study.

The study’s empirical analysis was organized around a set of activities derived
from established action research workflows, [49], [66], [200], facilitating a struc-
tured, iterative exploration of findings as illustrated in the Figure 8.2.

8.4.1 Problem identifying

The business problem that prompted this research revolves around the extraction
of material take-offs (MTOs) - information from piping and instrumentation dia-
grams (P&IDs) - during project estimation activities in instances where P&IDs are
available only in non-digital formats (for example, as legacy hard copies) or when
clients share only PDFs to safeguard sensitive information. In such scenarios,
engineers are required to invest a significant amount of hours in manually exam-
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Table 8.1: Corresponding Roles in the Research Team

Job ID within organization Role in the research

Senior engineering manager Artificial Intelligence Initiatives
Lead (first author)

Senior engineer Product Manager
Senior engineer AI developer (technical lead)
Junior engineer Software developer (front end)
2 x interns ML/DL programmers
Junior engineer AI developer, ML/DL programmer

(second author)
Senior engineer Data scientist
Junior engineer Data scientist
Junior engineer Dataset Preparation, domain expert
Senior Principal engineer Dataset Preparation, domain expert

ining drawings, identifying symbols, and creating MTOs using Excel spreadsheets.
This manual process is error-prone, potentially resulting in inaccurate material
estimates during project bids, which can subsequently lead to the project’s total
cost overrun.

Thus, we formulated our Research Question as follows: “How can we au-
tomate the extraction of material quantity information while ensuring
estimating accuracy?”

In this phase, McDermott’s AI team collaborated closely with domain experts to
thoroughly understand the process of automating MTO generation from P&IDs.
After conducting market research to explore available solutions, a strategic deci-
sion was made to develop an in-house solution based on deep learning and machine
learning techniques, utilizing the company’s extensive data. This choice was mo-
tivated by the requirement to protect the company’s intellectual property (IP)
and the opportunity to keep improving the tool over time.

8.4.2 Research planning

During the research planning, an initial execution plan, budget, schedule, and crit-
ical milestones, along with appropriate success metrics, were established. These
success metrics were defined to measure the business value the proposed solution
might bring, explicitly focusing on the number of engineering hours it might save.

The research was initiated in October 2022 with problem formulation, collection of
empirical data and an extensive literature review. By February 2023, the research
proposal received approval for implementation from the company’s management.
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Figure 8.2: Typical performed activities for action research, [49], [66], [200].

This research was a collaborative effort involving McDermott, Eindhoven Uni-
versity of Technology, The Netherlands (TU/e) and the Data Science Technical
Institute, Paris, France (DSTI), see Table 8.1. The team comprises McDermott’s
data scientists, machine learning (ML) and deep learning (DL) programmers, do-
main experts, and interns from TU/e and DSTI. In total, 11 individuals were
involved in developing the prototype of the solution, a process that occurred be-
tween October 2022 and November 2023, see Figure 3.8.

8.4.3 Collecting the data

In contrast to many large corporations that often maintain separate platforms
or databases across various offices or business units, resulting in the substantial
volume of daily generated data being largely inaccessible for AI development, [38],
McDermott has an advantage. The company’s document management system
provides access to an extensive amount of structured data accumulated from all
types of projects executed over the past two decades. This access has enabled the
research team and domain engineers to compile a high-quality training dataset.

Details about data collection and pre-processing are provided in section 5.3, as
this activity has specifics for each different building block of the developed proof-
of-concept.
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Figure 8.3: Timeline of performed activities.

8.4.4 Solution development

To address the research question, deep learning methods were utilized to auto-
matically identify symbols, their metadata, and interrelations within Piping and
Instrumentation Diagrams (P&IDs), forming the initial segment of the research
(Part 1). Subsequently, historical data from archived as-built project reports
were analyzed by utilizing machine learning techniques in order to improve the
accuracy of the extracted material quantities, representing the second segment
of the study (Part 2). This comparative analysis between these two parts was
expected to provide estimators with a foundation for producing more accurate
material estimates.

Part 1:

The foundation of the initial part of this study was built on published research
about information extraction from P&IDs and practical insights from a successful
application developed at McDermott, as detailed by the first author in previous
work, [61]. This earlier application leveraged a deep learning model capable of
object detection and transfer learning to identify specific patterns on engineer-
ing drawings and categorize them for quality checks. The development process,
including data preparation, model selection and deployment, established a solid
base for current research.
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To tackle the distinct challenges of P&IDs, including the presence of small sym-
bols, their similarity, unstructured text and overlaps between text and symbols, a
thorough examination of optical character, object and text recognition methods
was performed. This review, referenced in section 3, aimed to identify models that
are not only open source but also straightforward to use and maintain. Further-
more, it was essential to choose models that could be adapted to overcome specific
limitations highlighted in the literature, as these limitations could greatly impact
the precision and reliability of recognizing elements on real-life (non-synthetic)
industrial P&IDs.

Data annotation for the symbol and text recognition models was performed using
offline open-source image annotation tools that recorded the object’s class and
position. The model training process was conducted in the Google Colab envi-
ronment, [94], utilizing the T4 GPU, [158], for both symbol and text recognition
training.

Part 2:

The empirical data supporting the second part of this research is derived from
the experience gained through another previously developed and successfully de-
ployed application within McDermott, as cited in [62]. This application utilizes
machine learning regression techniques to predict the engineering hours required
across different disciplines for designing petrochemical or gas processing plants.
Given its successful integration within the company, the workflow utilized for data
collection, data preparation and feature engineering was replicated in this work.

More comprehensive details regarding data collection and preparation are pro-
vided in section 5, where the development of the solution is discussed in depth.

8.4.5 Analysis

During this phase, the research team collaborated with domain experts to assess
the proof-of-concept’s (POC) performance with new data. These domain experts
were from the company’s office in The Hague, the Netherlands, as shown in Table
8.1. The final analysis encompassed a cost comparison between the investment in
development and the monetary value of the engineering hours saved.

8.5 Development of Proof-of-Concept (POC)

This section provides an overview of how we created the proof-of-concept (POC)
for our proposed solution. Firstly, it explains the fundamental concept behind the
solution. Secondly, it delves into the development of the POC itself. Afterwards,
it explores the practical implementation of the POC and its evaluation, including
key insights gained during the development phase.
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Figure 8.4: Solution proposal for material quantity estimation where Part 1 in-
volves the extraction of actual quantities using Object & Text localization and
recognition models, while Part 2 entails quantity forecasting based on historical
data.

8.5.1 Proof-of-Concept description

The Proof-of-Concept (POC) involves the development of software that integrates
Part 1 and Part 2 (see section 4.4), enabling them to run simultaneously. The
results from both parts are compared, and a unified final output is generated by
using certain rules, such as averaging or selecting the maximum value from each
part’s output, see Figure 8.4. These rules can be easily adjusted by the domain
experts based on the specifics of the estimated project. Below, we break down
each component.

Part 1 - Material List Extraction. This component allows users to upload
PDF binders and get the visual representations of the detected symbols and text
instances, accompanied by a table indicating equipment type, quantity, and sizes,
as illustrated in Figure 8.5. The user interface of Part 1 is shown in Figure 8.6.

It consists of two phases:

Phase 1: In this phase, text and symbol detection models work in parallel to
retrieve their detections, including their spatial coordinates and classifications
(symbol type), [114], [84].

Phase 2: In this phase, text instances are associated with related symbols. The
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Figure 8.5: Visualization of the workflow for Part 1 - Material List Extraction.

Figure 8.6: User Interface for Part 1
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Figure 8.7: User Interface for Part 2. Axis values are hidden due to data sensi-
tivity.

system also extracts essential metadata from text instances, such as size informa-
tion. To establish an optimal association, this process employs heuristics like the
Euclidean distance between each detected symbol and text.

Part 2 - Forecast of Material Quantities. In this part of the solution, machine
learning regression models are utilized to predict material quantities based on
historical data derived from the project reports available at the close-out of each
EPC project. The objective is to refine the material quantities extracted from
the client’s drawings by aligning them with the company’s past EPC projects
experiences. The user interface of Part 2 is shown in Figure 8.7.

8.5.2 Cost-efficiency potential

Currently, the process of generating Material Take-Offs (MTOs) for procurement
cost estimation is a labor-intensive task. Engineers must meticulously examine
each drawing, identify symbols, count them, and then update an MTO spread-
sheet. Based on McDermott’s experience, creating an MTO can consume ap-
proximately 36 hours per 10 P&IDs of a skilled engineer’s time. Applying these
assumptions, the potential cost saving can be calculated considering that a typi-
cal large EPC project encompasses approximately 1,000 drawings and an average
hourly cost in a high-cost engineering environment is equal to $100 (encompassing
salary and various overhead expenses like equipment, utilities, office rent, taxes,
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insurance, pension, etc.). Assuming that there are three revisions per project
on average, the potential financial benefits for a large EPC contractor can be
calculated as follows:

Hours saved for each revision:

1; 000 drawings � 36 hours
10 drawings = 3; 600 hours (8.1)

Financial savings in a high-cost engineering environment per individual project
would be:

$100 � 3 revisions � 3; 600 hours = $1; 080; 000 (8.2)

In addition to the time aspect, the manual approach carries the risk of errors
related to quantities, sizes, or materials, which can have significant financial con-
sequences. Thus, the proposed solution not only optimizes people resource al-
location but also helps during crucial tender phases where precise and fast cost
estimation is essential. However, the solution does not eliminate human interven-
tion. Engineers with expertise are still required to interpret the results. Thus,
engineering hours will still be required to do the check and verification, which is
also applicable to the cases when quantity extractions are done manually.

8.5.3 Concept implementation

Part 1 - Material List Extraction from the drawings

Symbol detection and recognition.

The task of developing a deep learning method to recognize symbols on P&IDs
presents several challenges. One of the main issues is the imbalance in the fre-
quency of symbol types within these diagrams. Common symbols are seen often,
while others are rare, leading to potential bias in the deep learning model towards
the more common symbols and poor recognition of the rare ones. Additionally,
symbols may look similar to each other, risking incorrect classification; see Figure
8.8.

Variations in symbol size also complicate recognition. In the same Figure 8.8, it
is demonstrated when a symbol has a smaller visual representation. The small
symbol sizes, in comparison with the full size of P&ID, further complicate their
detection and classification.

To tackle these issues, we developed an approach that involves two separate deep
learning models: one for regular-sized symbols and another for downscaled sym-
bols. The process begins by segmenting the P&IDs into overlapping images or
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Figure 8.8: A recreation of P&ID showing the similarity between different symbols
and their size variability.

Figure 8.9: Workflow for symbol recognition.

“tiles”, [160], to improve the detection of objects, which are much smaller com-
pared to the size of the images; these tiles are then augmented or downscaled.
Tiling is discussed in detail under the “Data Preparation for Symbol Detection
and Recognition” section below. After that, the processed tiles are fed into the
corresponding models. Only detections surpassing a predefined confidence thresh-
old are retained. The detection coordinates are then repositioned to their correct
location in the original P&ID image. To eliminate duplicate detections caused
by the tiling and dual-model approach, the Intersection over Union (IoU) metric
is employed. This metric helps filter out redundancies by retaining only the de-
tections with the highest confidence. The complete methodology is shown as a
flowchart in Figure 8.9.

i) Data collection for symbol detection and recognition.

A set of 133 P&IDs from 11 different projects executed by McDermott was chosen
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Figure 8.10: Symbols used for training of the Proof-of-Concept.

for training purposes, which contains various symbols. As previously mentioned,
certain symbols in these P&IDs had different representations due to varying stan-
dards employed across projects. The POC focuses on recognizing twelve fre-
quently occurring symbols in Piping Material Take-Off (MTO), which represent
various valves and fittings. These symbols are listed in Figure 8.10.

ii) Data preparation for symbol detection and recognition.

Annotation

The data annotation for the symbol recognition model was executed in collabora-
tion with piping engineers in LabelImg software, [126]. The involvement of piping
engineers, in this case, was crucial as domain knowledge was highly required
for the annotation process. The example of flange connection and piping valves
(Figure 8.11) clearly illustrates it: while annotating flange connections, it is im-
portant to distinguish between flanged connections and flange-nozzle assemblies.
A flanges connection involves two flanges being bolted together, as illustrated in
Figure 8.11 (right), while flange-nozzle combinations consist of a nozzle attached
to a flange and directly connected to a piece of equipment, see Figure 8.11 (left).
Despite their visual similarities, these are considered as different symbols and
were treated accordingly: flange-nozzle combinations were not part of POC and,
therefore, were not annotated in the data set.

Another example is instrument valves, which must be excluded from annotation,
as they are associated with instrumentation components and not part of piping
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Figure 8.11: Flange-nozzle assembly (left) and Flanges connection (right).

Figure 8.12: Example of ”instrumentation” valve connected to the instrument UV
6009 (left) and Example of ”piping” valve (right).

MTO. Figure 8.12 illustrates this distinction: The valve labeled “C1” in Figure
8.12 (left) is connected to an instrument “UV 6009”, which makes the valve an
”instrumentation” valve, and, therefore, should not be annotated. Conversely,
the standalone valve, see Figure 8.12 (right), indicates that it is a “piping” valve
and, therefore, was annotated.

Tiling

In the post-annotation phase, we applied ”tiling” to address the challenge of
the symbols’ relatively small size compared to the P&ID full size. Tiling, as
described in the work of [160], is a process that divides a larger image into smaller
overlapping segments known as ’tiles’. This technique is particularly beneficial
for enhancing the visibility of small objects within an image, as in deeper layers of
neural networks, the features of these small objects may become negligible. With
tiling, each symbol occupies a larger proportion of the tile’s surface area compared
to its proportion in the original image, making it more detectable. An alternative
approach would be the use of high-resolution P&IDs, but this is a resource-heavy
solution that would lead to increased processing times.

During tiling, each P&ID is split into smaller images with an overlap of 200 pixels.
The dimensions of each tile are set to one-third the width and height of the original
P&ID. In instances where tiles have reduced dimensions, they are expanded to the
full size by adding white pixels to the edges. The annotations associated with each
image were also split according to the tiles. Bounding boxes, which are not fully
captured in the tile, were removed. Additionally, given the varying dimensions of
P&IDs across different projects, we standardized the tiles and annotation coordi-
nates to a consistent resolution of 860x860 pixels. This resolution was chosen as
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Figure 8.13: An example of two overlapping tiles, where overlap is highlighted by
the red box.

a balanced compromise, accommodating multiple project requirements without a
significant compromise in image quality. Figure 8.13 demonstrates an example of
two overlapping tiles, where the area of overlap is marked by a red box.

Data Augmentation

The next step of the preprocessing involved exploring a data-level method to
address symbol class imbalance by using augmentation. This method identifies
tiles containing underrepresented symbols and excludes overrepresented ones. For
each tile, the annotations include class labels (type of the symbol) and the coor-
dinates of the bounding boxes encompassing the symbols. The exclusion is done
by checking if the annotation file of each tile contains the class label of any of
the overrepresented symbols. If the annotation file includes an overrepresented
symbol, the associated tile is not augmented. To enrich the variety of symbol ori-
entations and positions, the tiles with underrepresented symbols are augmented
by applying 90, 180, and 270-degree rotations or shifted to the right and left by
100 pixels.

During augmentation, the coordinates in the annotation files are adjusted to re-
flect the transformation of the symbols within the image. This ensures that the
altered position or orientation of each symbol is accurately represented in the
updated annotations. Figure 8.14 showcases an example of this augmentation,
displaying a tile that has been rotated by 270 degrees.
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Figure 8.14: Original tile (left) and Augmented tile rotated at 270 degrees (right).

Downscaling

To address variations in symbol sizes, a similar technique as described in [114]
was applied. This method involves training separate networks to recognize regu-
larly sized symbols and downscaled symbols. To achieve this, a dataset consisting
of downscaled versions of the original tiles was created, which also included an-
notations of the symbols that the model needs to recognize. These annotations
were adjusted to align with the downscaled tiles. It’s worth noting that a set of
original P&IDs containing true downscaled symbols was preserved for testing and
evaluation and was not used during the training.

iii) Model development for symbol detection and recognition.

For the model development, the MMDetection toolbox was utilised. MMDetection
is a leading object detection toolbox for implementing various object detection
models, specifically one-stage detectors that predict object locations and classes
in a single step. This toolbox offers modularity, customization options, and high
processing speeds. It also offers extensive developer support. The toolbox sup-
ports standard data formats like COCO (Common Objects in Context), [46], and
custom data formats. Our research utilizes a custom data format that records
classes of the labels (symbol type) along with the pixel coordinates of the top-left
and bottom-right corners of the annotation bounding boxes.

In the initial phase, we explored three advanced one-stage detectors: Generalized
Focal Loss (GFL), [125], with a ResNet feature extractor, GFL with a RedNet
feature extractor, [123], and VarifocaNet (VFNet), [230]. The GFL detector with
a ResNet feature extractor offers improved bounding box regression and classifi-
cation compared to other one-stage detectors, such as RetinaNet. Previous appli-
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cations of this model on P&IDs have demonstrated its ability to detect densely
packed symbols, [114]. We also considered the GFL model with a RedNet fea-
ture extractor, which incorporates involution operations, potentially enhancing
symbol detection accuracy. The VFNet detector, although untested on P&IDs,
outperforms GFL due to its modification of the focal loss, [230]. To determine
the most suitable model for P&ID data, we benchmarked these three models for
recognition performance, selecting the one with the highest performance for fur-
ther evaluation. Adjustments were made to the models’ heads (layers responsible
for classification and regression) to accommodate the number of symbols targeted
for recognition.

The training process utilized the Adam optimizer with a learning rate set at
0.0001. Training performance was evaluated using the Mean Average Precision
(mAP) score computed in each epoch. mAP is the average precision score across
all classes. The models were trained using pre-trained weights for their respective
feature extractors, and the training was conducted over 25 epochs. For regular
symbols, tiles that had been generated during the data preprocessing stage were
divided into training, validation, and test sets with ratios of 80%, 10%, and 10%,
respectively. The test set excluded augmented tiles. Thus, the model was evalu-
ated using only authentic P&IDs with true downscaled and augmented symbols.

Text detection and recognition.

The presence of unstructured text and the overlap of text instances with symbols
or other text elements in P&IDs pose a significant challenge for both text detection
and recognition tasks. This overlap can create difficulties in accurately detecting
and subsequently recognizing such text instances. Moreover, text on P&IDs can
appear in various orientations and lengths. Notably, vertical and lengthy text
instances can be particularly challenging to be detected correctly, [231], and any
shortcomings in the detection phase will likely lead to text recognition inaccu-
racies. Therefore, a deep learning technique was applied again to recognise text
instances of varying lengths and orientations.

i) Data collection for text detection and recognition

The training of the text detection algorithm was conducted using a set of indus-
trial P&IDs alongside an additional 500 P&IDs from the synthetic Digitize-PID
dataset, [163]. The industrial P&ID dataset, containing the text in a variety of
orientations and lengths, provided a robust challenge for text detection, while the
inclusion of the Digitize-PID dataset, which was fully annotated, served to expand
the training data pool without the need for extensive data annotation that would
be necessary if relying solely on industrial P&IDs.

ii) Data preparation for text detection and recognition

Proof - of - concept was developed to recognize textual information which repre-
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sents material sizes. Size annotation in industrial P&IDs is a labor-intensive task,
given the volume of text presented in these diagrams. For improved efficiency,
the Pdfminer.six library, [191], was utilized to extract size and its corresponding
locations from the PDF versions of the P&IDs, generating preliminary annota-
tion files. Subsequently, these files were thoroughly reviewed. Throughout this
review phase, any inaccuracies or misses in the annotations were corrected by
hand within Label-Studio software, [182].

iii) Model development for text detection and recognition

The text-processing workflow employed two separate deep-learning networks: one
for detection and another for recognition. The detection phase utilized the Ef-
ficient and Accurate Scene Text (EAST) model, [231], to locate text on P&IDs.
For the recognition phase, these identified text areas were interpreted using the
fifth version of the open-source Tesseract OCR model, [159].

The EAST model provided the coordinates of the detected text, which were used
to obtain crops of the respective regions containing this detected text. These
crops were then passed to the Tesseract OCR to perform the recognition. For
the recognition phase, Tesseract OCR leveraged an LSTM network to decode the
text from the cropped images. To facilitate the recognition process, we built
the software to set the rule for the assumption that the input image received
by Tesseract OCR consists of the individual crop, which corresponds to a single
detected text instance.

Text and Symbol Association.

To enable the generation of a simplified MTO containing material listing with its
metadata, the association logic should link symbols to their corresponding sizes.
Typically, the sizes of most symbols on the P&IDs are indicated as text located
on one of the sides around the symbol itself. Figure 8.15 provides an illustration
of a symbol with its size.

In the POC design, the association of the symbols with text was based on heuris-
tics, utilizing Euclidean distance measurements. Initially, the algorithm computed
the Euclidean distance between each detected symbol and the detected text, and
if the distance falls below 100 pixels, the two detections are paired together. Fol-
lowing this initial association step, the results were refined by applying regular
expressions established by domain experts, which could vary for different sym-
bol types. Moreover, any duplicate associations were resolved by retaining the
association with the shortest distance.

In the cases where the symbol’s size information was missing, relying solely on
Euclidean distance-based heuristics became ineffective. In such situations, do-
main experts played a crucial role in deciding on alternative knowledge rules to
extract size information from other text instances within the same drawing. This

206



Figure 8.15: An example of a Ball valve with a size indicated next to it.

complexity was further evolved by the absence of universal standards in P&ID
drafting across all types of projects. Consequently, when dealing with incomplete
or missing information on P&IDs, domain experts must continually adapt these
rules based on the country’s standards or specific client’s practices.

Part 2 - Forecast of Material Quantities based on past projects

i) Data collection for material quantity prediction

Here, the research team primarily focused on gathering data by extracting key
quantities from Material Take-Off (MTO) documents of McDermott’s completed
(as-built) EPC projects. These MTO documents are stored in tabulated format
and contain essential information about project quantities and their metadata,
which were recorded at the end of the engineering phase of each EPC project.
The collected data was organized based on project type (such as Refining &
Petrochemical, Power Generation, Gas processing or LNG), location (Onshore or
Offshore), and contract type (Lumpsum, Reimbursable or Hybrid). In total, the
database included key quantities from 115 EPC projects that McDermott had
executed over the past two decades.

ii) Data preparation for material quantity prediction

During the data preparation, the research team had to decide what to do with
the missing values. Initially, missing values were imputed by filling them with
either mean or median values. However, this imputation method negatively af-
fected model performance. Therefore, alternative approaches, such as Iterative
or KNN Imputers, [232], were explored. After consultation with domain experts,
it was determined, however, that these imputation methods often produced in-
correct estimations for missing values in the number of projects, leading to poor
model performance. Consequently, the decision was made to remove projects with
missing values. In summary, the data preprocessing phase involved the implemen-
tation of the following activities:

1. Removal of features containing missing values above a predefined threshold.
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2. Elimination of irrelevant categorical features by domain experts.

3. Selection of relevant features through correlation matrices with the involve-
ment of the domain experts.

4. Removal of the large outliers presented in the dataset, particularly those
exceeding 95% in Gaussian distribution, as they could adversely impact
model performance, especially when dealing with low-quality data.

iii) Model development for material quantity prediction

Since the prediction in this case was built on tabulated data, the following regres-
sion models were used to predict the quantity of piping material items: Linear
(Polynomial), Ridge, and Lasso, [96]. By employing a variety of models, we aimed
to determine the best-performing one for each combination of various features.
The dataset was split as 80% of the data for training purposes and the remaining
20% for testing and evaluation.

The models’ performances were evaluated with two statistical methods:

1. Mean Absolute Error (MAE)

2. Coefficient of Determination (R2)

The MAE measures the average of absolute differences between actual and pre-
dicted values; see equation (8.3), where ŷ is the predicted y value. As visible
from the equation, the best performance is when MAE � 0. Whilst the MAE is
easy to interpret for any given model, this metric is subject to the scale of the
feature quantities. Therefore, in order to compare model performance across dif-
ferently scaled data, further analysis with the original dataset or post-processing
techniques was required, like Coefficient of Determination (R2) analysis.

MAE =
1

N

NX

i =1

jyi � ŷj (8.3)

The R2 represents the proportion of the variance in the desired prediction variable,
see equation (8.4), where ȳ is the mean y value. This makes a dimensionless score
value ranging from 0 to 1, allowing easy comparison across varying project data
and models. A key benefit is that it allows us to determine whether models are
being overfitted or not. If there is a significant difference between the training
and test R2 scores, then the model has been overfitted, and its parameters need
to be adjusted accordingly.

R2 = 1 �
P

(yi � ŷ)2
P

(yi � ȳ)2 (8.4)
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The accuracy calculations were done as per equations (8.5) and (8.6).

Accuracy = 100% � Error Rate (8.5)

Error Rate =
jObserved Value � Actual Valuej

Actual Value � 100
(8.6)

8.6 Results

8.6.1 Evaluation of Part 1

i) Evaluation of the Symbols detection and recognition

The symbol recognition model has been manually evaluated across four different
projects, designated as A, B, C, and D. These projects were not included in the
training dataset, which allowed us to assess the model’s ability to generalize to
new, unseen data. For each project’s evaluation, a sample of 20 P&IDs was
chosen. The results are presented in the Table 8.2.

Table 8.2: Percentage of recognized symbols vs total number of symbols presented
on each set of P&IDs

Project Accuracy
A 85.6%
B 74.2%
C 94.2%
D 94.7%

Results for Projects C and D had the highest levels of accuracy, compared with
Projects A and B. Good results in Projects C and D could be due to the sim-
ilarity between their data and the training data. In contrast, Projects A and
B contained symbol variations that were not present in the training data. Con-
sequently, the presence of these unfamiliar symbol variations resulted in more
incorrect detections and lower accuracy in Projects A and B.

In addition to assessing overall accuracy, the model’s performance was evaluated
in terms of precision and recall for each individual symbol type, as illustrated in
Figure 8.16. Performance results showed that all symbols had a high recall, ex-
ceeding the 75% threshold, which indicated a low False Negative rate in relation to
the total number of detected symbols. It is worth mentioning that the majority of
symbols also achieve high precision levels, surpassing 80%, which indicated a low
False Positive rate in relation to the total number of detected symbols. However,
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Figure 8.16: Evaluation of each symbol recognition in terms of precision and
recall.

exceptions are observed with the ”cap,” ”butterfly valve,” and ”flanged connec-
tion” symbols. These symbols show a higher rate of False Positive detections.
However, it is not critical since engineers always remain responsible for reviewing
the model’s output.

ii) Evaluation of the Text detection and recognition

The EAST model’s performance in text detection (i.e. material size) was assessed
using the Precision, Recall, and F1-Score metrics on a dataset containing 50
industrial P&IDs. The results can be found in Table 8.3.

Similarly, the performance of the Tesseract OCR for text recognition was eval-
uated on the same set of 50 industrial P&IDs. This evaluation employed an
end-to-end metric based on Maximum Intersection over Union (MaxIoU) and
Normalized Score, as detailed in [100]. The normalized score result was 77%.
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iii) Evaluation of the Association of symbols and texts

The performance of the knowledge rules for an association logic for symbol and
text recognition was evaluated using P&IDs from the same four projects. A
detailed analysis of the association’s performance is provided in Table 8.4.

Table 8.4 demonstrates that the rate of correct symbol-text pair recognition is
low. Error analysis revealed two primary issues which contributed to this: Firstly,
missing data on the drawings (i.e. when relevant size information isn’t adjacent
to symbols or not indicated at all). Secondly, multiple text detection in dense and
noisy diagrams where the required size information is clustered with other text or
symbols. The association model, which uses distance-based heuristics, struggles
when relevant size information is obscured by overlapping text, causing a high
number of missed pairings.

Nevertheless, the evaluation of Part 1, which includes the localization, recogni-
tion, and association of symbols and text, indicates that the concept is functional.
However, the quality of engineering drawings heavily influences the model’s per-
formance, especially concerning the association between symbols and their textual
metadata. To enhance output quality, it is important to utilize good-quality draw-
ings that do not have missing data. Future research should investigate whether
model refinement is feasible with training on more dense and noisy P&IDs.

8.6.2 Evaluation of Part 2

The predictive models’ effectiveness was evaluated using data from a petrochem-
ical project that was recently completed and where actual material quantities
were known. The proof-of-concept was trained to predict “manual piping valves”
quantities based on four input features:

1. “Installed Pipe” - total length of the installed pipes, in meters (underground,
above-ground and non-process pipes).

2. “Amount of Isometric Drawings” - the total amount of piping drawings that
was derived from P&IDs

3. “Total Other Pipe Length - Actuals,” - total length of the installed non-
process pipes, in meters.

Table 8.3: EAST model’s performance in text detection

Metric Score
Precision 86%
Recall 88%
F1 87%
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4. “Total Piping WH - Actuals.” - the actual amount of hours spent on piping
engineering and design.

These inputs were drawn from the project’s close-out report alongside the actual
”manual piping valve” numbers. Table 8.5 presents the calculated estimates for
manual valve quantities associated with each input feature.

The true manual valve quantity is 11578. For this proof-of-concept tool, a thresh-
old accuracy for acceptance was kept at 70%, which regression models achieved
for most of the input features.

8.7 Possible Application Scenarios for the Pro-
posed Solution

During the project’s tender phase, the provided P&IDs might be incompleted or
could lack the details necessary for precise material estimation. In such instances,
the discrepancy between the quantities derived from Material List Extraction
(Part 1) and Forecast of Material Quantities based on previous projects (Part 2)
could be significant. Domain experts must then adjust the final material quantity
based on specific project characteristics like size and location. Conversely, when
drawings are sufficiently detailed, the differences between Parts 1 and 2 should
be minimal, and then a method such as averaging or taking the maximum value
could determine the final figure, as shown in Fig.8.4.

The solution’s two components can also be used separately at different stages of
an EPC project. Initially, when P&IDs lack detail, the forecasting tool (Part
2) can predict material quantities using data from similar past projects. As the
P&IDs become more detailed, the material extraction tool (Part 1) can help to
generate an MTO, being especially useful when P&ID drafting is done in software
lacking this capability.

Additionally, the proposed solution can assess design maturity: i.e. a notable
discrepancy between the outputs of Parts 1 and 2 can suggest that the design

Table 8.4: Evaluation of combined symbol and text recognition models and their
association logic

Project A B C D
Number of symbol-text pairs 73 180 75 43
Correct 44% 62% 42% 55.82%
Incorrect 12% 15% 4% 6.09%
Missing 44% 28% 54% 37.20
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may not be ready for material quantity estimation and require further refinement
by designers.

8.8 Discussion

The solution proposed in this work addresses the challenges described in Related
work section by developing an AI models that are also trained on real-world P&IDs
from construction projects, not just synthetic datasets. This approach covers the
complexities like symbol variations, background noise, and density of authentic
blueprints. It also integrates domain-specific rules to better link text to symbols,
reflecting the various drafting standards. By working with real data and incor-
porating nuances of industry knowledge, the model aims to deliver more accurate
performance in real-world conditions. The development of proof-of-concept has
also highlighted several essential prerequisites for the effective implementation
and deployment of the discussed solution, which include:

1. The ability to manage and analyze large volumes of P&ID data.

2. A framework capable of handling a lack of data by analyzing past similar
projects that have been executed.

3. Sufficient computational resources for the training, evaluation and process-
ing of P&IDs.

4. A specialized tool for image annotation, considering the sensitive nature of
the data.

5. An appropriate platform for deploying and accessing the solution by engi-
neering and procurement teams.

Moreover, the involvement of domain specialists was proven to be crucial through-
out the development stages to ensure that the solution is efficient in capturing
key details.

Table 8.5: Prediction of “manual piping valve” quantities based on each input
feature.

Input Feature Predicted Quantity of
“manual piping valve”

Installed Pipe 9570
Amount of Isometric Drawings 11750
Total Other Pipe Length - Actuals 11510
Total Piping WH - Actuals 11953
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8.8.1 Threats to Validity

It is essential to highlight the necessity for a comprehensive evaluation and vali-
dation process. This process must address real-world complexities, such as sym-
bol variation, background noise, and varying densities within diagrams. Various
frameworks exist for assessing validity and identifying potential validity threats.
In this context, a specific classification scheme has been adopted, as referenced in
[181].

Internal Validity and Reliability: The differences in symbol variation, dia-
gram density, and noise levels across P&IDs are substantial. Noise and density,
in particular, present significant challenges, sometimes complicating even human
interpretation. A comprehensive assessment of P&IDs with high levels of noise
and density was not within the scope of this study. Future research could explore
this area, possibly necessitating new model architectures or enhanced pre/post-
processing methods to mitigate these difficulties more effectively.

External Validity: This aspect focuses on the extent to which the research
findings can be generalized and the relevance of these findings beyond studied
cases. Considering that this research is performed in the unique environment of
McDermott and used its document management system, we suggest exploring the
applicability of our results to different organizations or sectors.

Construct Validity: This aspect refers to the degree to which the operational
measures employed genuinely address the research questions. To safeguard con-
struct validity, the development and validation phases of the proposed solution
involved close collaboration with domain experts and intended users, such as en-
gineers and estimators, ensuring the research outcomes align closely with their
needs.

8.8.2 Future work

While the proof-of-concept is completed, our research is ongoing, and we are
currently investigating various areas to focus on further:

1. Evaluation of the �nal software performance. While in this work, we focus
mainly on evaluating individual models, for future work, it is necessary to
evaluate the complete software that integrates Parts 1 and 2, compare their
results and suggest a final material quantity value.

2. Expanding Symbol Recognition.Currently, our models are trained to identify
the 12 most common symbols found in P&IDs. By adding more symbols
to our recognition list, we can further decrease the time engineers spend on
Material Take Off (MTO) production. Additionally, this expansion might
help to rectify some of the misidentifications that the models currently make.
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3. Improving the Training Dataset. To overcome the limitations identified ear-
lier, it’s essential to broaden our training dataset with a wider variety of
symbols and text instances from different P&IDs. This expansion will allow
the model to better differentiate between the target symbols and those that
look similar, thus reducing errors in classification. Moreover, including sym-
bols in combination with text and various markups in training examples will
improve the model’s ability to recognize symbols in more complex settings.

4. Improving Text Recognition. It could be beneficial to explore other detector
networks with architectures that handle better vertical and long text in-
stances. Also, more post-processing techniques could be utilized to improve
the clarity of the detected text regions before passing them to the OCR. Ad-
ditionally, the text recognition results could be post-processed using more
heuristics or computer vision techniques, such as clustering.

5. Improving Association. When equipment metadata are not available next
to its symbols, an alternative method could be considered, such as linking
equipment to the pipe size on which the equipment is installed (as the
equipment has the same size as the pipe it is installed on). This can be
done by using flow direction arrows to track the pipes, which can then be
connected to their respective pipeline numbers. These numbers are typically
found on the same page and include crucial information such as sizes and
other metadata related to the material items connected to that line. In
addition, it is required to investigate whether model refinement is feasible
with training on dense and noisy P&IDs.

6. Further Improving the Regression Models. The performance of the regres-
sion models may significantly depend on the size of historical projects data.
Therefore, incorporating additional projects data shall further enhance its
performance.

Considering the significant implications and risks associated with incorrect mate-
rial cost estimates, it is also essential to conduct further research aimed to mitigate
the cost overruns and other consequences on projects caused by inaccuracies in
initial cost estimation.

8.9 Conclusion

In this study, we utilized AI to enhance material cost estimation for large-scale
EPC projects, which are typically complex and require specialized knowledge,
and where material procurement is a key aspect that significantly influences
the project’s budget. In cases when engineering documents are not available
in computer-aided files, the estimation process is manual and time-consuming, as
well as heavily reliant on estimators’ expertizes. Therefore, our objective was to
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create a tool that reduces manual workload and decreases the risk of underesti-
mating material costs.

This research contributes by developing a solution that merges machine learn-
ing and deep learning with industry-specific knowledge rules for the oil, gas,
and petrochemical sectors, enhanced by McDermott’s expertise in EPC projects.
While further enhancements are needed, sharing initial results demonstrates the
concept’s viability and immediate value. It’s particularly relevant for industrial
applications, aiming to reduce engineering time and costs and promote the inte-
gration of AI to improve the quality and efficiency of project execution in general.
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Chapter 9

Conclusion

9.1 Research Questions

This section revisits the primary research questions posed at the outset of this
thesis in subsection 1.2 and synthesizes the findings from each chapter to provide
a comprehensive response to these questions. The synthesis integrates insights
from the individual studies and demonstrates how they collectively contribute to
the overall understanding of AI’s role in optimizing processes within the Engi-
neering, Procurement, and Construction (EPC) sector. For an overview, Figure
9.1 summarised the research, connecting the findings with the research questions.

RQ1: What are the common challenges in AI deployment
and adoption within the EPC industry?

The research revealed several critical challenges associated with AI deployment in
the EPC industry. Chapter 2 identified significant hurdles, such as data quality is-
sues, resistance to change within organizations, and the complexity of integrating
AI with existing workflows. The findings emphasized that data silos and inconsis-
tent data collection methods impede the successful implementation of AI-driven
tools. Additionally, there was a notable gap between management expectations
and the technical realities of AI deployment, leading to misaligned goals and un-
derutilization of AI capabilities.

These challenges are considered in the strategic frameworks proposed in later
chapters (Chapters 3 and 4), which provided structured approaches to overcoming
these obstacles. For instance, the development of adaptable AI strategies that
align with business goals was directly influenced by the challenges identified in
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Figure 9.1: Research findings and their mapping to the research questions

Chapter 2. these strategies demonstrate a clear link between the initial findings
and the subsequent research, ensuring that the solutions proposed are grounded
in the realities of the industry.

RQ2: What strategies and frameworks that can be created
for effective AI development, deployment and adoption in
the EPC industry?

In response to the challenges identified, this thesis developed strategic frameworks
that guide the effective deployment of AI in the EPC sector. Chapters 3 and 4
focused on creating tailored approaches to AI integration, considering factors such
as organizational readiness, data quality, and alignment with business objectives.

The proposed frameworks are designed to be flexible, allowing for regular ad-
justments based on evolving project needs and technological advancements. This
adaptability is crucial for ensuring that AI initiatives remain relevant and effec-
tive in a dynamic industry environment. The strategies outlined in these chapters
provide a comprehensive roadmap for EPC companies looking to leverage AI, ad-
dressing the specific challenges of data management, workforce adaptation, and
process integration.
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RQ3: What are the potential practical applications of AI
can be developed for the EPC industry that demonstrate
business value?

This thesis developed and validated two primary AI-driven applications aimed
at demonstrating significant business value within the EPC industry: detecting
engineering errors in technical drawings and improving material and equipment
cost estimation accuracy. These applications were designed to address the specific
needs and challenges identified in earlier chapters, synthesizing the knowledge
built throughout the thesis to deliver practical, impactful solutions.

The first application, focused on engineering error detection, leverages AI to au-
tomate the review of technical drawings, significantly reducing the time and effort
required for manual checks. This tool not only enhances the accuracy of the error
detection process but also contributes to reducing rework and delays in project
timelines. The findings from this application were drawn from extensive validation
across various EPC projects, confirming the model’s robustness and adaptability
in different project environments. The deployment of this tool directly addresses
the inefficiencies identified in earlier chapters, showcasing how AI can effectively
streamline critical engineering tasks.

The second application focuses on improving the accuracy and efficiency of cost es-
timation processes. By integrating AI with historical project data and engineering
drawings, this tool provides more precise and reliable cost forecasts, reducing the
risk of budget overruns. This application demonstrated tangible business value
by enabling more informed decision-making and better resource allocation, which
are critical for the successful execution of EPC projects. The synthesis of this
work builds on the strategic frameworks discussed in Chapters 3 and 4, aligning
the deployment of AI tools with the broader business tactics of cost management
and operational efficiency.

Furthermore, the implications of this research extend beyond the EPC sector
to the broader field of software engineering. The methodologies and frameworks
developed for AI integration can be adapted and applied to other industries facing
similar challenges. The synthesis of the findings across all chapters demonstrates
a cohesive approach to solving complex industry problems with AI, providing a
roadmap for future research and application in both EPC and other sectors. This
work not only advances the state of knowledge in AI applications for engineering
but also opens new avenues for research in AI-driven process optimization across
various domains.
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9.2 Threats to Validity

Validity is reflecting the extent to which results represent true measures unbiased
by researchers’ perspectives. Based on a review by [198], the four types of valid-
ity commonly discussed in empirical software engineering are construct, external,
internal, and conclusion. Here, we will follow a classification scheme proposed
by Runeson et al. [181], which encompasses Construct validity, Internal validity,
External validity, and Reliability . This thesis comprises several studies, each with
its own methodology, results and threats to validity. Beyond individual chap-
ters, this section evaluates validity threats from the perspective of the research
questions, starting with Construct validity, which is common to all questions.
The subsequent discussion on Internal and External validity and Reliability are
discussed under each research question separately.

Construct validity assesses if operational measures accurately reflect the study’s
aims [181]. For this thesis, it means ensuring that the examined strategies and
outcomes are accurate and relevant to the real-world applications of AI in the
EPC sector. All studies presented in this work focus on measuring AI integration
strategies within the EPC industry, providing examples of AI’s practical appli-
cation development and deployment. Thus, this work confirms AI’s potential to
improve efficiency, reduce costs, and aid decision-making in EPC projects, and
shows that conclusions about AI’s practical applications and its business value are
grounded on reliable industry insights. Furthermore, the author’s role as Artificial
Intelligence Initiatives Lead within the case company provides a unique perspec-
tive, contributing to a comprehensive understanding of the EPC project execution
workflow and AI product development and deployment, thereby minimizing the
construct validity threats across all studies.

9.2.1 Threats to validity relevant to RQ1 and RQ2

RQ1: What are the common challenges in AI deployment and adoption within
the EPC industry?

RQ2: What strategies and frameworks that can be created for e�ective AI devel-
opment, deployment and adoption in the EPC industry?

Internal Validity: The research methodology ensures internal validity by exam-
ining the causal relationships between AI deployment challenges and the effective-
ness of strategies for AI integration within the EPC industry. Empirical data and
case studies analyzed in chapters 2 to 4 underline the relationship between AI in-
tegration in the EPC industry and its outcomes. They clearly show the impact of
AI deployment on EPC projects, ensuring that the research accurately reflects the
complexities of AI implementation in the industry’s unique operational context.
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External Validity: To enhance external validity, the findings from Chapters 2
and 3 are expanded in Chapter 4 through interviews with business leaders from
several large corporations operating within the EPC industry. These discussions
with decision-makers, who play a crucial role in formulating their companies’ AI
integration strategies, enable the generalization of results beyond a single case
company. By studying varied companies’ experiences with different levels of AI
maturity, the research justified that the identified AI integration challenges and
strategies can be generalized across the industry.

Reliability: Reliability is attained through the uniform application of research
methods across the studies. Standardized data collection, analysis, and inter-
pretation procedures ensure the findings are replicable and dependable. This
approach helps future research to build on or question the work, encouraging
ongoing discussion on AI in the EPC industry.

9.2.2 Threats to validity relevant to RQ3

RQ3: What are the potential practical applications of AI can be developed for the
EPC industry that demonstrate business value?

Internal Validity: In chapters 5 through 8, the internal validity is confirmed
through an in-depth examination of how AI can be applied to practical tasks
within the EPC industry, ensuring the outcomes observed directly result from the
AI integration. This includes documenting the development process, application,
and evaluation of AI technologies, which solidifies the cause-and-effect relationship
between AI applications and observed improvements in project efficiency and cost-
effectiveness.

External Validity: The external validity of work presented in chapters 5 through
8 is enhanced by showcasing AI applications across a variety of EPC projects ex-
ecuted at different times, in various geographical locations and following different
industrial standards. By demonstrating the successful implementation of AI solu-
tions in diverse conditions, the research emphasizes the widespread applicability
and potential of AI to add value across the EPC industry. This broad cover-
age helps validate the generalization of the findings, suggesting that the benefits
observed can be expected in other EPC projects beyond the case company.

Reliability: The reliability of the findings in chapters 5 to 8 is ensured through
the consistent and systematic application of research methods across all studies.
This includes a standardized approach to data collection, AI model development,
and evaluation. Such methodological consistency guarantees that the results are
replicable and trustworthy, providing a solid foundation for future research to
explore AI’s potential in the EPC sector further and build upon the presented
findings.
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9.3 Key Contributions

The key findings of the thesis, which lay in the integration of AI within the EPC
sector, highlighting the evolution from proof-of-concepts to strategic deployment
and beyond, can be structured as follows:

Empirical Analysis of AI Adoption Challenges: One of the most signifi-
cant contributions of this research is the detailed empirical analysis of the barriers
to AI adoption within the EPC industry, directly addressing Research Question
1. This analysis illuminates the specific technical, organizational, and cultural
hurdles that impede AI implementation. The findings from this analysis are crit-
ical as they underpin the strategic recommendations made in the AI integration
framework, ensuring that it is grounded in real-world industry challenges and
needs.

Development of an AI Integration Framework: This thesis outlines a com-
prehensive framework designed to assist EPC companies in integrating AI tech-
nologies effectively. Addressing Research Question 2, the framework acts as a
strategic guide, aiding companies in navigating the complexities of AI deployment
and adoption. It facilitates alignment between AI strategies and both business
objectives and operational demands, thereby addressing the technical and orga-
nizational challenges identified in Research Question 1. This structured approach
enhances the readiness of EPC companies to adopt AI, ensuring these technologies
contribute positively to their project outcomes.

Case Studies Demonstrating AI Implementation: The thesis includes tar-
geted case studies that provide practical examples of how AI technologies have
been implemented within the EPC industry. These case studies serve as real-world
validations of the theoretical strategies developed to answer Research Question 2
and demonstrate how these strategies can be applied to overcome the challenges
identified in Research Question 1. By showcasing successful AI applications, these
case studies not only illustrate the practical feasibility of the framework but also
highlight the tangible benefits of AI in improving project efficiency and decision-
making processes within the EPC sector.

Following these key contributions, the research incorporates several crucial com-
ponents that further enhance its depth and applicability. The empirical validation
of AI strategies and frameworks stands out as a core component, employing case
studies and action research methodologies to test and refine theoretical models
within actual EPC project settings. This ensures the strategies are not only theo-
retically sound but also practically viable. Additionally, bridging the gap between
theory and practice is emphasized throughout the research, applying theoreti-
cal insights to real-world scenarios to demonstrate practical benefits and provide
feedback that informs ongoing theoretical refinement. Lastly, identifying future
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directions for AI integration research is highlighted as an essential component.
This forward-looking perspective helps set the agenda for ongoing development
and innovation in AI within the EPC industry, guiding stakeholders on preparing
for and leveraging future technological advancements. These components collec-
tively ensure the research is comprehensive, robust, and aligned with both current
needs and future opportunities in AI integration for the EPC industry.

9.4 Future Research

Building on the foundational research presented in this thesis, future work in the
integration of AI within the EPC sector should focus on a few critical areas to
ensure practical and impactful implementation.

First, empirical validation and scalability of AI tools developed for en-
gineering error detection on drawings and material cost estimation are
crucial. The AI models discussed in Chapters 5, 6, 7, and 8, which were de-
veloped for detecting engineering errors on technical drawings and for precise
material and equipment cost estimation, need to be validated across a broader
range of EPC projects. Future research should involve collaborating with various
EPC companies to gather diverse datasets from different types of projects, such
as infrastructure, oil and gas, and energy projects. This will help in assessing the
robustness and versatility of the AI solutions. Developing standardized metrics
for assessing AI effectiveness, such as precision, recall, and F1-score in detecting
engineering errors and accuracy in cost estimations, will ensure that these mod-
els can be scaled and adapted to different project environments, addressing the
challenges identified during initial deployment phases.

Second, improving data quality and management for AI applications in
EPC projects is essential for the successful deployment of AI models. Chapters
2 and 3 highlighted significant issues with data silos and inconsistent data collec-
tion methods. Future work should focus on creating comprehensive, high-quality
training datasets by employing machine learning algorithms for data cleansing
and augmentation. Specifically, integrating various data sources, such as engi-
neering drawings, project reports, and procurement data, into a unified data
platform will enhance its accessibility and reliability. Developing an AI-driven
data management system that preprocesses and integrates data from different en-
gineering disciplines will streamline the AI model training process and improve
overall model performance.

Third, enhancing the performance of AI algorithms for object detec-
tion and symbol recognition in technical drawings is necessary to increase
their effectiveness. Refining object detection algorithms to better handle small
objects and complex technical drawings is vital. Future research should explore
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advanced techniques such as improved neural network architectures. Addition-
ally, improving text recognition through better post-processing techniques and
detector networks will enhance the accuracy of AI models in symbol recogni-
tion and text detection, recognition and association based on business knowledge
rules. These improvements will directly contribute to reducing manual effort and
increasing the efficiency of engineering tasks.

Fourth, validating and refining AI-driven cost forecasting models devel-
oped in Chapters 7 and 8 is essential. The AI models created for precise material
and equipment cost estimation need to be tested and validated in a wider range
of EPC projects to ensure their accuracy and reliability. Future research should
focus on collecting extensive historical project data from different sectors to im-
prove the training datasets for these models. Moreover, integrating additional
factors such as regional cost variations and project-specific constraints will en-
hance the models’ predictive capabilities, ensuring more accurate and reliable
cost estimations.

Finally, developing flexible AI integration frameworks that align with
evolving business goals and market demands will ensure the long-term suc-
cess of AI initiatives. Based on insights from Chapters 3 and 4, future work
should outline methodologies for the regular review and adjustment of AI strate-
gies. This includes incorporating feedback mechanisms to continuously improve
AI integration practices and making them more adaptable to technological ad-
vancements and shifting market needs. Creating dynamic strategic frameworks
will enable companies to integrate AI more seamlessly into their operations, ulti-
mately enhancing project efficiency and cost-effectiveness.

By concentrating on these key areas, future research can build on the foundational
work presented in this thesis and ensure that AI solutions deliver tangible benefits
in real-world applications.
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[224] Claes Wohlin, Martin Höst, and Kennet Henningsson. “Empirical Research
Methods in Web and Software Engineering”. In: Web Engineering. 2006.
doi : 10.1007/3-540-28218-1_13 .

[225] C. So-Won, L. Eul-Bum, and K. Jong-Hyun. “The engineering machine-
learning automation platform (EMAP): a big-data-driven AI tool for con-
tractors’ sustainable management solutions for plant projects”. In: Sus-
tainability 13.10384 (2021), pp. 1–33.

[226] Thorsten Wuest, Daniel Weimer, Christopher Irgens, and Klaus-Dieter
Thoben. “Machine learning in manufacturing: advantages, challenges,
and applications”. In: Production & Manufacturing Research 4.1 (2016),
pp. 23–45. doi : 10.1080/21693277.2016.1192517 .

[227] D-Y Yun, S-K Seo, U Zahid, and C-J Lee. “Deep neural network for au-
tomatic image recognition of engineering diagrams”. In: Appl Sci 10.11
(2020), p. 4005. doi : 10.3390/app10114005.

[228] Fan Zhang, Guisheng Zhai, Meng Li, and Yizhao Liu. “Three-branch and
Mutil-scale learning for Fine-grained Image Recognition (TBMSL-Net)”.
In: CoRR abs/2003.09150 (2020). arXiv: 2003 . 09150. url : https : / /
arxiv.org/abs/2003.09150 .

[229] Haoyang Zhang, Ying Wang, Feras Dayoub, and Niko Sunderhauf. “Var-
ifocalNet: An IoU-aware Dense Object Detector”. In: 2021 IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR) (2020),
pp. 8510–8519. url : https: / /api .semanticscholar .org/CorpusID:
221376816.

[230] Haoyang Zhang, Ying Wang, Feras Dayoub, and Niko Sünderhauf. Vari-
focalNet: An IoU-aware Dense Object Detector. 2021. arXiv: 2008.13367
[cs.CV] .

[231] Xinyu Zhou, Cong Yao, He Wen, Yuzhi Wang, Shuchang Zhou, Weiran He,
and Jiajun Liang. “EAST: An Efficient and Accurate Scene Text Detec-
tor”. In: CoRR abs/1704.03155 (2017). arXiv: 1704.03155. url : http:
//arxiv.org/abs/1704.03155 .

[232] Ming Zhu and Xingbing Cheng. “Iterative KNN imputation based on
GRA for missing values in TPLMS”. In: 2015 4th International Conference
on Computer Science and Network Technology (ICCSNT). Vol. 01. 2015,
pp. 94–99. doi : 10.1109/ICCSNT.2015.7490714.

247

http://www.cs.unibo.it/~montesi/CBD/Beatriz/10.1.1.198.5133.pdf
http://www.cs.unibo.it/~montesi/CBD/Beatriz/10.1.1.198.5133.pdf
https://doi.org/10.1007/3-540-28218-1_13
https://doi.org/10.1080/21693277.2016.1192517
https://doi.org/10.3390/app10114005
https://arxiv.org/abs/2003.09150
https://arxiv.org/abs/2003.09150
https://arxiv.org/abs/2003.09150
https://api.semanticscholar.org/CorpusID:221376816
https://api.semanticscholar.org/CorpusID:221376816
https://arxiv.org/abs/2008.13367
https://arxiv.org/abs/2008.13367
https://arxiv.org/abs/1704.03155
http://arxiv.org/abs/1704.03155
http://arxiv.org/abs/1704.03155
https://doi.org/10.1109/ICCSNT.2015.7490714




Curriculum Vitae

Rimma Dzhusupova, MSc, PDEng, is currently a PhD candidate at the Techni-
cal University of Eindhoven, focusing on Industrial AI applications. She earned
her MSc in Electricity Market and Distribution from Lappeenranta University
of Technology, Finland, in 2010, and completed her Professional Doctorate in
Electrical Energy Systems at the Technical University of Eindhoven in 2012.

Professionally, Rimma has held various positions, ranging from engineering to
managing departments. Since 2020, Rimma has been the AI Initiative Lead at
McDermott Ltd. In this role, she initiated and now leads a global AI engineering
department that is at the forefront of developing AI solutions focused on optimiz-
ing operational workflows for engineering and construction project execution.

In addition to her professional responsibilities, Rimma has contributed to Women
in AI Netherlands since July 2023. Through this role, she guides and supports
early-career women in the field of Artificial Intelligence.

249


	Abstract
	Acknowledgments
	Introduction
	Digitalization in Engineering, Procurement and Construction (EPC) sector. Current Status and Trends
	Problem Statement and Research Questions
	Background and Related Work
	Research Scope, Process and Methodology
	Thesis Overview

	Part I
	Challenges in Developing and Deploying AI in the Engineering, Procurement and Construction Industry
	Introduction
	Background and Related Work


	Part II
	The Goldilocks Framework: Towards Selecting the Optimal Approach to Conducting AI Projects
	Introduction
	Background
	Research Method

	Choosing the Right Path for AI Integration in Engineering Companies: A Strategic Guide
	Introduction
	Problem Indication
	Related Work


	Part III
	Pattern Recognition Method for Detecting Engineering Errors on Technical Drawings
	Introduction
	Related Work
	Method
	AI-based Solution Development
	Performance Analysis
	Future Work
	Conclusion

	Using Artificial Intelligence to Find Design Errors in the Engineering Drawings
	Introduction
	Related Work
	Method and Data Collection

	Practical Software Development: Leveraging AI for Precise Cost Estimation in Lump-Sum EPC Projects
	Introduction
	Background and Related Work

	Revolutionizing Engineering and Construction Projects: The Role of Artificial Intelligence in Cost Estimation and Procurement
	Introduction

	Conclusion
	Research Questions
	Threats to Validity
	Key Contributions
	Future Research

	Bibliography
	Curriculum Vitae


