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Summary

Metal fuels, particularly consisting of micron-sized iron particles, hold significant promise
as alternative fuels due to their high energy density, low specific volume, and recyclability
using renewable energy sources. The combustion of iron particles is influenced by factors
such as particle morphology, particle size distribution (PSD), and concentration. A nu-
merical investigation is conducted for mono-, binary-, and poly-dispersed iron aerosols to
comprehend the impact of di [erent particle sizes on burning velocity and flame structure.
Initially, single iron particle modeling is validated against experimental results. Then,
flame propagation in mono-dispersed iron aerosols is studied in di[erknt atmospheres.
The flame speed of iron burning in O2=N;, and O,=Ar atmospheres have similar flame
speed and structure. However, the flame speed of iron burning in O,=He atmosphere is
four times faster than O,=N,, and O,=Ar atmospheres near stoichiometric conditions.

Considering binary dispersion, the study explores the e [edts of particle size and concen-
tration on flame structure and burning velocity. Dilerknt concentrations of small and
large particles result in separated or overlapping flame fronts. In-depth analyses of total
mass concentration variations reveal that the particle size ratio dictates the equivalence
ratio at which maximum burning velocity occurs. Considering, flames of poly-dispersed
powders, flame speed and structure for narrow and broad distributions are investigated.
Results show that the equivalence ratio at which maximum flame speed occurs, varies
significantly with the characteristic width of the PSD for the same average size. These
findings highlight the crucial role of PSD width and the challenge of comparing experi-
ments and simulations with di Cerent PSDs.

While the burning of iron in air does not generate carbon dioxide (CO,) emissions, it may
produce nitrogen oxides (NOx). A numerical study with detailed gas phase chemistry
shows that the nitrogen oxide emissions in an iron flame using dry air are very small,
due to the low amount of oxygen radicals. However, even for a small fraction of water
vapor (volume fraction < 0:5%) in the mixture, hydroperoxyl (HO,) radicals are formed,
which accelerates the dissociation of molecular oxygen and increases the nitrogen oxide
formation rate. This demonstrates that water vapor in air should be considered when
studying nitrogen oxide emissions of iron dust combustors. In iron flames, the particle
temperature can significantly exceed the gas temperature, using a -posteriori analysis we
show that nitrogen oxide formation inside the particle boundary layer is not a concern.

Iron flames are di [culit to stabilize in experimental setups and industrial burners as the
burning velocity is only few cm=s. A supporting fuel can stabilize iron flames in exper-
iments by enhancing the burning velocity. Numerical simulations are performed using
methane as a supporting fuel as the combustion characteristics of methane burning in air
are well known. The study focuses on the e [edt of adding iron powder to a stoichiometric



methane flame in air in one and three dimensions (1D and 3D). The burning behavior
of iron powder is found to be influenced by particle size, and concentration. A critical
concentration is identified where complete conversion of iron to iron oxide is observed.
Below this critical concentration, iron particles burn individually without forming a flame
front, which is confirmed by the 3D simulations. While above this concentration, a flame
front is observed in which the iron particles are completely oxidized and form a flame
front on their own, as seen in both 1D and 3D simulations. The laminar burning veloci-
ties obtained from the simulations are compared with experimental results, which adds
validity to the numerical findings.



Samenvatting

Metaalbrandsto [ef, met name ijzerdeeltjes van micrometerformaat, bieden veelbelovende
mogelijkheden als alternatieve brandstoled vanwege hun hoge energiedichtheid, lage
specifiek volume en recycleerbaarheid met hernieuwbare energiebronnen. De verbranding
van ijzerdeeltjes wordt beinvioed door factoren zoals de morfologie, grootte en concen-
tratie van de deeltjes. Een numeriek onderzoek is uitgevoerd voor mono-, binaire- en
poly-gedispergeerde ijzeraerosolen om de impact van verschillende deeltjesgroottes op
de verbrandingssnelheid en vlamstructuur te begrijpen. Eerst wordt het model voor een
enkel ijzerdeeltje gevalideerd aan de hand van experimentele resultaten. Vervolgens wordt
de vlamvoortplanting in mono-gedispergeerde ijzeraerosolen bestudeerd in verschillende
atmosferen. De vlamvoortplantingssnelheid van ijzer dat verbrandt in O,=N,- en O,=Ar-
atmosferen vertoont een vergelijkbare snelheid en structuur. Echter, de vlamvoortplant-
ingssnelheid van ijzer in een O,=He-atmosfeer is vier keer sneller dan in O,=N,- en
O,=Ar-atmosferen bij bijna-stoichiometrische omstandigheden.

Bij binaire dispersie onderzoekt de studie de e [edten van deeltjesgrootte en -concentratie
op vlamstructuur en verbrandingssnelheid. Verschillende concentraties van kleine en
grote deeltjes leiden tot gescheiden of overlappende vlamfronten. Diepgaande analyses
van variaties in totale massaconcentratie tonen aan dat de deeltjesgrootteverhouding het
equivalentieverhouding bepaalt waarbij de maximale verbrandingssnelheid optreedt. Bij
poly-gedispergeerde (PSD) poeders worden de vlamvoortplantingssnelheid en structuur
onderzocht voor smalle en brede distributies. De resultaten laten zien dat de equiv-
alentieverhouding waarbij de maximale vlamvoortplantingssnelheid optreedt, aanzienlijk
varieert met de karakteristieke breedte van de PSD voor dezelfde gemiddelde grootte.
Deze bevindingen benadrukken de cruciale rol van de PSD-breedte en de uitdaging bij
het vergelijken van experimenten en simulaties met verschillende PSD’s.

Hoewel de verbranding van ijzer in lucht geen koolstofdioxide (CO,)-uitstoot genereert,
kan het stikstofoxiden (NOXx) produceren. Een numerieke studie met gedetailleerde gas-
fasechemie toont aan dat de stikstofoxide-uitstoot in een ijzervlam met droge lucht zeer
klein is, vanwege de lage hoeveelheid zuurstofradicalen. Echter, zelfs bij een klein aandeel
waterdamp (volumeaandeel < 0:5%) in het mengsel, wordt hydroperoxyl (HO,) gevormd,
wat de dissociatie van moleculaire zuurstof versnelt en de vormingssnelheid van stiksto-
foxiden verhoogt. Dit toont aan dat waterdamp in lucht moet worden meegenomen bij het
bestuderen van stikstofoxide-uitstoot van ijzerstofverbranders. In ijzervlammen kan de
deeltjestemperatuur aanzienlijk hoger zijn dan de gastemperatuur. Met een a-posteriori-
analyse laten we zien dat de vorming van stikstofoxiden binnen de deeltjesgrenslaag geen
probleem vormt.



ljzervlammen zijn moeilijk te stabiliseren in experimentele opstellingen en industrigle
branders, aangezien de verbrandingssnelheid slechts enkele cm=s bedraagt. Een onder-
steunende brandstof kan ijzervlammen stabiliseren in experimenten door de verbrand-
ingssnelheid te verhogen. Numerieke simulaties worden uitgevoerd met methaan als
ondersteunende brandstof, omdat de verbrandingskenmerken van methaan in lucht goed
bekend zijn. De studie richt zich op het e[edt van het toevoegen van ijzerpoeder aan
een stoichiometrische methaanvlam in lucht in één en drie dimensies (1D en 3D). Het
verbrandingsgedrag van ijzerpoeder blijkt te worden bernvioed door deeltjesgrootte en
-concentratie. Een kritische concentratie wordt geidentificeerd als de concentratie waar-
bij een plotselinge verandering in de vlamstructuur optreedt. Onder deze kritische
concentratie verbranden ijzerdeeltjes individueel zonder een vlamfront te vormen, wat
wordt bevestigd door de 3D-simulaties. Boven deze concentratie wordt een vlamfront
waargenomen waarin de ijzerdeeltjes volledig oxideren en een eigen vlamfront vormen,
zoals te zien is in zowel 1D- als 3D-simulaties. De laminaire verbrandingssnelheden
verkregen uit de simulaties worden vergeleken met experimentele resultaten, wat bij-
draagt aan de validiteit van de numerieke bevindingen.
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Introduction

This chapter presents the need for alternative fuels in a global context and the moti-
vation to study the burning characteristics of iron powder combustion. The current
knowledge of iron particle combustion is summarized through a literature review. Ad-
ditionally, the research objectives of this thesis are introduced, along with an outline
of the structure of the thesis.

1.1 Motivation

Fossil fuels are used everywhere to generate electricity, power, heat, and light. Fossil
fuels are favored in many places as they are readily available, cheap, and can be stored
and transported easily. We have been using fossil fuels for more than 100 years, and
are rapidly consuming the remaining part of fossil fuels [1]. The combustion of fossil
fuels pollutes our atmosphere and we are on the edge of irreversible global warming.
The State of Global Climate report confirms 2023 as the hottest year with the global
average near-surface temperature at 1:45 C above the pre-industrial baseline [2]. The
current global average concentration of CO, in the atmosphere stands at 425 ppm as of
February 2024 [3]. This marks a significant increase, with atmospheric carbon dioxide
now 50 percent higher than pre-industrial revolution levels. Also, the concentrations of
other greenhouse gases - methane, and nitrous oxide have reached record-high observed
levels. The combusted products from fossil fuels also have a detrimental e [edt on human
health [4]. In response to this urgent need, researchers are actively seeking alternatives
to fossil fuels.

Renewable sources like solar, tide, and wind o [ed promising alternatives to fossil fuels.
However, a critical question arises: do we have su [cieht infrastructure and investment
to support their widespread adoption? The economic prosperity facilitated by fossil fuels
has been substantial and cannot be swiftly replaced. Additionally, many countries lack
the financial resources to invest in renewable energy initiatives. The cost of solar panels
has dramatically decreased, a hundred times cheaper than 25 years ago. However, the
question arises: where does the energy required for their production originate? Addition-
ally, how are the base materials necessary for manufacturing these solar panels sourced?
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Similar concerns apply to the production of wind turbines. Understanding the energy
sources and material supply chains behind renewable energy technologies is essential for
assessing their environmental impact and sustainability.

The global shift towards renewable energy necessitates alternative storage and transport
solutions due to the limitations of fossil fuels and the intermittent nature of renewables
like wind and solar. E [cieht energy storage systems are crucial for balancing supply
and demand, maintaining grid stability, and enhancing energy security. Additionally,
reducing greenhouse gas emissions and minimizing environmental impacts drive the need
for cleaner, sustainable energy storage options, such as using iron for energy storage.
Developing these alternatives is essential for achieving decarbonization goals and ensuring
a reliable, sustainable energy future.

There is an urgent need to transition to clean energy in the transport sector, includ-
ing road, aviation, and maritime industries, as well as in electricity and gas supplied
to households and industries. Fossil fuel pollution is a significant concern; globally, ap-
proximately 140 billion cubic meters of natural gas are flared annually. Flaring occurs
when oil field operators burn the “associated” gas that accompanies oil production, re-
leasing CO, emissions, methane, and black soot into the atmosphere, which poses health
risks [5]. Emissions are not only generated during the combustion of fossil fuels but also
during their production and transportation processes. Understanding and addressing
these issues are crucial for reducing the environmental impact of our energy systems.

1.2 Alternative fuels

Considering the current energy demand, in addition to solar, wind, and tide energy
sources, alternative fuels such as hydrogen, ammonia, and solid fuels can supplement
the energy need. Each of these alternative fuels has its advantages and disadvantages.
Among these, one promising idea is using metal fuels (solid fuels) as an energy carrier.
Burning metal powders is not a new field, it has been used since the 1960s to power
rocket engines. Metal powders such as aluminum, boron, beryllium, and magnesium,
were predominantly used to propel rockets into space. A lot of experimental studies
were conducted from early 1960 to 1980 [6]. But, only recently, researchers investigated
harnessing the power of metal powders for storing sustainable energy, especially as an
alternative to fossil fuels. Cost-e [edtiveness and availability are compelling reasons for
considering metal powder fuels as alternatives to hydrocarbon fuels. In applications
such as chemical looping combustion systems (CLC), metal powders serve as oxygen
carriers, helping to prevent CO, dilution with flue gases [7]. Moreover, metal powders
can be utilized as energy carriers within metal-fuel cycles. Clean primary energy can be
employed to reduce metal oxides into metal fuels, which are subsequently transported
and used for energy production. The combustion product, metal oxides can be collected
and recycled back into metal fuels, thus completing the energy cycle [8].

Metal fuels have high values of burning energy with respect to hydrocarbon fuels on mass
and volumetric basis [9]. Metals such as lithium, boron, aluminum, magnesium, iron,
zinc, and zirconium possess high energy densities, making them suitable for a variety of
applications, including rocket propellants and batteries.

Among these metals, iron is considered one of the most promising alternative fuels, due
to its availability, cost, ease of storage, ease of transportation, high heat of combustion,



and most importantly burned iron particles can be captured and recycled back to iron
using renewable energy [8]. Figure shows the metal-fuel energy cycle. Micron-sized
iron particles can be burned in air and the resulting energy can be utilized in house and
industrial heating, to power manufacturing units, and to produce electricity in power
plants and many other applications. The combusted products which are iron oxides can
be captured and recycled back to iron using renewable sources such as wind, solar, and
hydro-energy. Hence, the complete cycle produces zero carbon emissions. However, iron
particles should be produced using renewable sources to make this cycle completely clean.

1.3 Iron particle combustion

To accurately model the flame propagation of iron aerosols in air or other mixtures,
it is essential to first understand the burning characteristics of a single iron particle.
Ning et al. [10] investigated the burn time and combustion regime of laser-ignited iron
particles in the size range of particle diameter d, = 26 to 54 m. The experiments were
conducted in O,=N, mixtures with oxygen content varying from 21% to 36%. They
measured the radiant intensity evolution to determine two characteristic times, i), the
time to peak intensity (tmax), and ii), the total duration of light emission (tyt). They
concluded that tmax was proportional to (1=Xp,)" with 1:04 . n _ 1:18, indicating
external dil[udion controlled combustion and ty,: showing a very weak dependency on
the oxygen concentration, indicating combustion controlled by di[udion [10]. The work
was extended to study the temperature and phase transitions of a single iron particle
by the same team [11]. They obtained the time-resolved particle temperature based on
two-color pyrometry. The measured maximum particle temperature is in the range of
2450K to 2650K in air for average particle sizes of d, = 26 to 54 m.

Recently, Hameete et al. [12] measured the temperature history of burning iron particles
based on fitting a Planck distribution to the captured spectral luminescence distribution,
and they confirmed the trend found by Ning et al. [10] that the maximum temperature
of a particle increases with particle size.

Figure 1.1: Metal fuel cycle. Metal fuels can be used as energy-trading commodities and transportation
fuels. Clean primary energy is used to reduce metal oxides into metal fuels, which are then transported
and sold for transportation and energy production. The metal oxides can be collected and recycled back
into metal fuels, closing the energy cycle. Reprinted from [8] with permission from Elsevier.
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Li et al. [13] investigated the ignition and combustion process of single micron-sized iron
particles in the hot gas flow of a burned methane-oxygen-nitrogen mixture and showed
that the particle temperature was higher than the ambient temperature. They also
observed a decrease in the total burning time as the e [edtive oxygen concentration in-
creased, especially for particle sizes larger than 40 m and they also observed nanoparticle
formation.

Ning et al. [14] also investigated the critical temperature for nanoparticle formation dur-
ing the combustion of a single iron particle. They observed a cloud pointing towards
nanoparticle formation during the combustion of iron particles, suggesting that liquid
iron was partially evaporated. They also measured the rate of formation of nano-oxides
for diLerent particle sizes at diLerknt oxygen concentrations [14]. Li et al. [15], experi-
mentally investigated the high-temperature oxidation of single iron particles for laminar
flow conditions using multi-parameter optical diagnostics. They concluded that oxida-
tion of micron-sized iron particles occurs partly in the gas phase, with the projected area
of nanoparticle clouds exceeding 100 times the iron particle itself, especially for larger
iron particle sizes.

A numerical study of the combustion of single iron particles in an O,=N, atmosphere was
conducted by Thijs et al. [16]. The time to maximum temperature t,hax and the maximum
temperature of the particle were computed using a numerical study by resolving the full
boundary layer around a single iron particle and compared against the experimental
results from Ning et al. [10]. They showed good agreement for tmax and Tmax between
numerical and experimental studies. They also confirmed the formation of nano-particles
which are produced due to the gas phase reaction of iron particles. However, the fraction
of nano-particles formation is less than 1% in mass [16].

Let us consider a single spherical particle and check the various possible modes in which
it can burn. A solid particle can reach a liquid state while heating and can burn similarly
to droplet combustion (vapor-phase combustion) if the flame temperature is larger than
the boiling temperature, or it can have rapid kinetic reactions occurring on the surface of
the particle if the flame temperature is less than the boiling temperature (heterogeneous
combustion). There is also a possibility of hybrid vapor-phase/heterogeneous flames.

Figure shows the modes of single particle combustion for a small Biot number (B;
1:0). The oxidizer is the oxygen from air. Both modes A and B produce nanometric
solid metal-oxide combustion products in a halo around the droplet [17]. In Mode C,
iron oxides tend to stay on the metal droplet surface, leading to an increase in the particle
size. This accumulation of metal oxides may hinder the di [udivity of oxygen to the core
and limit the reaction rate.

Considering iron particle combustion, the flame temperature of iron in air at stoichiomet-
ric ratio is close to 2200 K which is less than the boiling temperature of the iron (3135 K)
and iron-oxides (3687 K), hence we can assume that iron burns in the heterogeneous
combustion mode (Mode C).

1.4 Flame propagation in iron aerosols

The flame structure and propagation mechanism of iron powder burning in air were first
reported by Sun et al. [18]. Their experimental study observed that the iron particles burn
without gas phase flame and the particle burn time is proportional to the square of the



Figure 1.2: Modes of particle combustion. The oxidizer is oxygen from the air. Modes A and B produce
nanometric solid metal-oxide combustion products in a halo around the droplet, while Mode C produces
micron-sized oxides. Reprinted from [8] with permission from Elsevier.

particle diameter. Experiments to determine the burning velocities of iron powder flames
have been carried out in a micro-gravity environment to avoid the production of buoyant
flows. Tang et al. measured the laminar flame speed and quenching distance for a fuel-
rich iron powder in air in a reduced-gravity environment provided by a parabolic flight
aircraft [19]. This work was extended to study the e [edt of di [erent atmospheres (in argon
and helium) on the burning characteristics of iron powder [20]. Palecka et al. conducted
a similar study by using a sounding rocket in oxygen and xenon gas mixtures [21]. They
concluded that iron powder burns in discrete combustion mode (discussed in the next
section) as the flame speed was independent of the particle burning rates. McRae et
al. conducted experiments in a counter flow burner and observed a stabilized flat iron
flame [22]. They also observed that the iron combustion occurs in the di [udion-controlled
regime and an independence of the flame speeds to oxygen concentration, suggesting that
the flame propagates in the discrete regime in lean fuel conditions.

Hazenberg et al. [23] conducted a numerical study to understand the flame structure and
burning velocities of mono-dispersed iron aerosols. They computed the burning velocities
of iron aerosols at di Lerknt fuel equivalence ratios and found that the maximum burning
velocity occurs at lean conditions, which indicates a di[udion-limited surface reaction
after ignition. They also found that the maximum particle temperature exceeds the
equilibrium gas temperature in lean conditions and that it is limited by the equilibrium
temperature in stoichiometric and fuel-rich conditions [23].

In practice, iron powders do not consist of a single particle size (mono-dispersion) but
have a given particle size distribution (PSD). Most of the experimental data obtained to
understand flame propagation in metal dust are reported as a function of average particle
size [24] which makes it di Ccult to compare experimental and theoretical results when
di [erent distributions are used. Even in the numerical study [23] and theoretical study
[24], averaged particle size or mono-dispersed powders are used. Hence, understanding
the e [edt of particle sizes is important.

As a first step in understanding the influence of size distribution on flame propagation,
the combustion of a binary suspension of two mono-size powders was investigated by
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Goroshin et al. [25] using a theoretical analysis assuming the same ignition temperature
for the dilerknt powders in a binary mixture. They concluded that dilerent flame
front configurations can be observed in the binary dispersed mixture. However, the
influence of the particle size ratio and the overall equivalence ratio was not studied.
Also, they performed an analysis for very lean conditions, neglecting the e [edt of oxygen
concentration on the burning rate.

Experiments carried out by Huang et al. [26] used nano and micron-sized aluminum
particles in air in a Bunsen burner. They reported only a few experimental results due
to the di Ccult nature of the experiments and the stabilization of the particle flow. They
also performed a theoretical analysis and showed that when low concentrations of small
particles were added to the mixture containing relatively large particles, separated flame
fronts prevailed. In contrast, at high concentrations of small particles, overlapping flame
fronts emerged. This observation confirmed the model proposed by Goroshin et al. [25].

Palecka et al. [27] developed an analytical model to understand the propagation of dual-
front flames in a binary-fuel mixture containing two independently reacting fuels. They
described that the addition of a solid fuel component to a gaseous reactive mixture,
or a suspension of a primary solid fuel in an oxidizing gas, may influence the flame in
two ways. On the one hand, it increases the heat capacity of the mixture and, therefore,
decreases the flame temperature and the resulting burning velocity if one component does
not react fast enough. On the other hand, if the added fuel component reacts quickly, it
may compensate for the increase in the specific heat and stabilize, or even increase, the
flame propagation speed. Only a handful of experiments and theoretical analyses were
reported in the literature to understand how particles of di [erknt sizes interact with each
other in metal combustion and according to the author’s knowledge, a comprehensive
modeling study that o [erk a thorough analysis is currently lacking.

Iron-air flames are di Ccult to stabilize in experimental setups and industrial burners, as
the burning velocity is only a few cm=s. A supporting fuel can stabilize iron flames in
experiments by enhancing the burning velocity. Hybrid flames, involving a combination
of di [Cerknt fuels, have been studied to enhance burning velocity and stability. Typically,
slow-burning fuels are combined with fast-burning counterparts to achieve these objec-
tives. Such hybrid flames also provide insights into the propagation of the slowly burning
fuel. Noteworthy studies, such as Palecka et al’s investigation of the quenching distance
in a hybrid methane-aluminum mixture [28], and a comprehensive review by Goroshin
et al. on burning characteristics of solid fuel suspensions [29], contribute to the broader
understanding of hybrid flames. An analytical model developed by Palecka et al. [30]
further explores non-adiabatic flame propagation and quenching in hybrid mixtures of
independently reacting fuels, revealing conditions under which flame fronts may merge
or burn separately.

1.5 Continuous vs discrete phase combustion

Depending on the nature of reaction media, we can distinguish homogeneous combustion
processes, such as premixed gas flames, where fuel is mixed with oxidizer to produce a
flame, and heterogeneous combustion, where the fuel is not evaporated and burns locally,
for example, in combustion synthesis of materials [31], burning of solid propellants, coals
and biomass, forest fires, reaction propagation in fluidized beds and clouds of solid parti-



cles or spray combustion. The combustion process in heterogeneous media can either be
continuous or discrete, while homogeneous combustion processes are always continuous.

A detailed review of the discrete combustion can be found in the work by Mukasyan et
al. [32]. They discussed relevant experimental and theoretical results on discrete combus-
tion and concluded that combustion occurs in continuous or discrete modes depending
on the ratio of characteristic times of chemical reaction and heat transfer in the hetero-
geneous medium.

In heterogeneous combustion, as reported by Tang et al. [33] when the flame thickness
is much greater than the inter-particle spacing, the system approximates a homogeneous
medium and the flame can be modeled as a continuum. On the other hand, when the
flame is thin due to the rapid reaction of particles, the heterogeneous flame can no longer
be treated as a continuum since discrete e [edts become dominant. A strong dependence
on the spatial distribution of the particle heat sources characterizes the e[edts of dis-
creteness. Discrete combustion of iron powder combustion was experimentally studied
by Goroshin et al. [34]. In their study, they substituted the nitrogen in air by xenon
lowering the thermal di[udivity of the gaseous medium, resulting in the flame propagat-
ing through the reactive mixture being in the discrete regime. Substituting the nitrogen
with helium (with high thermal conductivity) enabled the continuum regime to be real-
ized. The measurements of the burning velocity in the xenon-oxygen mixture exhibited
a weaker dependence of the flame speed on the particle burning time, indicative of the
discrete regime. On the other hand, burning velocities of iron powder obtained with
helium-balanceg mixtures were in better agreement with continuum theory predictions
St :continuous / =t,, with  being the thermal di [udivity of the gas, consistent with the
simplest models of continuous flame propagation [35]. Figure shows the schematics
of continuous and discrete combustion regimes [36].

A dimensionless discreteness parameter . is often used to distinguish between discrete
and continuous flame propagation. It is defined by the ratio of the burn time scale (tp) to
the heat transfer time scale between particles (ty), viz. . = tp=t,. When the discreteness
parameter is very large, . 1, then the system burns in a continuous mode, and when

¢ 1, the system is considered to burn in a discrete mode [37]. The heat transfer time
scale is given by ty, = I>=  with | the inter-particle spacing and  the thermal di [LSivity.
The inter-particle spacing can be related to the particle number density as | = n =3
where the number density nqg is related to the mass density 4 and the particle mass mp
asn= g=mp. Using mp = ( =6) pd3, this yields

wIN

d

th = = (11)

P .
64
which indicates that the heat transfer time is proportional to dg. Let us compare the
heat transfer time against the experimentally measured burn time of a single iron particle
in air by Ning et al. [10]. The burn time of an iron particle as reported by Ning et al. is
proportional to dém. Figure (left) shows the heat transfer time scale and burn
time at di Lerknt iron powder concentrations. Figure (right) shows the corresponding
discreteness parameter. The thermal di [udivity of nitrogen is used and is taken at 900 K,
close to the particle ignition temperature. As indicated by Equation[I.7] the heat transfer
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Figure 1.3: Schematic showing comparison between continuous and discrete regimes of combustion.
Reprinted from |36] with permission from Taylor & Francis.

Figure 1.4: Left: Heat transfer time scale as a function of particle diameter for various iron powder
densities. The black dashed curve corresponds to the burn times of single iron particles in air reported
by Ning et al. [10]; Right: Discreteness parameter as a function of particle size at di Lerkent particle mass
concentrations.

time scales with the square of the particle diameter and decreases with increasing density
of the dispersion. The dilerknce in the particle heating time and burn time reduces with
particle size and for d, =50 m and 100 g=m?3, the discreteness parameter becomes one.
For all other conditions shown in Fig. [I.4] the heat transfer time scale is lower than the
burn time. Please note that the particle burn time in flames is expected to be longer
because of the reduced oxygen concentration. Therefore, the dilerknce in time scales is
expected to be even larger. This analysis indicates that iron-air flames can be expected
to burn in a continuous regime for the considered particle sizes, although discrete e [edts
may appear at low powder densities. Discrete flame propagation with ty t,, is not



expected because at densities lower than 100g=m3 the adiabatic flame temperature is
too low to ignite the iron powder (as will be shown in Chapter .

1.5.1 Emissions

Although the burning of iron in air does not generate carbon dioxide (CO,) emissions,
it may produce nitrogen oxides (NOx). In combustion, three sources, prompt, fuel and
thermal NOx are responsible for the formation of NOx in which thermal NOx is highly
sensitive to temperature. The flame temperature of iron-air flame at stoichiometric ratio
is approximately equal to methane-air flame 2200 K. There are almost no NOXx studies
on iron flames in the literature. At lean conditions, the iron particle temperature can be
hotter than the surrounding gas, and the formation of nitrogen oxide inside the particle
boundary layer should be addressed.

1.6 Open questions

To make the combustion process of iron aerosols e [Ccieht, understanding the fundamental
properties such as flame propagation mechanism, flame structure and flammability limit
is essential. Here are several key aspects that need to be addressed:

Flame propagation regimes: It is crucial to determine whether iron flames prop-
agate in a continuous or discrete regime. This involves studying the conditions
under which each regime occurs and identifying the switch between the two. The
propagation regime is influenced by factors such as particle size, concentration, and
distribution, as well as the surrounding gas composition.

Flammability limits: Knowing the minimum concentration at which a flame can
propagate is essential to comprehend the flame propagation mechanism. Below
a certain concentration, flames cannot propagate. For example, methane flames
in air have a lower flammability limit of approximately 5% and an upper limit of
about 15% [38]. Understanding these limits for iron flames will provide insight into
their combustion characteristics.

Gas composition e [edts: The composition of the surrounding gas significantly af-
fects the burning velocity and flame structure of iron flames. Dilerknt gases can
alter the flame temperature, propagation speed, and the overall combustion process.
Understanding how various gas compositions impact these parameters is essential
for optimizing the combustion process.

Particle size distribution: Most studies focus on the average particle sizes, but the
distribution of particle sizes can have a substantial impact on flame characteristics.
Investigating how di Lerent particle size distributions a [edt flame propagation and
stability is important for a more comprehensive understanding of iron combustion.

Temperature and NOx emission: Iron particles reach temperatures around 2500 K
during combustion, which can lead to the production of nitrogen oxides (NOX).
Understanding the conditions that lead to (NOx) formation and finding ways to
minimize these emissions are crucial for making iron combustion more environmen-
tally friendly.

Flame stabilization: Iron flames burn significantly slower than methane flames for
practical particle size (d, < 10 m). Research is needed to determine if it is possible
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to stabilize iron flames under certain conditions. This includes exploring whether
the addition of other fuels like methane or hydrogen can enhance the stability and
burning velocity of iron flames.

By addressing these questions, we can gain a deeper understanding of iron flame com-
bustion and develop strategies to make the process more e [cieht and environmentally
friendly.

1.7 Research objectives and scope

The fundamental understanding of iron powder combustion is an active research topic.
Combustion of iron powders depends on particle morphology, particle size, and particle
concentration. The main research objectives of this work can be categorized into several
sub-tasks, each aimed at deepening the understanding of iron powder combustion and
related phenomena:

Numerical study of flammability limits: Conduct a comprehensive numerical inves-
tigation to determine the flammability limits of iron powder under various condi-
tions.

Flame propagation mechanism and speed: Explore the mechanisms governing flame
propagation and quantify flame speeds of iron powder in dilerknt oxidizing envi-
ronments.

Development of a numerical model including particle size distributions: Develop
a numerical model to study how particle size distribution influences the burning
characteristics of iron powder.

Formation of nitrogen oxides (NOX): Investigate the formation of nitrogen oxides
(NOX) during the combustion of iron aerosols and elucidate the underlying mech-
anisms responsible for their formation.

Three-dimensional modeling of iron powder combustion: Develop and implement a
three-dimensional numerical model to accurately simulate iron powder combustion
dynamics.

Study of hybrid methane-iron-air flames: Perform a numerical study to understand
the burning characteristics and interaction dynamics of hybrid methane-iron-air
flames, exploring their potential applications and combustion behavior.

These objectives collectively aim to advance the understanding of iron powder combus-
tion, from fundamental flammability limits to complex combustion dynamics in hybrid
flames, utilizing advanced numerical modeling techniques.

1.8 Organization of thesis

The following chapter delves into the modeling of both particle and gas phases. Given
that the combustion process of iron particles involves tracking particles (Lagrangian
approach) and gas (Eulerian approach), this chapter also demonstrates the coupling
strategy, detailing how the governing equations of particle and gas phases are integrated.
Additionally, the validation of the particle model is included, highlighting the limitations
of using the current model.
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In Chapter [3] iron flames associated with mono-dispersed particles are discussed. This
includes an analysis of the burning characteristics of iron flames in various atmospheres
containing O,=N,, O,=Ar and O,=He. The e [edt of ignition temperature on flame speed
is also investigated in detail, considering that the ignition temperature of iron particles
remains uncertain.

As a preliminary step to understanding the impact of particle size distribution on the
burning velocity of iron flames, Chapter [4] examines the e [edt of binary dispersed iron
aerosols on the flame speed and structure. Systematic analysis of di [erent particle size
ratios (ratio between the big and small particle diameter) is presented and compared
against mono-dispersed cases. Considering two di[erknt particle sizes, the flame fronts
formed by each particle size can be merged or separated. Extensive discussion on the
condition required to form merged or separated flame fronts is presented along with the
implication on the flame speed.

As an extension of the binary dispersion, in Chapter 5 the e[edt of poly-dispersity on
flame propagation is detailed and compared against the mono-disperse case. The flame
speed and flame structure for narrow and broad distributions are investigated. The
inclusion of poly-dispersity plays a crucial role in certain conditions and is discussed in
detail.

As discussed in the previous section, while the burning of iron in air does not generate
carbon dioxide (CO) emissions, it may produce nitrogen oxides (NOx). A numerical
study with detailed gas phase chemistry on investigating nitrogen oxide formation in
mono-dispersed iron flames along with an analysis of the main mechanism responsible
for the formation of NOXx is detailed in Chapter [6

As iron-air flames are di [cult to stabilize in experimental setups and industrial burners
due to the associated low-burning velocities, a supporting fuel is often used in experi-
ments to enhance the burning velocity of the mixture. In the penultimate Chapter |7 the
e [edt of the addition of iron particles to a methane flame is investigated using 1D and
3D simulations. An interesting observation about the merging of iron and methane flame
fronts is found during this investigation and discussed in detail in this chapter. Also, the
results from one-dimensional simulations are compared against three-dimensional simu-
lations. The numerically obtained burning velocities are compared against experimental
data by [39,/40]. The analysis is extended to study the 3D iron-air flames, and the ob-
servations are compared against the one-dimensional results. A detailed thesis summary
and recommendations are given in Chapter [§






Modeling of iron flames

This chapter presents particle and gas phase modeling and their coupling for 1D and
3D flames. The particle model is validated for the time taken by a single particle
to reach maximum temperature against experimental results. Also, the assumptions
used and their implications are discussed.

2.1 Model description

To choose a realistic particle model, understanding how iron burns is important. As
discussed in the previous chapter, in iron particle combustion, the flame temperature of
iron in air at stoichiometric condition is close to 2200 K which is less than the boiling
temperature of iron (3135K) and iron-oxides (3687 K), hence iron particles are assumed
to burn in the heterogeneous combustion mode (Mode C, Fig. [L.2).

2.2 Particle modeling

The reaction mechanism is governed by a single-step reaction where the iron is converted
to FeO:

Fe + % 0! FeO 2.2)
and the mass-based stoichiometric ratio (s) is given by
1
=M
s= 292 = (:2865 (2.2)
Mee

where Mo, and Mg are the molecular weight of oxygen and iron respectively. Further
oxidation process after the initial formation of FeO to Fe,O3 and Fe3O4 are slow and not
of key importance for flame propagation and hence neglected [41]. Using a Lagrangian
framework, the position X, and velocity up, of the iron particles are tracked for each
particle size, g
Xp _ .
qt Up; (2.3)

and
du, _ 3Co

at _ZET,JU Upj (U Up); (2.4)
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for the particle position and acceleration respectively. Drag forces are computed neglect-
ing gravity [42]. Here X, is the position of the particle, up, is the velocity of the particle,

and | are the density of the gas and the particle respectively. Cp is the coe Lcieht of
drag given by an empirical relationship for low Reynolds number [43]

24 .
Co = o 1+0:15 Re0687 - (2.5)

in which Re is the Reynolds number of the particle (Re = ju  upjdp= ¢) with ¢ the
kinematic viscosity of the carrier gas in the particle film layer. The boundary layer
surrounding the particle is expressed as a particle film layer with the 1/3 rule to determine
the transport properties [44].

To compute the particle volume V,, from the particle composition, we use

m m
Vv, = —RFe 4 RO (2.6)
Fe FeO

where r and reo are the density of the metal and metal-oxide respectively, mp re is
the mass of the iron particle, and mp, is the particle mass. Then the diameter of the
particle is calculated via,

6V, 1=3

dp = 2.7)

assuming spherical particles.

The rate of change of mass of the particle mp due to oxygen uptake and the unreacted
iron mass mp e can be calculated by

dt P dt s dt (2:8)
where s is the mass-based stoichiometric ratio for FeO. The convective heat transfer and
enthalpy exchange due to the reaction of oxygen takes place according to

dt =k

in which H, is the enthalpy of the particle, kc the convective heat transfer coe Lcieht,
T the temperature of the surrounding gas, T, the particle temperature, and ho, the
formation enthalpy of oxygen. Table [2.T] contains various model parameters used in the
model.

AT Tp)+ %hoz; (2.9)

Assumptions used in the particle model are listed below:
i The iron particle is assumed to be spherical and isolated.
ii The particle temperature is uniform as the Biot number is very small, i.e. B;  1:0.
iii Only drag forces are considered and forces due to gravity are neglected.

iv Reaction occurs on the particle surface, as the conversion progresses, the oxides
accumulate over the volume and increase the diameter of the particle [45].
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Table 2.1: Model parameters

variable Value unit
S 0.28 -

Fe 7.874 g/cm3
FeO 5.745 g/cm?®
Cp 0.677 J/(g K)

Ah 2906 J/g
k 75:0 107 cm/s

E,=R, 144 10° K

v The conversion happens in a one-step surface reaction with an Arrhenius type of
rate expression. The reaction constant k and activation energy E, of the surface
reaction are fitted to maintain the ignition temperature at 830K for d, = 10 m.

Thermophoretic forces are assumed to be small for the size range of interest [46].

\

No interaction between the particles as the diameter of the particle is substantially
lower than the distance between the particles, i.e. d, I. For a particle size of
dp =10 m burning in a stoichiometric mixture with air, | = 0:16 mm.

Vi

viii Specific heat capacity of the particle is kept constant, independent of temperature
and composition.

ix Heat release of combustion is chosen to be 2900 J=g to maintain an adiabatic stoi-
chiometric flame temperature of around 2200 K.

X The contribution of Stefan flow is neglected in our model. The neglect of Stefan
flow may lead to an increase of about 4% in the burning velocity [23]. Stefan flow is
significant only when there is a considerable di [erknce in the oxygen mass fraction
between the particle surface and the bulk gas (Yo,:1  Yo,:s 21%).

Xi The convective heat transfer rate is ke = Nu ¢=dp with ¢ the film layer thermal

conductivity and Nu the Nusselt number (assumed constant and Nu = 2:0).

Radiation is neglected in our model as the contribution is only a 5% reduction in
the value of maximum particle temperature and a negligible e [edt (about a few
percent) on the time needed to reach maximum temperature. Radiation can play
a role for smaller particle size (d, <3 m) under rich conditions, as recently found
by [47].

Xi

Conservation of species mass in the film around a spherical particle in a steady state can
be written as 0

ar r2 ViYi =0 (2.10)
where we have assumed that terms due to convection and chemical reactions can be
neglected. The mass fraction of the species is denoted by Y; and the species di[udion
velocity (V;) is given by,

Dim

V: =
i X;

rX; (2.11)
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where Djn, is the mixture-averaged di[udion coe [cieht and X; is the molar fraction of
the species. Substituting V; gives,

0 L Yiex
@r "MX; Or

(2.12)

Integrating once and assuming DimYi=Xi = ( Dim)fMi=M is independent of r, yields

c
0X; = r—z@r (2.13)
withc = M:( Dim)£M;. The variables M; and M are the molecular weight of the species
and mean molecular weight of the mixture respectively. The subscript f denotes the
boundary layer around the particle sometimes referred to as film layer and the subscripts
1 and s refer to the bulk gas at r = 1 and particle surface r = R, respectively.

Integrating again from the particle surface r = R to infinity, results in

R
Xi = Xj;1 + Kis Xi;l)?: (2.14)

The di [mdion flux j [kgm 2s 1] at the surface is then

DiM; @X ( Dim)¢ M
= -— = 2——————Xis Xj 2.15
Y i s Xia) (2.15)
where we used R = d=2. Realizing that ( Dim)f=Mf = pDim=RyTs, this becomes
_ 2Dim p e o
= 4 RuT: Mi(Xiis  Xi:a): (2.16)

The oxygen conversion rate ! [kgm 2s 1] at the surface can be written as
— — — Sxoz;S .
= Ko,s= kYo, s= kMg, YR (2.17)
S

where o,.s is the density of gas at particle surface. The reaction constant k is multiplied
by the ratio of the unburned mass of the particle to the total mass of the particle to
ensure that the reaction rate approaches zero as all the iron is converted to iron oxide.
The quasi-steady state assumption (j = 1) yields

sxoz;s _ 2D02;m p

kMOz M - d Rqu MOz (on;S XOZ;l); (2-18)
which can be solved for the O, mole fraction at the particle surface,
2Doy;m p
Xoys = X0,:1 55— RJ“rTlf( - (2.19)
d Ry Tt Ry Ts

where we used S:Ms = p=RyTs. Substitution in Equation gives the overall O,
conversion rate
kckd

1= Mo, Ko+ kg Xo,:1 (2.20)
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with
ke = k—P—: (2.21)
RuTs’
_2Do,;m p .
ko= =g b (2.22)

where k. and kgq are the reaction and diludion rates respectively. A normalized
Damkdhler number is introduced as, Da = k.=(kq + k;) which relates the kinetic and
di [udion rates. When Da approaches one, the particle reaction rate is di [udion-limited
with k; kg, and when Da approaches zero, the reaction rate is limited by the kinetic
rate (kg  Ke).

2.3 Gas-phase modeling

The transport equations adopted in this study describe the conservation of mass, mo-
mentum, species mass fractions Yy for species k and sensible enthalpy h:

@ +@Uj

ot a = Om (2.23)
@@I”@@ui:k:@@xj img;& + 0+ Qe k2 [LNs  1; (2.25)

where the Einstein summation convention is used over index j, is the density of the
gas, u is the velocity, ik denotes the viscous stress tensor for a compressible Newtonian
fluid:
= Oug;i | Ougk  2@ug;
' 9 @xx 0xi 3 0x;j

in which x denotes the Kronecker delta. The specific heat capacity of the gas cpg
is computed using the 7-coe [cieht thermodynamic polynomials by McBride et al. [48].
The carrier gas is assumed to behave like a perfect gas and the ideal gas law thereby
complements this system of equations. The chemical source term is denoted by ; which
expresses the net production rate of a species by chemical reactions in the gas pqﬁse. The
heat release rate by chemical reactions in the gas phase is denoted by 1+ = hi1;.

ik (2.27)
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Equations (2.23}{2.26)) are closed by source terms that result from the two-way coupling
between the continuous and dispersed phase:

X dm,,

Qmass = ds,n (X Xn); (2.28)
n=1
Xe dup'i'n

Qmom:i = Mp:n d"t = (X Xn); (2.29)

n=1
R dmy

Qspik = e & xn); (2:30)
n=1
R dmpn

Qenth = KeApin Ty Tpin) + dt’ ho, (X Xn): (2.31)
n=1

The multidimensional Dirac function, denoted by , indicates that source terms act only
at the location of iron particle n; this variable has the unit m 2 in three-dimensional
geometries. Equation [2.30] only has non-zero contributions for O,.

The 3D solver employs an Euler-Lagrange approach and is implemented in the Open-
FOAM framework; it is described in detail by Ramaekers et al. [49]. This code integrates
ODE’s for particle mass, Fe and FeO mass fractions, velocity components, and tempera-
ture, and besides a few minor details, oxidation of the particles is modeled as described
in Section 2.2.

For the envisioned particle volume fraction of O(10 #) two-way coupling between dis-
persed and continuous phase is appropriate [50] and used in all of these equations. Open-
FOAM employs a Finite Volume (FV) formulation for all transport equations combined
with a Low-Mach number approximation, e [edtively filtering out sound waves. This re-
sults in a Poisson-equation for pressure and coupling between pressure and velocity fields
is achieved by employing the PIMPLE algorithm. The solver includes a correction veloc-
ity (see Poinsot et al. [51], Section 1.1.5) in species transport equations in the continuous
phase to ensure global mass conservation. Second-order central di[erkncing schemes are
used to compute spatial derivatives of the continuous phase; a SuperBee flux limiter is
included for the convective term in the momentum equation. Time stepping of equations
for both dispersed and continuous phases is carried out with an (implicit) Euler back-
ward scheme. The numerical error introduced by the first-order temporal discretization
is expected to be significantly smaller than the error introduced by the second-order spa-
tial discretization schemes since the (constant) time step At is limited to several s to
resolve the oxidation of m-sized particles rather than CFL-number, which is estimated
to be of O(10 2) for a grid spacing of 25 m which is required to resolve the flow in
the configuration studied in this dissertation. Linear interpolation is used to compute
the local gas velocity at the particle position; cell-centered value is used for the other
properties.

2.3.1 Numerical schemes

2.4 One-dimensional steady flame
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To reduce the computational cost and mathematical complexity arising in solving the
complete set of governing equations in 3D, the 3D gas-phase model is simplified to 1D.
Note that we are interested in the burning velocity and chemical structure of a steadily
propagating flat flame front. In the continuous burning regime (see Fig. [1.3), this can be
described by a set of 1D steady equations. Mass and species conservation equations for
the gas phase with low Mach number assumptions are given by

eu_ .

X Qm; (2.32)

@ uy; @ QY;
@x  @x cple; @x

in which Qsp:k is the mass exchange with the dispersed phase, and Y; is the mass fraction
of species i. The term Djn, is replaced by Dijm = =cpLe; with  being the thermal
conductivity of the gas and Le; is the Lewis number. The assumption of a constant
Lewis number for O is considered with Leg, = 1:1. Since there is only an exchange of
oxygen, the index k of the Kronecker delta ( j-x) is only non-zero for the index of oxygen
(O3). The energy equation is given by

= i:kQsp:k; (2.33)

@ uh  @q _ :
@X + @7 - Qenthy (2-34)
with "
_ en X 1 avi.
= Lo e hi g (2.35)

in which Qenty is the enthalpy exchange between the phases, and q is the transport
of enthalpy due to mass and thermal diludion in the gas phase. In Equation [2.34
total enthalpy is used, including the sensible and formation enthalpy. As a result, the
source term !+ is absent here. The system of equations under the low Mach number
assumption is implemented in the finite-volume 1D flame solver CHEM1D [52,[53], in
which the laminar burning velocity is treated as an eigenvalue of the system.

The coupling between the phases follows a similar methodology as in Sacomano Filho et
al. [53]. Since the flow is steady and all particles of the same size follow the same path and
evolve identically. Therefore, the mass and heat transfer between the particles and the gas
is given by the mass and heat transfer of a single particle multiplied by the total number
of particles of the same size. The mass transfer rate for a single particle is computed
while it is tracked through the domain. The amount of mass Amy;; that is transferred
from the gas to the particle while the particle moves through the computational cell i, is
computed by integrating the mass transfer rate over the time period it is moving through
that cell. Per unit of cell volume, this becomes Amy:;=(dx; dA;) with dx; and dA; the
length and cross-sectional area of the cell, respectively. The total mass transfer rate Qm:;
is then found by multiplying this value for a single particle crossing with the number of
identical particles Np dA; that flow through this cell per unit of time:

Qm:i = Np dA; Amp:i=(dx; 0A;) = Np Amp,;i=dx;: (2.36)
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Similarly, the heat transfer rate can be obtained:
Qnii = I\-lp Ahp;i:dxi; (2.37)

with Ahp:; the integrated heat transfer rate for a single particle crossing cell i. These
heat and mass transfer rates are then used in the Eulerian solver for the gas phase.

A single computational particle can represent all real particles of the same size by multi-
plying its e [edt on the gas phase with the particle number flux N, = m=my;o of that size.
Here, m is the mass flux of particles at the inlet, and mp. is the initial mass of a single
particle. The mass and heat exchange between particles and gas in a single finite-volume
cell k are written as

- Amp. . AH,.
Qm:k = Np p,k; Qn:k = Np p,k;
Vi Vi

(2.38)

in which Vi is the volume of cell k, and Amy;c and AHyk are the integrated mass and
enthalpy changes of a single particle during its residence in cell k. The mass (Qm:x) and
heat exchange (Qn.x) have to be calculated for each particle size and coupled with the
gas phase.

2.4.1 numerical schemes
2.5 Ignition temperature of iron particles of di [efent sizes

To study the ignition temperature of particles of di[erent sizes, 1D simulations are per-
formed similar to that of drop-tube experiments. Ignition is defined as when the tem-
perature of the particle is su [cieht to reach thermal runaway. During the thermal
runaway, the amount of heat released is larger than the heat loss. A single cold iron
particle Tp.o = 300K is placed inside a hot gas environment of dilerknt temperatures
T4 = 700 to 1200 K until the particle ignites. The lowest gas temperature at which the
iron particle starts a thermal runaway is the ignition temperature, which is a function of
particle size and oxygen concentration. Figure [2.1] shows the temperature of the particle
at two di[erknt gas temperatures.

For T4 = 800K (Fig. left) the particle reacts very slowly and its temperature
becomes only slightly higher than the gas temperature. For T4 = 834K (Fig.

Figure 2.1: Temperature profiles of particle and gas, mass fraction of iron oxide and Damkthler number
of 10 um particle with initial Tp = 300K for T1 = 800K (left) and T1 = 834K (right) using 1D
simulations.



21

Figure 2.2: Ignition temperature (left) and burn time of a particle (right) as a function of particle size
using unsteady 0D simulations.

right), the particle undergoes rapid oxidation (thermal-runaway) and reaches a much
higher temperature before cooling down to the gas temperature. Note that the particle
is completely oxidized 13 ms while for T4 = 800K, it is still slowly oxidizing at 250 ms.
Figure [2.1] also shows the corresponding normalized Damkdhler number on the right
y-axis. The normalized Damkthler number for the non-igniting case Da is zero and
becomes Da =1 for the igniting case. This indicates that the non-igniting case oxidizes
in the kinetically limited regime, while the igniting case oxidizes in the di [udion-limited
regime.

The simulations are extended to find the ignition temperature for di [erent particle sizes,
ranging from d, = 10 to 100 m. Figure [2.2) shows the ignition temperature of iron
particles as a function of particle size with Tig, proportional to d, %> based on one
term power series model (Tign = 391:1 d, %% with dy in m). These values are based
on the previously reported ignition temperature of iron particles by Breiter et al. [54].
Only recently, the ignition temperature of iron particles was measured by Abdallah et
al. [55]. In their experimental study, for the particle sizes ranging from d, = 45 to 53 m,
the measured ignition temperature varied from 973K to 1173K. The e[edt of the igni-
tion temperature on the burning velocity of iron powder will be discussed in detail in
Chapter 3

The burn time of a particle (tp) is calculated as the time required for a particle to reach
99% of iron oxide from 1% when an iron particle with T, = 300K is placed inside a gas
environment with T4 = 1000 K. The burn time is proportional to d,l;g"' which is very close
to the theoretical analysis for a di [udion-limited (shrinking core) model, i.e. t, / d,% [56].
As the initial particle size increases, the time required to heat the particle increases, but
the ignition temperature decreases. This is because the heat flux is inversely proportional

to the particle size, hence small particles lose relatively more heat than big particles.
2.6 Validation of the particle model

To validate the particle model, the time taken by a single particle to reach maximum
temperature (tp max) is calculated and compared against the experimental results from
Ning et al. [10] for dilerent particle sizes and oxygen concentrations. Simulations are
performed with an initial gas temperature of Ty = 300 K and initial particle temperature
of Tp = 1700 K in air (Xo, = 0:21) and in a higher oxygen environment with Xo, = 0:31.
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Figure 2.3: Time taken to reach maximum temperature for di[erknt particle sizes (blue line for X o, =
0:21 and red line for X o, = 0:31) compared against experimental results (symbols) from Ning et al. [10].

Figure shows the time taken by the particle to reach maximum temperature (tp:max)
for both oxygen concentrations. The time t,.max is calculated from when the temperature
of the particle reaches T, = 1700 K to when it reaches its maximum temperature, similar
to the method followed in other studies [16,57]. The ty max computed using our numerical
model is in line with the experimental results for both oxygen concentrations and various
particle sizes and this serves as a validation of our current particle model.

The maximum particle temperature reported by Ning et al. [10] is almost constant for
dilerent particle sizes considering oxygen concentrations of 21% or lower. The max-
imum temperature of a particle computed using our model for dpayg = 26 m and
dp:avg = 50 m are 2180 K and 2210K at the oxygen concentration of 21% respectively.
These predicted values are very close to the experimentally obtained maximum parti-
cle temperatures of 2150 K from Ning et al. [10] for the same particle sizes and oxygen
concentration. Experimentally obtained maximum particle temperature values have a
measurement uncertainty of 150 K for di Lerknt particle sizes, indicating that the maxi-
mum particle temperature is largely independent of particle size under these conditions.
When particles burn in lower oxygen concentrations, as is the case in iron aerosol flames,
the maximum particle temperature remains nearly constant (2200 K) across di [erkent
particle sizes [10]. The good agreement between our numerical model and experimental
data further validates our model, confirming its accuracy and reliability for predicting
burning rates of di[erent particle sizes at diLerent oxygen levels. While more detailed
models are currently being developed, the current model is su [cieht for studying flame
propagation.

2.7 Summary

A complete description of the gas and particle model is presented along with the main
assumptions. The particle model is validated against experimental data, demonstrat-

ing its accuracy and reliability. The current particle conversion model is proven to be
su [cieht to study the burning characteristics of iron powder combustion.
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Mono dispersion

This chapter presents the burning characteristics of mono-dispersed iron powder in
atmospheres containing O,=N,, O,=Ar, and O,=He. The study also examines the im-
pact of ignition temperature on burning velocities and flame structure of iron aerosols
in air.

3.1 Introduction

The initial step in understanding the propagation speed of iron flames involves simplifying
the numerical complexity related to the poly-dispersion of particle sizes. Typically, iron
powders come with a particle size distribution (PSD). However, as demonstrated in the
previous chapter regarding various ignition temperatures and heating times associated
with particle size, utilizing the actual PSD in numerical simulations poses challenges in
analyzing the flame structure and burning velocity of iron flames. Therefore, first mono-
dispersed iron particles are employed to comprehend the burning characteristics of iron
flames. Further investigation is conducted to assess the e[edt of particle sizes on flame
structure and burning velocity. This approach enables us to advance toward studying
more complex poly-dispersed aerosols in subsequent chapters.

The available burning velocity measurements of iron powder are limited. Sun et al. [58],
experimentally measured the burning velocity of iron particle clouds for particle sizes
in the range of A) dp.avg = 1103 m and B) dp.avg = 2 to 4:5 m. They also reported
that iron flames propagate without a gas-phase flame and that the thickness of the
combustion zone was 3 to 5mm. The maximum flame speed for iron powder A was
reported as 35cm=s at a mass concentration of 1:02kg=m3 and for iron powder B as
27cms=s at a mass concentration of 0:90kg=m3. When the particle size was increased,
the concentration at which the maximum flame speed occurred changed from rich to
lean.

Laminar flames propagating in fuel-rich suspensions of iron aerosols were studied by Tang
et al. [19] in a reduced-gravity environment provided by a parabolic flight aircraft for
average particle sizes in the range of dp.ayg = 3 to 27 m. The measurement uncertainty
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for the flame speed (Si) measurement is about 5 to 10cm=s, which makes it di Ccult
to compare against the numerical studies.

For the first time, McRae et al. [22] measured the burning velocity of a flat iron flame
on a counterflow burner setup. The measurement of flame speeds was carried out by
using particle imaging velocimetry (PI1V). The measured iron flame speed for the two
oxidizing mixtures, i) 30% of oxygen (O,) and 70% Argon (Ar) and ii) 40% O, and 60%
Ar mixtures, has a large measurement uncertainty (8 cm=s) with the flame speed in the
range of 30 to 45cm=s. They observed that the flame speed appears to be independent
of the oxygen concentration.

Hazenberg et al. [23] conducted a numerical study to understand the flame structure and
burning velocities of mono-dispersed iron aerosols. They computed the burning velocities
of iron aerosols at di Lerknt fuel equivalence ratios and found that the maximum burning
velocity occurs at lean conditions, which indicates a di[udion-limited surface reaction
after ignition [23].

According to existing literature, there is a notable uncertainty in the experimental deter-
mination of the ignition temperature of iron particles. The e [edt of ignition temperature
on the flame speed of iron aerosols is still an active research topic.

Considering the above observations from numerical studies, the main objectives of the
present study are,

To calculate the burning velocity and understand the flame structure of iron powder
burning in di erknt oxidizing environments.

To study the mechanism behind the lean limit.

The e[edt of ignition temperature on the flame structure and burning velocities of
iron powder combustion.

3.2 Flame speed and flame structure in air

The burning velocity of mono-dispersed iron powders of di[erkent particle sizes in air is
computed using 1D simulations and the flame structure is investigated. The thermophys-
ical properties of the gas species are taken from Konnov’s mechanism [59]. A detailed
study on the flame speed and flame structure of mono-dispersed iron aerosols can be
found in Hazenberg and van Oijen [23]. However, we will discuss the key features of
these iron flames here, which will help in a better understanding of the analyses in fur-
ther sections. Figure[3.Ishows the temperature of gas and iron particles for a particle size
of dp =10 mat =0:7 and 1:0. The stoichiometric ratio is based on the Equation 2.2}
The thermal equilibrium is reached at the end of the domain for each case and the tem-
perature at equilibrium equals the adiabatic flame temperature. The adiabatic flame
temperature is higher for =1 than for = 0:7. It is observed from Fig. [3.I] that the
particle temperature exceeds the adiabatic flame temperature at lean condition ( = 0:7)
while the particle temperature is limited by the flame temperature at stoichiometric and
rich conditions. This is a distinct feature of iron (metal) flames [23}24,60].
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Figure 3.1: Gas (solid) and particle temperature (dotted) for dp = 10pum at = 0:7 and 1:0 in air.

Figure 3.2: Normalized Damkohler number Da for dp = 10pm at = 0:7 and 1:0; in air

Figure 3.3: Mass fraction of iron oxide (solid) and normalized oxygen mass fraction normalized with its
unburnt value (dotted); dp = 10pm at = 0:7 and 1:0 in air.
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We have defined x = 0 where the gas and particle are at equal temperatures. Initially,
both particles and gas are at the unburned temperature of 300 K. As in classical gas-
phase flames, energy is conducted from the burnt gas to the unburned gas. As a result,
the gas becomes warmer than the particles and heat is also transferred to the particles.
The increase in particle temperature results in an increase in the surface reaction rate.
This can also be seen in Fig. where the normalized Damkdhler number (Da ) is
shown. Near the flame center (x = 0), the particle is hot enough to ignite, and Da
approaches unity, indicating the conversion rate downstream is limited by di[udion. At

= 0:7, the Da approaches one just before x = 0 and quickly drops to zero once all
iron is converted to iron oxide.

Figureshows the mass fraction of iron oxide and normalized oxygen fraction (normal-
ized to the initial amount of oxygen Yo,.q0 = 0:2329) for a particle size of d, =10 m at

= 0:7 and 1:0. The major observation from Fig. 3.3 is the availability of oxygen once
iron starts to oxidize. For the case = 0:7, the oxygen concentration decreases to about
50% of the initial oxygen before iron starts to convert to iron oxide. And for = 1.0,
this amount increased to about 35%. This is due to the di[udive nature of oxygen. The
conversion rate of iron to iron oxide for the mixture with = 1:0 is reduced compared
to = 0:7 due to the lower concentration of O, that is left after conversion. In gaseous
flames, chemical reaction rates have a strong dependency on gas temperature, thus, Si
is very sensitive to flame temperature, and therefore peaks near = 1 where the flame
temperature is maximum. However, in iron flames, dil[udion of oxygen from the bulk
gas to the particle surface has a strong influence on how fast the powder burns. This is
precisely the reason why the flame speed at the lean condition (= 0:7) is higher than at
the stoichiometric condition. When going below = 0:7, the reduced flame temperature
dominates the e [edt of the increased O, level.

Figure 3.4: Flame speed of iron aerosols for dilerknt particle sizes as a function of equivalence ratio
(left). Flame speed as a function of particle size with = 0:7 (right).

Figure [3.4] shows the flame speed of iron aerosols for di Lerent particle sizes as well as the
flame speed with = 0:7 as a function of particle sizes. As the equivalence ratio increases,
the flame speed increases, until = 0:74 then the flame speed decreases irrespective of
particle sizes. It is observed from Fig. 3.4 that the flame speed reduces as the particle
size increases with S, / 1:ng9 (using a one-term power fit). This is associated with
the heating and burning time scales of particle sizes. Smaller particles heat up quicker
than big particles as the surface-to-volume ratio is higher for small particles than big
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Figure 3.5: The ignition and flame temperature at the lean limit as a function of particle size. The
equilibrium temperature is shown as a reference.

particles. Additionally, the flame speed is inversely proportional to the particle burn
time, which is itself proportional to the particle size, resulting in the flame speed being
inversely proportional to the particle size.

The lowest equivalence ratio at which a steady solution is obtained using the current
model is a function of particle size. As explained in Chapter [2 the ignition temperature
of a particle is inversely proportional to its particle size: larger particles have lower
ignition temperatures. Flames cannot propagate when the flame temperature is not
high enough to ignite fresh particles, see Fig.[3.1l For iron powder with a particle size
of dp = 3 m, the lowest equivalence ratio at which the iron powder can propagate is

= 0:32, while for dy =20 m, itis = 0:25. Figureshows the ignition temperature
and the equilibrium temperature at the lean limit as a function of particle size. The flame
temperature at the lean limit correlates closely with the particle ignition temperature as
a function of particle size.

Another distinct feature of iron flames (metal flames in general) is the ability to propagate
even in very rich fuel mixtures [24]. The flame speed in rich conditions is shown until

= 1:6 in Fig. as higher equivalence ratios are not investigated because they are
practically of less interest.

3.3 E[edt of ignition temperature

In the previous section, we have seen that the particle ignition temperature directly a [edts
the lean flammability limit, but it will also a[edt the flame speed. However, the ignition
temperature of micron-sized iron particles is not well known due to the di Ccullt nature
of the experiments. In the numerical modeling described in Chapter [2, the reaction
rate parameters kg and E, are fitted such that an iron particle auto ignites in air at a
temperature of Tign = 830K, in agreement with observations from Breiter et al. [54]. To
understand the e [edt of ignition temperature on the flame speed and flame structure,
simulations are carried out assuming di [erent particle ignition temperatures (Tign).

As the heat transfer rate and heat production are a function of surface area, so does
the ignition temperature. Depending on the particle size for a particular metal, ignition
temperature changes. Metal particles used in various applications predominantly have
a particle size distribution, meaning that the particles dispersed in the gas are not of
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the same size. These particles are distributed in the gas with some definite spacing
(inter-particle spacing) which changes during the combustion process as the gas expands.
Each particle size has its own ignition temperature, and assuming a constant ignition
temperature for a wide distribution of particle sizes yields unreliable results. Here, we
explore the e[edt of the ignition temperature of mono-dispersed iron aerosols on flame
propagation and flame structure in detail to understand its e [edts.

3.3.1 Numerical modeling

The numerical modeling follows the same approach as described in Chapter [2| except
for how the ignition temperature is modeled. In Chapter 2] the reaction rate parameters
k1 and E, are chosen such that an iron particle auto ignites in air at Tign = 830K. In
this section, we use a modified description of the reaction rate to have better control of
the ignition temperature. We define an ignition temperature such that when the particle
reaches this temperature, the reaction rate becomes infinitely fast. Conversely, when the
temperature is below the ignition temperature, the reaction rate is set to zero:

0; T < Tign;
‘on (3.1)
1, T Tign:
As a consequence, the rate-limiting step is the di[udion of oxygen to the particle surface
when the particle ignites and this is in line with the earlier Da = 1 observation.

3.3.2 Flame structure and flame speed

Let us examine the flame structure for a particle size dp = 10 m at = 0:7 at two
di Lerknt ignition temperatures. Figure [3.6] shows the evolution of the particle and gas
temperatures and normalized oxygen mass fraction as a function of x in the iron flame. As
Tign is increased to 1100 K, particles need to reach higher temperatures before ignition
can occur. This delay allows more oxygen to be diluded before the particles ignite,
resulting in slower burning rates. Additionally, the maximum particle temperature is
slightly higher for Tign = 1100 K.

The ignition temperature (Tign) of iron particles plays a crucial role in determining the
flame speed. According to the theory of laminar premixed flames in the gas phase,
the flame speed is inversely proportional to the ignition temperature [51]. Figure
illustrates the flame speed as a function of at two di[erknt ignition temperatures and
as a function of ignition temperature for d, = 10 m at = 0:7. The dilerkence in
flame speed is about 14% when Tig, is varied from 800K to 900K. For = 0:7, the
relation between the flame speed and ignition temperature is S,/ Tigr?:gz (using power
fit) in line with the theory for flame propagation in the continuous regime. While future
experimental results are expected to provide better Tign values, it is possible to conclude
that the value of Tig, a [edts the flame speed but does not change the qualitative behavior
of the burning velocity as a function of equivalence ratio.

3.4 Iron flames in di [edent atmospheres

Unless the particle sizes are very small (d, <5 m), the burning velocities of iron aerosols
are only a few cm=s. Consequently, most experimental studies on the flame propagation
of iron powders are conducted in zero-gravity environments, because the settling velocity
of relatively large particles on earth is larger than the flame speed. Particles will fall down
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Figure 3.6: Temperature of gas and particle at dilerent ignition temperatures (top) and normalized
oxygen mass fraction (bottom) for dp = 10 pm with = 0:7.

Figure 3.7: Flame speed as a function of equivalence ratio at two di[erent ignition temperatures (left)
and flame speed as a function of ignition temperature for dp = 10pm at = 0:7.

before a flame can propagate through them, complicating the experimental measurement
of the burning velocity of iron-air flames. Gas mixtures containing oxygen and argon [20],
oxygen and helium [20], or oxygen and xenon gases [21] were used in the experimental
studies. It was found that iron powder burns in a continuous regime in the gas mixture
containing oxygen and helium [20] but in the discrete regime in the oxygen and xenon
mixture [21]. The investigation of the role of the gas molecular transport properties such
as thermal heat conductivity and oxygen di[udivity on dust flame propagation can be
carried out by replacing nitrogen in air with other gases. Experiments have shown that
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the replacement of the two-atom molecular nitrogen by a single-atom inert gas such as
argon or helium, increases the flame temperature [20,/61]. In the present study, we aim
to study the burning characteristics of iron powder in O,=Ar and O,=He atmospheres.

3.4.1 Iron flames in argon atmosphere

Argon is a monatomic, inert gas, and the most abundant noble gas on earth. The
numerical model presented in the previous chapter is used here except that argon replaces
nitrogen in the mixture, so the composition of gas containing Xo, = 0:21 and Xar = 0:79
is used to simulate the iron powder combustion. The thermophysical properties of argon
are included in Konnov’s database [59], hence used here.

When nitrogen is replaced by argon in the mixture, the specific heat capacity (cp) and
thermal conductivity ( ) are reduced. Figureshows Cp and as a function of temper-
ature in O2=N5; O,=Ar and O,=He atmospheres. These changes in the thermophysical
properties of the gas, influence both particle and gas temperatures, thereby a[edting the
burning velocity. The lower ¢, in argon atmosphere compared to air will result in a
higher flame temperature. Figure [3.9) shows the maximum temperature of gas and iron
particles for a powder with d, = 10 m burning in an argon atmosphere compared against
air along with the flame speed (right). Similar to the observations in air, the particle
temperature exceeds the gas temperature under lean conditions while at stoichiometric
and rich conditions, the flame temperature limits the particle temperature. However, a
significant increase in particle and gas temperature is observed compared to iron powder
burning in air.

The equilibrium gas temperature in both atmospheres increases with until = 1.0
and then decreases. The temperature in the argon atmosphere is approximately 23%
higher than in air for all equivalence ratios due to the low heat capacity of the O,=Ar
atmosphere compared to the O,=N, atmosphere (as shown in Fig. . This higher gas
temperature in the argon atmosphere along with the lower thermal conductivity (see
Fig. results in particle temperatures about 30% higher than in air.

Figure 3.8: Specific heat and thermal conductivity of gas in an iron powder flame burning in O2=N2
(black), O2=Ar (red) and O2>=He (blue) atmospheres as a function of temperature.

Examining the burning velocity of iron powder in an argon atmosphere (see Fig., itis
observed that the burning velocity is lower than in an O,=N, atmosphere for > 0:60 due
to a slightly lower thermal di [udivity in the argon atmosphere. At very lean conditions
( < 0:6) the temperature becomes a limiting factor in the particle conversion rate. For
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Figure 3.9: Maximum temperature of gas and particles (left) and flame speed (right) in O2=N2 (black)
and O2=Ar (red) atmospheres.

Figure 3.10: Diludion coe Ccieht DM OZ:M of gas in O2=N2 (black) and O2=Ar (red) atmospheres as
a function of temperature.

air, this limiting factor occurs at = 0:7. As the iron flame in the argon atmosphere has
a higher temperature, the burning velocity is higher than that of air under these lean
conditions.

To summarize, for 0:3 < 0:6, the higher gas temperature in the argon atmosphere
compared to air resulted in a slightly higher flame speed than in air. However, for > 0.6,
despite the higher gas temperature, the thermal conductivity is lower, which results in a
lower burning velocity compared to air. The discreteness parameter for the iron powder
burning in an argon atmosphere is greater than one, as the burning time scale is greater
than the heating time scale.

3.4.2 Iron flames in helium atmospheres

When nitrogen in air is replaced by helium, the specific heat of the gas decreases while
thermal conductivity (see Fig. and the di [udion coe Lcieht of oxygen in the mixture
increases (see Fig. . Higher in helium atmosphere compared to air enhances the
conduction of heat from burnt to unburnt gas, probably resulting in a higher flame speed.
The composition of gas containing Xo, = 0:21 and Xpe = 0:79 is used here to simulate
the iron combustion.
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Figure 3.11: Gas (solid) and particle temperature (dotted) for dp = 10pm at = 0:80 (top) and the
corresponding burned mass fraction (solid) and oxygen (dotted) (bottom) compared in O2=N> (black)
and O2=He (blue) atmospheres.

Figure 3.12: Flame speed of iron powder of dp = 10 um in O2=N2 (black) and Oz=He (blue) atmospheres.

The flame speed of iron powder burning in an O,=He atmosphere was measured to
be three to four times faster than burning in air in a continuous regime [20]. It was
shown, that when a flame propagates through the molecular transport of heat, the flame
propagation speedrpepends on the thermal di [udivity and the characteristic combustion
time (ty) as S =ty, (in continuous regime). Figureshows the particle and gas
temperature along with the oxygen and burned mass fractions for iron combustion in
the helium atmosphere at = 0:8 compared against iron powder burning in air. When
iron particles are burning in the helium atmosphere, the gas temperature is higher than
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in air due to the low specific heat capacity in the helium atmosphere. The thermal
conductivity ( ) in helium atmosphere is about three times higher than in air at 1400 K.
This causes the particles to lose heat faster in the helium atmosphere compared to air.
Also, the di [udion of oxygen in the helium atmosphere is faster than in air (see Fig.[3.10).
The combination of higher thermal conductivity and oxygen diludion in the helium
atmosphere allows iron particles to burn faster, enabling the flame to propagate more
quickly. The primary cause of the higher flame speed in the helium atmosphere, however,
is the increased heat transfer rate from burnt to unburnt gas compared to air. Figure[3.12]
shows the flame speed comparison between iron flames in air and helium atmosphere. Iron
flames are approximately four times faster when iron particles are burning in a helium
atmosphere compared to burning in air which is in agreement with the experiments [20].
The particles seem to burn slower in the helium atmosphere as the distance for conversion
is about two times longer than in air (see, Fig. . However, this is misleading as the
burning velocity is about four times higher, resulting in a particle burn time that is
about two times shorter than in air. The thermal di[udivity, , of helium atmosphere
is approximately sgyen times bigger than that of air. The flame speed comparison using
the relation S| =t, would yield Si_.qe=SiL.air  3:7. It is important to note that
the e [edt of thermal di[Ldivity is much greater than that of the burn time. Considering
the discreteness parameter for the iron powder burning in a helium atmosphere, the
discreteness parameter is much higher than one, as the burning time scale is greater than
the particle-to-particle heat conduction time scale. This indicates that these flames burn
in the continuous regime.

3.5 Summary

One-dimensional numerical investigations are performed to understand the flame propa-
gation speed and structure of the mono-disperse iron powder in the O,=N,, O,=Ar and
O,=He atmospheres. Also, the e[edt of ignition temperature on the flame speed of iron
aerosols is investigated. The main conclusions are outlined below.

Iron particle temperature exceeds the equilibrium gas temperature under lean con-
ditions and is limited by the gas temperature in stoichiometric and rich conditions
in all atmospheres.

When comparing the dependency of the burning velocity on the flame tempera-
ture to gaseous flames, it is observed that the heat and mass transfer coe [ciehts
primarily influence the particle burn rate and hence the burning velocity of iron
flames is more sensitive to O, concentration. In contrast, gas-phase reactions in
gaseous flames are highly sensitive to temperature variations, resulting in a close
correlation between flame temperature and burning velocity.

The flame speed of iron powder in O,=He atmosphere is four times faster than in
O,=Ar atmosphere and O,=N, atmospheres. This is associated with the higher
thermal conductivity and oxygen di [udion rate in the helium atmosphere.

The ignition temperature has an eledt on the flame speed of iron aerosols but
does not change the qualitative behavior of the burning velocity as a function of
equivalence ratio: as the flame speed is found to scale approximately with 1=Tig,
in line with existing theory for flames burning in the continuous regime.






Binary dispersion

In this chapter, a numerical study is performed for binary dispersed iron aerosols in
air using dilLerent particle sizes with constant average particle size. The e[edts of
particle size and density of the two aerosols on flame structure and burning velocity
are systematically investigated. Varying the concentration of small and big particles
results in separated and overlapped flame fronts. Detailed analyses of the variation of
the total mass concentration show that the particle size ratio determines the equiv-
alence ratio at which the maximum burning velocity occurs. The maximum burning
velocity as a function of the equivalence ratio is observed to move from the lean to
the rich side for a particle size ratio su [ciehtly large enough. This chapter is partly
based on the article “Flame structure and burning velocity of flames propagating in
binary iron aerosols” published in the Proceedings of the Combustion Institute [62].

4.1 Introduction

Combustion of iron powders depends on particle morphology, particle size, and particle
concentration. In practice, iron powders do not consist of a single-particle size but have
a given particle size distribution (PSD). Furthermore, most of the experimental data
obtained to understand flame propagation in metal dust are reported as a function of
average particle size [24-27]. It is di Cculit to compare experimental and theoretical results
when di [erkent distributions (with the same average particle size) are used, as the particle
distribution plays a role in determining the burning characteristics of the mixture.

As a first step in understanding the influence of size distribution on flame propagation,
the combustion of a binary suspension of two mono-size powders was investigated by
Goroshin et al. [25] using a theoretical analysis. They concluded that di [erent flame front
configurations can be observed in the binary dispersed mixture. However, the influence
of the particle size ratio and the overall equivalence ratio was not studied. Also, they
performed the analysis for very lean conditions, neglecting oxygen consumption.

Experiments carried out by Huang et al. [26] used nano and micron-sized aluminum
particles in air in a Bunsen burner. They reported a few experimental results due to
the di Ccult nature of the experiments and the stabilization of the particle flow. They
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also performed a theoretical analysis and showed that when low concentrations of small
particles were added to the mixture containing relatively large particles, separated flame
fronts prevailed. In contrast, at high concentrations of small particles, overlapping flame
fronts emerge. This observation confirmed the model proposed by Goroshin et al. [25].

Palecka et al. [27] developed an analytical model to understand the propagation of dual-
front flames in a binary-fuel mixture containing two independently reacting fuels. They
described that the addition of a solid fuel component to a gaseous reactive mixture, or
a suspension of a primary solid fuel in an oxidizing gas, may influence the flame in two
ways. On the one hand, it increases the heat capacity of the mixture and, therefore,
decreases the flame temperature and the resulting burning velocity if one component
does not react fast enough. On the other hand, if the added one fuel component reacts
quickly, it may compensate for the increase in the specific heat and stabilize, or even
increase, the flame propagation speed. Only a handful of experiments and theoretical
analyses were reported in the literature to understand how particles of dilerent sizes
interact with each other in metal combustion and according to the author’s knowledge, a
comprehensive modeling study that o [ers a thorough analysis is currently lacking. This
chapter aims to develop such a detailed model and to investigate flame propagation in
binary iron aerosols.

In the previous Chapter [3| we established that small particles burn faster than big par-
ticles, which has a huge influence on the burning velocities of dust flames. Hence, the
burning velocity of powders of the same average particle size might show a large di [erknce
due to dilerknces in the PSD. In fact, it might be possible to find the most optimal PSD
for fast, stable, and e [cieht combustion. To find such an optimal PSD, it is important
to understand how mixtures of particles of di [erent sizes a[edt the burning velocity and
structure accurately. Hence, the combustion of a suspension of two mono-size powders
is investigated in detail. This could be the first step in finding an optimal PSD. Since
the ignition temperature, heating time, and burning rate of an individual particle are
functions of particle size as discussed in Chapter [3 the flame in binary dust suspensions
is expected to have a complex and multistage structure.

4.2 Binary dispersion of iron particles

The numerical model is presented in Chapter 2] The implementation of the model is
extended to account for iron particles of dilerknt sizes. Instead of tracking a single
particle size, two di[erkent particle sizes are tracked in the computational domain.

A binary mixture containing particles of two dilerknt sizes and concentrations is con-
sidered. The total concentration of the mixture is kept constant to maintain a constant
total equivalence ratio and equilibrium temperature. The diameter of the small and big
particles in the mixture is denoted by dy, s and dp ,, respectively; s; and  are the equiv-
alence ratios of the small and big particles respectively. The total equivalence ratio can
be calculatedas = s+ . Three dilerkent sets of particle sizes are chosen, those are, a)
dp,s;dpb =20 M;70 m, b) dps;dppb =30 M;60 m, and ¢) dps;dpp = 40 m;50 m.
The reason for choosing these particle sizes is to have dilerent particle size ratios, i.e.

= dp,p=dp,s = 3:50;2:00;1:25. The larger the dilerknce between the particle sizes
(larger ), the larger the dilerknce in the particle burning rates between the small and
big particles.
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4.3 E [edt of changes in the ratio of small particles
4.3.1 Casea) =35

First, the e [edt of change of the concentration of small particles in the mixture is studied
for the particle sizes, dps = 20 m and dp, = 70 m with an average particle size of
dp,avg = (dp,s + dpp)=2 =45 m. A parameter = = is introduced, which represents
the mass fraction of small particles in the mixture. If =0, then the mixture contains
only big particles, and if = 1 then the mixture contains only small particles. The
equivalence ratio of small particles ( ) is varied keeping the total amount of fuel constant,
i.e. = s+ p =1, to maintain a constant equilibrium temperature. This means the
fraction is varied from O to 1.

Figure[4.T] shows the variation in the burning velocity of a bi-dispersed mixture as a func-
tion of  (black solid curve). For comparison, the burning velocities of mono-dispersed
small (blue solid line) and big particles (red solid line) are also presented. Additionally,
the burning velocities of bi-dispersed aerosols with one of the particles being inert are
depicted: the red dotted line indicates the burning velocity of a binary mixture with
small particles (dp,s = 20 m) being inert, while the blue dotted line represents the burn-
ing velocity of a binary mixture with big particles (dp,, = 70 m) being inert. Inert iron
particles have a reaction rate of zero.

Let us discuss the results in Fig. as the fraction of small particles ( ) is increased.
Considering the burning velocity of the binary mixture (black solid curve), it is clear that
the S. dependency on is not trivial (non-linear). The maximum burning velocity of
the binary mixture is reached at = 0:80 with s =0:80and , = 0:20. For comparison,
the maximum burning velocity of the mono-disperse mixture occurs at = 0:70. This
indicates a complex interaction between the burning of small and big particles.

When < 0:23, small particles alone cannot sustain flame propagation, as the lowest
equivalence ratio at which iron powders form a flame front is = 0:23 as shown in
Fig. and discussed in the previous Chapter [3l The burning velocity of the mono-
dispersed small particle starts at = 0:23, implying no flame propagation below this
limit. However, burning big particles in the mixture helps the small particles form a
flame front. Thus, the resulting burning velocity is higher than the mono-dispersed big
particles (red solid line in Fig. . This means that even a tiny fraction of small particles
increases the overall burning velocity of the binary mixture. At = 0:20, the 20% of
small powder increases the flame speed by approximately 30%.

Figure (left) shows the flame structure in terms of temperature and heat release
rate in bi-dispersed mixtures for = 0:2, and Fig. (right) shows the corresponding
normalized oxygen mass fraction and mass fraction of iron oxide. At = 0:2, the
integrated heat release rate of the small particles is relatively small compared to the
big particles. Furthermore, the small particles burn completely before the big particles
start burning (spatially), and the temperature of the small particles exceeds the local gas
temperature. Also, before the small particles start to burn, the mass fraction of oxygen
is reduced by 40% due to di[udion, similar to the mono-dispersed case discussed in the
previous chapter. The big particles take a relatively long time to heat up and burn, as
the heating and burning times of a particle are functions of the particle size. Because
the particles of di[erkent sizes have separate heat release rate peaks, two flame fronts can
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Figure 4.1: Burning velocity of the binary mixture as a function of  (dp,s = 20um, dpp = 70um,

= 1); Burning velocity of mono-dispersed particles with equal s or | are shown for reference, as well
as binary mixtures with inert particles. The regions in which separated and overlapping flame fronts are
observed are also indicated.

Figure 4.2: Temperature and heat release rate (left) and normalized oxygen mass fraction and mass
fraction of iron oxide (right) for the binary mixture at = 0:2 (dp,s =20um, dp,p =70um, =1)

be observed in Fig. 4.2l These reaction fronts are separated for the present case with
= 0:2.

When the fraction of small particles is increased, 0:23, the small particles can sustain
a flame front without needing heat from the big particles. This is evident from the faster
increase in the burning velocity of the binary mixture (solid black curve) when increases
compared to < 0:23. Comparing the burning velocity of the binary mixture against the
mono-dispersed case with small particles (blue solid line in Fig. [4.1), it is apparent that
the burning velocity of the bi-dispersed aerosols is lower than the mono-dispersed aerosols
with the same mass concentration of small particles. This is because the big particles in
the binary mixture take away some heat from the flame front in which the small particles
burn, while the contribution due to heat release by the big particles is minimal. This can
be confirmed by comparing the burning velocity of the binary mixture against a binary
mixture with big particles acting as inert (binary, big-inert). The blue dotted line in
Fig. shows the burning velocity for the binary case with inert big particles (binary,
big-inert). Except for 0:40 < < 0:50, the burning velocity of the binary mixture is
approximately the same as the binary, big-inert case. This is because the burning velocity
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is dominated by the reaction front burning small powder, while the big powder burns
further downstream and only takes heat away from this front. Furthermore, the increased
burning velocity at higher concentrations of small powder compared to < 0:23 means
that the big particles have less time to take the heat away from the first flame front.

The burning velocity for binary, big-inert case starts at = 0:40, as flame propagation
does not occur below this threshold. The heat extraction by the large inert particles
exceeds the heat generated by the combustion of the small particles. Thus, for < 0:40,
the energy needed to heat the large particles surpasses the energy released by the burning
of the small particles. When the fraction of small particles is in the range, of 0:40 <

< 0:50, the burning velocity of the binary mixture (blue solid line) is slightly higher
than the binary, big-inert case (blue dotted line). The reason is that until < 0:50,
combustion of both small and big particles contributes towards the burning velocity, and
for > 0:50, combustion of small particles controls the burning velocity.

The maximum burning velocity of the binary case occurs at = 0:80 with ¢ = 0:8
and |, = 0:2. Let us investigate the flame structure and heat release rates for the
binary case at = 0:8. Figure [4.3] shows the flame structure and heat release rate in
bi-dispersed mixtures along with the Yo, and Yreo. At = 0:8, the small particles
equivalence ratio is s = 0:8, which is a little higher than the equivalence ratio at which
the maximum burning velocity for the mono-dispersed case occurs, i.e., max 0.7 as
discussed in the previous chapter. Hence, in this binary mixture, the maximum burning
velocity occurs when the equivalence ratio of small particles approximately matches the
equivalence ratio at which the maximum burning velocity occurs in the mono-disperse
case. This suggests that the burning velocity is predominantly controlled by the small
particles. The reason why the maximum burning velocity does not occur when ¢ = 0:7,
is that some amount of heat generated by the flame associated with the small particles
is lost to heat up the big particles. At = 0:8, the mass fraction of iron-oxide of the
small particles reaches Yeeo:s = 1:0 (Fig. but the big particles iron-oxide fraction
only reaches Yo  0:5 (at the end of the computational domain). This is because the
amount of oxygen available after the burning of small particles is only about 20% of the
fresh mixture and the oxidation rate of the big particles is slow. Eventually, for a long
enough domain, they will oxidize completely as well.

Figure 4.3: Temperature and heat release rate (left) and normalized oxygen mass fraction and mass
fraction of iron oxide (right) for the binary mixture at = 0:8 (dp,s =20um, dpp =70um, =1)
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In Fig. 4.1 the range of in which overlapping flame fronts occur is indicated. Over-
lapping flame fronts occur when the heating and burning time of the small particles is
greater than the heating time of the big particles. The heating time of the particle is
the time required by a particle to reach ignition temperature. For < 0:77, separated
flame fronts occur, which can also be observed from Fig. [Z;Z]Which shows Ygeo:s reaches
1 before Yreo:p Starts to increase from 0. And for > 0:77 overlapping flame fronts
occur as Yreo:b Starts to increase before Yeo.s reaches 1 (Fig. (right)).

4.3.2 Case b) dp =30 m;60 m

Now let us consider particle sizes, dps =30 mand dp, =60 m with = 2:0 but with
the same average particle size of dy avg = 45 m. Figure 4.4 shows the burning velocity
of a binary mixture as a function of  (black solid curve). The burning velocities of
mono-dispersed small (blue solid line) and big particles (red solid line) are also presented.
Additionally, the burning velocities of bi-dispersed aerosols with one of the particles being
inert are depicted: the red dotted line indicates the burning velocity of a binary mixture
with small particles (dp s = 30 m) being inert, while the blue dotted line represents the
burning velocity of a binary mixture with big particles (dp, =60 m) being inert.

Similar to the previous case (i.e. = 3:5), the burning velocity of the binary mixture
increases as the fraction of small particles in the mixture increases ( increases) but
the trend is linear. For the fraction of small particles < 0:23, the small particles alone
cannot sustain a flame front thus the burning of big particles supports the small particles,
similar to the previous case. The combustion of both small and big particles enhances
the flame speed, and the burning velocity of the binary mixture is about 20% higher
than the mono-dispersed big particles at = 0:20. This is about 10% lower than the
previous case with = 3:5. When the fraction 0:23 < < 0:33, the burning velocity of
the binary mixture (solid black line) is higher than the mono-small particles (solid blue
line). This means the combustion of big particles in the binary mixture contributes to
the overall burning velocity at lower fractions of

When the concentration of small particles is increased further, i.e. > 0:33, the burning
velocity of the binary mixture is higher than the mono-small particles. This is due to
the heat extraction by the big particles. The burning velocity of the binary mixture
is lower than the binary, big-inert case until < 0:65 and is slightly lower than the
binary, big-inert case for > 0:65. Hence, until < 0:65, the combustion of both small
and big particles contributes to the burning velocity with a higher contribution from the
combustion of small particles, and for > 0:65, the contribution from the combustion of
small particles is much more than the combustion of big particles.

The maximum burning velocity of the binary mixture reaches near = 1:0, which
is dilerknt from the previous case (with = 3:50) and mono-dispersed case. In the
previous case with = 3:50, the burning velocity is dictated by the combustion of small
particles for > 0:23 and the flame fronts merge near the concentration of 0:80,
where the maximum burning velocity occurs. But in this case, with = 2:0, flame fronts
are merged when > 0:23 and the combustion of both small and big particles contributes
to the burning velocity.
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Figure 4.4: Burning velocity of the binary mixture as a function of  (dp,s = 30um, dpp = 60um,

= 1); Burning velocity of mono-dispersed particles with equal s or | are shown for reference, as well
as binary mixtures with inert particles. The regions where separated and overlapping flame fronts are
observed are also indicated.

Figure 4.5: Temperature and heat release rate (left) and normalized oxygen mass fraction and mass
fraction of iron oxide (right) for the binary mixture at = 0:2 (dp,s =30um, dp,p =60um, =1)

Figure 4.6: Temperature and heat release rate (left) and normalized oxygen mass fraction and mass
fraction of iron oxide (right) for the binary mixture at = 0:8 (dp,s =30um, dp,p = 60um, =1)
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Figure 4.7: Burning velocity of the binary mixture as a function of (dps = 40um, dpp = 50 um,

= 1); Burning velocity of mono-dispersed particles with equal s or | are shown for reference, as well
as binary mixtures with inert particles. The regions where separated and overlapping flame fronts are
observed are also indicated.

Figure (left) shows the flame structure and heat release rate in bi-dispersed mixtures
for = 0:2, and Fig. (right) shows the corresponding Yo, and Yreo. Similar to
the previous case, at = 0:20, the integrated heat release rate of the small particles is
relatively small compared to the big particles, and two flame fronts can be observed in
Fig. (heat release peaks). These reaction fronts are separated for the present case with
= 0:20. Figure (left) shows the flame structure and heat release rate in bi-dispersed
mixtures for = 0:8, and Fig. (right) shows the corresponding Yo, and Yreo. For
= 0:80, most of the heat release comes from the combustion of small particles, and a
small fraction of heat release comes from the combustion of big particles. The burned
mass fraction of big particles reached only about 60% at the end of the computational
domain, as these particles oxidize far away from the flame front of small particles.

The main di Lerence between case a) and case b) comes from the value of at which the
flame fronts merge. As discussed, for case a), flame fronts merge when = 0:77 and for
case b), flame fronts merge when = 0:22. This indicates that the merging of flame
fronts is highly sensitive to the particle sizes in the mixture.

4.3.3 Case c) dp =40 m;50 m

Now let us consider particle sizes, dps = 40 m and dpp, = 50 m with = 1:25. Fig-
ure shows the burning velocity of a binary mixture as a function of  (black solid
curve). Similar to the previous case, i.e. = 2:0, as increases, the burning velocity of
the binary mixture increases almost linearly and reaches the maximum burning velocity
at = 1:0. Also, note that the heating time scales of both particle sizes are similar for
the case with = 1:25.

At lower concentrations of small particles (< 0:22), the burning velocity of the binary
mixture (black solid line) is approximately the same as the mono-dispersed big particles
(red solid line). Let us look at the flame structure of the binary mixture at a lower
concentration to understand why this behavior is di[erknt from the two previous cases
( = 2:0;3:5) we discussed earlier. Figure (left) shows the flame structure and
heat release rate in bi-dispersed mixtures for = 0:2, and Fig. (right) shows the
corresponding Yo, and Yeeo. At = 0:20, the heat release of the small particles is
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Figure 4.8: Temperature and heat release rate (left) and normalized oxygen mass fraction and mass
fraction of iron oxide (right) for the binary mixture at = 0:2 (dp,s = 40um, dp,p = 50pum, =1,
= 1:25)

Figure 4.9: Temperature and heat release rate (left) and normalized oxygen mass fraction and mass
fraction of iron oxide (right) for the binary mixture at = 0:80 (dp,s = 40um, dpp = 50pum, =1,
= 1:25)

relatively small compared to the big particles, but both small and big particles release
heat simultaneously. When looking at the burned mass fraction of small and big particles
(in Fig. (right)), both of them burn simultaneously. This means both flame fronts
are merged even at lower concentrations of and most of the heat release comes from
the combustion of big particles. Hence, the burning velocity is mostly determined by the
combustion of big particles when < 0:22.

For 0:22 < < 0:43, the burning velocity of the binary mixture is higher than the
mono-dispersed big particles, as the contribution of the combustion of the small particles
to the burning velocity increases as the fraction increases. For > 0:43, the burning
velocity of the binary mixture is lower than that of the mono-dispersed small particles.
By examining the flame structure, the reason can be found. Figure (left) shows the
flame structure and heat release rate in bi-dispersed mixtures for = 0:8, and Fig. [4.9]
(right) shows the corresponding Yo, and Yro. At = 0:80, the burning velocity of the
binary mixture is approximately the same as the binary, big-inert case, indicating most
of the heat release comes from the combustion of small particles, and the small fraction of
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Figure 4.10: burning velocity of binary suspensions for di[erent as a function of =~ with dp,avg = 45um

heat release coming from the combustion of big particles has no influence on the burning
velocity. The burned mass fraction of big particles reached about 85% at the end of the
computational domain. For all concentrations of , the flame fronts of small and big
particles are merged (for = 1:25).

4.4 Influence of particle size ratios

In the previous section, the burning characteristics of a binary mixture containing three
di Lerknt particle size ratios, = 3:5;2:0; 1:25 are discussed. In this section, the previously
obtained burning velocities with dilerent values are compared against mono-dispersed
average particle size of dp avg = 45 m, to understand how the di Lerknce between particle
sizes a[edts the burning velocity. Figure [4.10] compares the burning velocities of the bi-
nary mixture containing di [erent particle size ratios (= 1:0; 1:25; 2:0; 3:5) as a function
of . The = 1.0 case corresponds to the mono dispersion of d, =45 m. The increase
in the burning velocity is almost linear with  when 1:25, because the heating time
scales of both particle sizes are similar, as discussed in the previous section. The small
and big particles burn simultaneously as one flame front. Furthermore, in the limit of
I 1:0, the burning velocities of the small and big particles are the same. For both
= 2:0; and 3:5, the increase in the burning velocity to the increase in is not linear.

The maximum burning velocity for the mixture with = 3:5 is reached when 0:8,
but for = 2:0 and 1:25, S|_max is reached when the binary mixture becomes mono-
dispersed containing only the small particles ( 1:0). For = 1:25;2:0 and 3:5, the
maximum di[erknce in S| with = 1:0 is about 11%, 40% and 110% respectively. Hence,
the evaluation of S| based on an averaged particle size is valid only for  close enough
to 1. To be precise, to keep the maximum di [erence in the burning velocity to less than
10%, the particle size ratio should be kept < 1:25.

Figure [4.17] depicts the region where overlapping and separated flame fronts occur for
dilerent values of as a function of . As discussed in the previous sections, as the
particle size ratio increases ( ), the dilerknce between the heating and burning time of
the small and big particles increases. Hence, if increases, the concentration at which
the overlapping flame fronts occur increases, eventually reaching =1:0 for =5:4.
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Figure 4.11: Separated and overlapping flame fronts for dilerent values of as a function of  with
dp,avg = 45pm.

4.5 E [edt of particle sizes

To understand the relation between the burning characteristics of particle sizes and the
particle size ratio, simulations are performed with a constant particle size ratio but
di [erent particle sizes in the mixture. The burning characteristics of the binary mix-
ture with dys = 20 m and dp, = 70 m is compared against the binary mixture with
dps =5 mand dpp = 17:5 m. Both of these cases have the particle size ratio of

= 3:50. Figure [4.12) shows the normalized burning velocity Si.n = S_=Si; =o of
the binary mixtures as a function of with = 3:50 for two dilerknt particle sizes,
one containing d, =20 m;70 m (solid line), and the other containing particle sizes of
dp =5 m;17:5 m.

Comparing the burning velocities of these two mixtures, the burning velocity increases
for both cases as  increases. As discussed in Section 4.3.1, the burning velocity for the
mixture with dps =20 m and dpp, = 70 m as a function of is non-trivial. Similar
behavior is observed for the burning velocity for the mixture with dps = 5 m and
dp,b = 17:5 m. In both these cases, the maximum burning velocity occurs at = 0:80,
with 5§ =0:80 and | = 0:20. The separated flame fronts prevail for 0 < 0:77 and

Figure 4.12: Normalized burning velocity S;., = S| =S. —¢ of binary suspensions as function of  with
= 3:50.
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overlapping flame fronts occur for > 0:77 in both cases. This suggests that the general
trend of the burning characteristics of the binary mixture can be better represented with
the particle size ratio instead of the actual particle sizes. By focusing on the particle size
ratio, a more accurate and generalized understanding of the combustion behavior can be
achieved, which is crucial for optimizing the mixture for various practical applications.

4.6 E [edt of equivalence ratio

In the previous section, the total iron concentration is kept constant (= 1:0) while the
fraction of small and big powders is varied. Let us now investigate what happens when
the total concentration is varied while the mass ratio of both powders is kept constant
( = 0:50) for dilerknt values of . For example, in an equivalence ratio of = 0:40,
the concentration of small powder is ¢ = 0:20 and the concentration of big powder is

p = 0:20. In the simulations, the concentrations of both small and big powders are
increased by the same fraction as the equivalence ratio increases. The simulations are
performed for diLerknt values of particle size ratios (= 1:25; 2:0 and 3:5).

Figure[4.13|shows the burning velocity as a function of for = 1:00; 1:25; 2:00 and 3:50
atafixed = 0:50. The equivalence ratio at which the maximum burning velocity ( max)
of the mixture occurs is also shown in Fig.[4.13using vertical dashed lines. As the particle
size ratio ( ) increases, the max shifts from the lean side to the rich side. For the mono-
dispersed case = 1.0, the burning velocity increases until 0:70 and then reduces, as
discussed in the previous chapter. This is because the burning velocity in iron aerosols is
a strong function of the local oxygen concentration rather than of the flame temperature
(see Chapter [3).

For the mixture with a particle size ratio of = 1:25, both small and big particles burn
simultaneously, even if the concentration of each powder is very low (say s = 0:25 and

p = 0:25). This is due to the similar heating time and ignition temperature of the small
and big particles. Figure (left) shows the flame structure and heat release rate in
bi-dispersed mixture for = 0:5, and Fig. (right) shows the corresponding Y, and
Yeeo. The flame fronts of the small and big particles are merged, and the values of the
burned mass fraction rise simultaneously. The burning velocity of the binary mixture

Figure 4.13: Burning velocity of binary suspensions as function of for = 0:50 and dilerknt values;
dashed lines correspond to  at which Si_max occurs for each
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Figure 4.14: Temperature and heat release rate for the binary mixture at = 0:50 (dp,s = 40pum,
dp,b =50pm, =0:50, = 1:25)

Figure 4.15: Temperature and heat release rate for the binary mixture at = 0:50 (dp,s = 40um,
dp,b =50um, =1:20, =1:25)

with = 1:25 is approximately the same when compared against the mono-dispersed
case with dp avg = 45 m, for all equivalence ratios.

There is a slight dilerence at very rich conditions, with the burning velocity of the
binary mixture higher than the mono-dispersed case. Figure (left) shows the flame
structure and heat release rate in bi-dispersed mixtures for = 1:20, and Fig. (right)
shows the corresponding Y, and Yreo. Although the heat release of both small and big
particles occurs at the same time, a fraction of big particles cannot burn completely as
not enough oxygen is available. The burned mass fraction of big particles is close to
70% while all small particles are completely burned and thus the contribution to the
burning velocity coming from the burning of small particles is greater than that of the
big particles.

The burning velocity trend is similar to a mono-dispersed case and S|_max occurs at lean
conditions. But the exact equivalence ratio at which the S| max occurs for the mixture
with = 1:25 is shifted slightly to the right with ax = 0:76. This is due to the
contribution of the combustion of both small and big particles to the burning velocity,
with a slightly slower burning rate of the big particles compared to the small particles.
The maximum dilerknce in the burning velocity when comparing the binary mixture
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Figure 4.16: Temperature and heat release rate for the binary mixture at = 0:50 (dp,s = 30um,
dpp =60pm, =0:50, =2:00)

Figure 4.17: Temperature and heat release rate for the binary mixture at = 0:50 (dp,s = 30um,
dpp =60pm, =1:00, =2:00)

with = 1:25 to the mono-dispersed case is only about 3%. Hence, simulations can be
performed with an average particle size for the particle size ratio < 1:25 with su [cieht
accuracy.

If the particle size ratio is further increased to, say = 2:00, then the small and big
particles do not burn simultaneously and S max shifts to richer conditions. When the
particle size ratio increases, the di[erence between the burning and heating time of the
small particles and the heating time of the big particles increases. This leads to the
formation of separated flame fronts. In other words, the larger particles take longer to
heat up and ignite compared to the smaller particles, causing the combustion process
to occur at dilerent times for each particle size, thereby shifting the maximum burning
velocity to conditions with higher equivalence ratios.

Figure [4.16] (left) shows the flame structure and heat release rate in bi-dispersed mixture
for = 0:50, and Fig. (right) shows the corresponding Yo, and Yreo. The flame
fronts of the small and big particles are separated, and the burned mass fraction of the
big particles rises only after the burned mass fraction of small particles reaches one.
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The burning velocity of the binary mixture with = 2:00 is higher than the mono-
dispersed case with dp avg = 45 m, for all equivalence ratios. Consistent with the find-
ings outlined in Section 4.3, it is observed that when the flame fronts are separated,
the combustion of small particles predominantly influences the burning velocity. Con-
sequently, as the equivalence ratio rises, leading to an increase in the concentration of
small particles, the burning velocity of the mixture is primarily dictated by the com-
bustion of these small particles. Although the ratio of the concentration of small and
big particles is constant, as increases, the burning velocity associated with the small
particles increases. This aligns with the observations discussed in Chapter 3] where it
was noted that the flame speed increases with the equivalence ratio until = 0:7 and
then decreases.

The dilerence in the burning velocity between the binary with = 2:00 and the mono-
dispersed case increases as the equivalence ratio increases. The equivalence ratio at which
the maximum burning velocity ( max) occurs for this binary case shifted to stoichiometric
condition, i.e. max = 1:00. When the particle size ratio further increases, the di[erknce
in the small and big particles’ burning and heating time scales increases. Figure(left)
shows the flame structure and heat release rate in bi-dispersed mixtures for = 1:00,
and Fig. (right) shows the corresponding Yo, and Yreo. Although the heat release
of the small particles is faster than the big particles, the heat release of the big particles
occurs very close to the small particles. The burned mass fraction of small particles
reaches one faster than the big particles, and the burned mass fraction of big particles
reaches 90% at the end of the computational domain. Hence, the contribution of the
combustion of the small particles to the burning velocity is higher than the combustion
of big particles and the maximum burning velocity occurs at max = 1:00. As the mixture
gets richer, the dilerknce in the burning velocity increases further as the contribution
from the combustion of small particles increases as the equivalence ratio increases. The
maximum diLerknce in the burning velocity when comparing the binary mixture with

= 2:00 to the mono-dispersed case is about 30%. Hence, numerical simulations and
theoretical calculations should not be performed with an average particle size for the
particle size ratio = 2:00.

When the particle size ratio is increased further, say = 3:50, then the small and big
particles do not burn simultaneously and S| nax occurs at rich conditions. This is due
to the large dilerknce in the heating and burning time of the small and big particles.
Figure (left) shows the flame structure and heat release rate in bi-dispersed mixture
for = 0:50, and Fig. (right) shows the corresponding Yo, and Yreo. The flame
fronts of the small and big particles are separated by a large distance compared to the
previous case with = 2:00 and the burned mass fraction of the big particles rises only
after the small particles are completely burned.

The burning velocity of the binary mixture with = 3:50 is higher than the mono-
dispersed case with dp avg = 45 m, for all equivalence ratios. Also, the di [erence between
the burning velocity increases as  increases. Consistent with the findings outlined in
Section 4.3, it is observed that when the flame fronts are separated, the combustion of
small particles predominantly influences the burning velocity.

The equivalence ratio at which the maximum burning velocity ( max) occurs for this
binary case shifted to rich condition, i.e. max = 1:30 compared to lower values of
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Figure 4.18: Temperature and heat release rate for the binary mixture at = 0:50 (dp,s = 20pm,
dp,b =70pum, =0:50, = 3:50)

Figure 4.19: Temperature and heat release rate for the binary mixture at = 0:50 (dp,s = 20pum,
dpb =70pm, =130, =3:50)

This mixture contains ¢ =0:65 and , = 0:65. In the binary mixture with = 3:5, the
maximum flame speed occurs when the concentration of small particles in the mixture
is 0:70, which is consistent with the mono-disperse case where the maximum flame
speed occurs at a similar equivalence ratio 0:70 (3).

An increase in the equivalence ratio results in the small particles utilizing more oxygen,
leaving a smaller amount of oxygen for the big particles. Furthermore, the increased
burning velocity compared to that of lower , means that the big particles travel fur-
ther into the flame generated by the small particles before they ignite. This makes the
big particles relatively ine [edtive in contributing to the burning velocity of the binary
mixture. The maximum di[erence in the burning velocity when comparing the binary
mixture with = 3:50 to the mono-dispersed case is about 100%.

Finally, if the size ratio would be increased further, then the burning velocity of the bi-
nary mixture would be completely dominated by the small particles, reaching a maximum
value at 1:40 (where s 0:70) corresponding to the max for the mono-dispersed
case. Depending on the choice of particle sizes, S|_max May occur in lean or stoichiometric
or in rich conditions.
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4.6.1 E [edt of particle size with same particle size ratio

To understand the influence of actual particle sizes instead of particle size ratio, let us
investigate the burning characteristics of the binary mixture with di [erknt mean particle
sizes dp avg but keeping the particle size ratio constant at = 3:5. The particle sizes for
two binary mixtures are a) dps =5 m & dpp = 17:5 m with dy avg = 11:25 m and b)
dos =20 M&dpp =70 m with dpavg =45 m.

Figure [4.20] shows the burning velocity for these two binary mixtures. The burning
velocity of these mixtures increases as the equivalence ratio increases until 1:30 then
reduces, with the burning velocity of the dp ayg = 11:25 m case three times faster than
the dp avg = 45 m case. But, when comparing the normalized burning velocity profiles
(SL=SL.max) between these two cases, Si_max 0ccurs at the same , which confirms that
not the mean particle size but rather the ratio between the particle sizes is important for
the behaviors discussed in the previous sections.

Figure 4.20: Burning velocity (left) and normalized burning velocity (right) to the maximum burning
velocity of binary suspensions for = 3:5 and = 0:5. The particle sizes of the mixture are a)
dp,s =5um & dp 1, = 17:5um (dotted line) and b)dp s = 20 um & dy,p = 70 um (solid line).

Figure 4.21: Temperature and heat release rate for the binary mixture with = 3:5and = 0:5. The
particle sizes of the mixture are dps = 5um & dy,p = 17:5um.

Let us look at the flame structure and burned mass fraction profiles for these two cases.
Figure (left) shows the temperature of gas and particles and heat release rate in
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bi-dispersed mixtures for = 1:30, and Fig. [4.21] (right) shows the corresponding Yo,
and Yo for the particle sizes dps =5 m & dpp, = 17:5 m. When comparing Fig.
with Fig. the flame structure looks similar with small particles releasing heat faster
than big particles and the flame fronts are separated. The burned mass fraction of small
particles reaches one in both cases before the burned mass fraction of big particles starts
to rise. But, for the case with dps =5 m & dpp = 17:5 m, the burned mass fraction
of big particles is larger than the case with dps =20 m & dyp, = 70 m. This is due
to the faster burning of the mixture containing, dps =5 m & dpp = 17:5 m. In both
these cases, the separated flame fronts occur at all equivalence ratios.

4.6.2 E [edt of equivalence ratio with di [efent values of and constant

Let us investigate the burning characteristics of the binary mixture as a function of
equivalence ratio for dilerent values of mass fraction of small particles in the mixture
() but keeping the particle size ratio constant at = 3:5. The reason for doing these
simulations is to find the fraction of the small particles needed to enhance the burning
velocity of the mixture. The simulations are performed for four diLerknt values of | i.e.

= 0:25;0:5; 0:75;1:00. For = 0:25, the binary mixture contains 25% of small particles
(in mass) and 75% of big particles. For example, at an equivalence ratio of = 1:00, the
concentration of small and big particles are s = 0:25 and |, = 0:75, respectively. And
for = 0:75 with an equivalence ratio of = 1:00, the concentration of small and big
particles are s = 0:75 and |, = 0:25, respectively. The case with = 1:00 represents
the mono-dispersed case. In the previous Section 4.3, it is observed that for a particle
size ratio of = 3:5, even the addition of a tiny fraction of small particles increases the
burning velocity. The addition of 20% of small particles resulted in a 30% increase in
the burning velocity of the binary mixture (see Fig. [4.1)).

Figure (left) shows the burning velocity of the mixture containing 20 m and 70 m
particles (= 3:5) for di[erknt values of . Figure (right) shows the corresponding
normalized burning velocity to the maximum burning velocity. When the fraction of
the small particles in the mixture is 25%, i.e. = 0:25, the increase in the burning
velocity of the mixture is gradual as the equivalence ratio increases until 2:00 then
reduces. When is increased, say = 0:50; or 0:75, the increase in the burning velocity
is steeper. Also, as increases, the equivalence ratio at which the maximum burning
velocity occurs moves from rich to lean conditions.

For = 0:25, the maximum burning velocity occurs when the concentration of small
particles reaches s = 0:48 while the total concentration of the mixture is = 1:92.
The observed maximum burning velocity at rich conditions suggest that the higher mass
concentration of big particles takes the heat away from the burning small particles. Even
when the mixture has a larger fraction of big particles than small particles ( < 0:5),
the burning velocity is still dominated by the small particles, as the burning velocity is
higher than that of the big particles with the same . However, a su [cieht amount of
small particles (at least s 0:3) is required to have a substantial e [edt on the burning
velocity.

On the other hand, if = 0:75, then the maximum burning velocity occurs in lean
conditions because of the larger amount of small particles and fewer big particles, result-
ing in the burning velocity determined by the faster-burning flame front associated with
small particles. Hence, the equivalence ratio at which the maximum burning velocity



57

Figure 4.22: Burning velocity (left) and normalized burning velocity (right) to the maximum burning
velocity of binary suspensions for dilerent  with = 3:5. The particle sizes of the mixture are
dp,s =20um & dp p = 70 um.

occurs can be estimated by max s,max= 0:7= = 0:93, which agrees well with the
observed value of = 0:96 in Fig.

4.7 Summary

Detailed numerical investigations are performed to understand the flame propagation
mechanism and flame structure of binary dispersed iron aerosols. The main conclusions
are outlined below,

When the total equivalence ratio of the binary mixture is kept constant, the addition
of a small fraction of small particles in the binary mixture results in a substantial
increase in the burning velocity if the particle size ratio is large. This is due to the
diLerence in the heating and burning time scales of the small and big particles in
the mixture.

If the heating time of the big particles is more than the burning time of the small
particles, then the flame front of the small particles is separated from the flame front
of the big particles. This results in the combustion of small particles determining
the burning velocity of the mixture.

If the burning time of the small particles is larger than the heating time of the big
particles then the two flame fronts merge and burn together. In general, overlapping
flame fronts occur for a relatively low particle size ratio with a high fraction of small
particles.

The di[erknce in the flame speed of the binary compared to the mono-disperse case
increases as the particle size ratio increases. Therefore, the assessment of the flame
speed using an averaged particle size remains accurate only for a su [Cciehtly small
particle size ratio to ensure the burning velocity’s accuracy is within 10%.

Depending on the concentration of the small and big particles in the binary mixture,
the maximum burning velocity as a function of the equivalence ratio is observed to
move from the lean to the rich side for increasing particle size ratio.
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The results indicate that the particle size ratio, rather than the individual particle
sizes, governs the flame structure and burning velocity. This is evident from the
similar increase in burning velocity with increasing equivalence ratio and consistent
flame structure across the considered scenarios.

These insights help us to move toward understanding and investigating the e[edt of
the particle size distribution (PSD) on the burning velocity, as the burning velocity
measurements typically involve using wide PSDs. This is discussed in detail in the next
chapter.



Poly-disperse iron powder

The focus of this chapter is to investigate how the particle size distribution (PSD)
of poly-disperse iron powders aledts both the burning velocity and flame structure.
Simulations are performed for dilerknt equivalence ratios by changing the standard
deviation of the mixture but keeping a constant average particle size. It is shown
that the equivalence ratio at which the maximum flame speed occurs for certain mean
particle sizes varies with the width of the particle size distribution. The di[erence in
the flame speed between the same average particle size but di [erent standard deviation
varies as a function of , the ratio between standard deviation and average particle
size. For a constant , the dilerkence in the flame speed between PSD and mono-
dispersed aerosols is approximately the same irrespective of the particle size. The
findings in this study confirm that the width of the PSD plays a crucial role and that
experiments and simulations can not be accurately compared if dilerent PSDs are
used. This chapter is partly based on the article “E [edt of particle size distribution
on the laminar flame speed of iron aerosols” published in Combustion and Flame [63].

5.1 Introduction

The burning characteristics of mono-dispersed and binary-dispersed iron powders are
discussed in detail in previous chapters and it is concluded that the usage of average
particle size is not valid for all cases. Building upon that research, the aim is to com-
prehensively analyze the impact of “continuous” or “realistic” particle size distributions
(PSD) on flame propagation and structure. This will enable us to evaluate the influence
of di[erknt PSDs on flame structure and speed in greater detail.

Huang et al. [64] showed the eledt of particle sizes on the combustion of aluminum
particle dust in air in lean conditions. They focussed on a theoretical investigation into
the impact of particle size on the burning characteristics and flame structures of particle
sizes at nano and micron scales. They showed di [erknt correlations for flame speed to the
particle size for micro and nanoparticle sizes. Cong et al. [65] experimentally studied the
influence of particle sizes on the combustion characteristics of coal particles, focusing on
ignition and burnout behavior. The e [edt of PSD on iron flames, however, has not been
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investigated but will be studied here. A numerical study on the discrete combustion
of poly-dispersed magnesium aerosols with three distribution models, such as Dagum,
log-normal, and Beta prime was conducted by Bozorg et al. [66]. They found that the
log-normal distribution results in the slowest flame propagation. The Dagum distribution
gives the fastest flame propagation at small mean particle sizes, while the Beta prime
distribution gives the fastest flame propagation at large mean particle sizes. However,
finding the reasons behind these e [edts is di Ccullt, as only the average particle size was
kept constant in their study.

Conducting numerical analyses by including a continuous particle size distribution in-
creases the computational cost. Hence, as a first step in this study, the el[edt of the
number of particle sizes that are used to represent the continuous PSD on the flame
speed and structure of iron powder is studied. Then, the eledt of the width of the
particle size distribution on the burning velocity and flame structure is investigated, con-
sidering a normal particle size distribution with a constant average particle size. This is
a novel study, as there are no previous studies to understand the e[edt of particle size
distribution on flame propagation in iron aerosols.

Figure 5.1: Normal particle distribution represented by 4 bins (left) and 16 bins (right) for dp,avg = 45 um
with =15pm.

5.2 Numerical methodology

Detailed numerical modeling is presented in Chapter [2] In the previous chapter, the
implementation of the numerical model is extended to account for iron particles of two
dilerent sizes. Here, multiple particle sizes are tracked in the computational domain.
Initially, a simple normal particle size distribution is selected for the analysis. A normal
PSD is represented by an average particle size and a standard deviation. How the nor-
mal distribution is introduced as discrete particle sizes in the computational domain is
presented below.

5.2.1 Discrete particle sizes to represent PSD

The particle size distribution of a certain powder can be characterized by the cumulative
mass distribution function F (dp), which gives the mass fraction of particles with a diam-
eter smaller than or equal to dy. In order to use this continuous distribution function in
CHEMID, it needs to be represented by a discrete number ny of particle diameters dp;;
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Table 5.1: Discrete particle diameters and their distribution functions for a distribution with dp;avg =
45um and =15pm and ng = 4.

desi (M) yi  Ffi(m?
11.25 0.066 0.0029
33.75 0.434 0.0193
56.25 0.434 0.0193
78.75 0.066 0.0029

A OWN R

by computing the mass fraction of all particles in the range from dy:;; 1> 10 dp;j+1=0:
Yi = I:(dp;i+1:2) F(dp;i 1=2) (5.1

where dy.jr1=0 = %(dp;i + dp:i+1), the arithmetic mean of two neighbouring diameters.
The extreme boundaries for the first and last range are dy.1-» = 0 and dp.n,+1=2 = 1,
respectively, such that all particle sizes are included.

In this study, particle size distributions that have a normal distribution are considered.
Their cumulative distribution function is given by the error function

F (dp) = erf —pidp gp;avg ; (5.2)

with dp;avg the mean and  the standard deviation. Since negative particle diameters
are not physical, the part with d, < 0 is ignored and the distribution function is re-
normalized

F F(),
1 F(@©)'

such that F'(0) = 0. From here on the prime will be dropped and the re-normalized
distribution function will be simply denoted by F.

Fi(dp) = (5.3)

These continuous normal distributions will be represented by discrete particle sizes dp;
that are equally spaced between dp.1-» = dp.avg 3 and dp;n,+1=2 = dp;avg +3 . The
minimum diameter should of course be larger than zero and is limited in this study to
1 m. The distribution function f; of the discrete set of particle sizes is calculated as,

Yi

f. =
I dp;i+1=2 dp;i 1=2

(5.4)

As an example, Figure [5.T] shows the continuous and discrete distribution functions with
dp:avg =45 mand =15 m for ng = 4 and ng = 16. The discrete particle diameters
and their mass fractions (yj) and distribution function (f;) are listed in Table for
ng =4. In Figurethe chosen discrete particle sizes are highlighted (diamond symbol)
on the normal distribution curve and shown as a bin with constant width for visualization.

5.3 E [edt of number of bins

A particle size distribution represented with many discrete particle sizes (bins) requires
more computational time. On the other hand, choosing a very low number of bins may
not represent the burning characteristics of iron powder with PSD accurately. Hence,
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Table 5.2: Discrete particle diameters and their distribution functions for a distribution with dp;avg =

45um and = 15pm and ng = 12.

i dpi (M) Yi fi(m?)
1 3.75 0.0006 0.0049
2 11.25 0.0022 0.0166
3 18.75 0.0059 0.0441
4 26.25 0.0012 0.0920
5 33.75 0.0200 0.1501
6 41.25 0.0256 0.1917
7 48.75 0.0256 0.1917
8 56.25 0.0200 0.1501
9 63.75 0.0123 0.0092
10 71.25 0.0059 0.0441
11 78.75 0.0022 0.0166
12 86.25 0.0008 0.0061

finding the number of bins required to completely capture the burning characteristics of
iron powder is crucial. This means that when the number of bins changes, the results

should not change significantly.

Simulations are performed with di [erent numbers of bins for the equivalence ratio in the
range = 0:4 to 1:.3. The average particle size and standard deviation of the powder
are dpavg = 45 mand = 15 m respectively. Considering a standard deviation of

3 for a normal distribution, the smallest and largest particle sizes with four bins are
dp,1 =5 mand dp 4 = 72:5 m respectively. The complete list of particle sizes for 4 and

12 bins is shown in Table. and

Figure 5.2: Flame speed for di Lerent number of bins (ng) against equivalence ratio for dp = 45pm with

=15um.
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Figure 5.3: Temperature of the gas and particles of di [erent diameter for dp,avg = 45pm and = 15um
for 4 bins (left) and 16 bins (right) at = 1:2. The colored profiles represent particle sizes from 1 to ngy.

Figure 5.4: Burned mass fraction profile for dp,avg = 45pum and = 15um for 4 bins (left) and averaged
burned mass fraction profiles of 4 and 16 bins (right) at = 1:2. The colored profiles represent particle
sizes from 1 to ngq while the black line represents the mass-weighted average of all particle sizes.
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Figure shows the burning velocity (S.) as a function of equivalence ratio  with
a dilerent number of bins for dpayg = 45 m with = 15 m. For lean conditions
( =0:4 to 0:7), the dilerknce in the burning velocity between 4 and 16 bins is less than
1%. Hence, the e [edt of the number of bins on the burning velocity is negligible for the
bin ranges 4 to 16. As the equivalence ratio increases, the di [erence between the burning
velocity between bins increases. At = 1:20, the dilerence in the burning velocity
between 4 and 16 bins is approximately 4%. Let us investigate the flame structure and
burned mass fraction of iron to find the possible cause for this di [erknce.

Figure [5.3 shows the temperature profiles of the gas and diLerknt particle sizes in the
PSD for 4 bins (left) and for 16 bins (right) at = 1:2 along with the mass fraction
of oxygen. The corresponding burned mass fraction (Y, = mp;re0=mp) is shown in
Fig. 5.4l Notice that the oxygen concentration at the point where the iron powder
starts to burn is less than 60% of the initial oxygen concentration because of oxygen
di [udion (as discussed in Chapter 3). When there are 4 dilerent particle sizes, 2 out
of 4 of the particle sizes reach the equilibrium gas temperature and burn completely
(converted into iron oxide, Y, = 1:00) within the computational domain, and when the
number of bins is increased to ng = 16, 8 out of 16 particle sizes reach the equilibrium
temperature and burn completely for = 1:2. Hence, half of the particle sizes (from
dp;1 to dp.n,=2) reach thermal equilibrium and burn completely in the domain. Also, the
averaged mass lHaction of iron oxide (Yp:avg) calculated from each of the discrete particle
sizes, Yp,avg = '1“’ YiYp;i is approximately the same (see, Fig. (right)) for these two
cases as the diLerence between them is less than 1%.

At equivalence ratio = 1.2, when considering nqg = 4, the particle sizes that are
completely burned are dy;1 = 11:25 m and dp;» = 33:75 m (see Fig. Ieft). The flame
front generated by the particle size dp;; = 11:25 m is separated from the flame front
generated by dp.» = 33:75 m. However, when considering ng = 16 at equivalence ratio

= 1:2, the flame fronts merge and the particle sizes in the range dp;; = 1:14 m to
dp:ng=2 = dp;g = 42:19 m are completely burned (see Fig. right).

Translating the observation from binary dispersed iron powders to poly-dispersed pow-
ders, when the particle size ratio of two subsequent bins dy;j+1=dp;; > 1:25, i.e. when the
heating time of the particle size dy;j+1 is larger than the burning time of the particle size
dp:i, then separated flame fronts prevail provided that there is a su Lcieht concentration
of particles for flame propagation. When the particle size ratio dp;j+1=dp:;i - 1:25, then
overlapping flame fronts emerge. When separated flame fronts exist, the flame speed is
dominated by the burning of small particles and the big particles merely burn in the
post-flame region and take away heat from the flame front of the smaller particles. In
the case of overlapping flame fronts, the flame speed is a combination of both small and
big particles (see Chapter . Hence, considering ng = 4, the flame fronts are sepa-
rated, which is visible in Fig. (left) as Yy avg Shows a piece-wise behavior with sudden
changes corresponding to the ignition of di Cerent particle size (bins), while for ng = 186,
the flame fronts are overlapping considering the smoother average profile of Y g in

Fig. [5.4] (right).

To find the optimum number of bins required to calculate the burning velocity of the
mixture accurately, the change in the burning velocity with the number of bins is cal-
culated at dilerent equivalence ratios for dilerent average particle sizes and standard
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Figure 5.5: Scaled burning velocity S, = S_ =S| mono against number of bins at dilerent and

deviations. A parameter is introduced which represents the ratio between standard de-
viation and average particle size. The burning velocity of the PSD mixture is normalized
to the mono-disperse case for ease of comparison.

Figureshows the flame speed ratio between poly- and mono-dispersed mixture (S, =
SL=S|.mono) for dilerent against the number of bins for three equivalence ratios, i.e. =
0:8; 1:0; and 1:0. Considering low values of 0:15, the change in the burning velocity
when changing bins from 4 to 16 bins is less than 1% at all equivalence ratios. For

= 0:30, at lean conditions, the reduction in the flame speed ratio to an increase in
the number of bins (from 4 to 16) is minimal with less than 0.5% and at rich condition,

= 1:2, the change in the burning velocity when changing bins from 4 to 16 bins
is close to 3%. As increases, so does the dilerknce in the size of the smallest and
biggest particles in the distribution. The smallest particles burn faster, increasing the
flame speed; this results in big particles burning far downstream of the flame fronts
associated with the small particles. Although, simulations performed with 4 bins would
give su Lciehtly accurate burning characteristics, all the simulations performed hereon
utilize 12 bins to ascertain the accuracy of the simulations.

5.4 E [edt of standard deviation

Both broad particle size distributions [67] and narrow particle size distributions [18}68]|
were used in the experimental studies of iron combustion. To understand the e [edt of
broad and narrow distribution on the burning characteristics of iron powder, simulations
are performed by varying the standard deviation of the distribution but keeping the
average particle size constant. Two cases are selected, one with an average particle size
of dp,avg = 45 m where the standard deviation is varied from =2 to 15 m, the other
with dp.avg = 20 m where the standard deviation is varied from =2to7 m.
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Figure 5.6: Flame speed for dilerent for dp = 45pum (left) and dp = 20 pum (right) as a function of
equivalence ratio compared against averaged mono-disperse case; symbols represents the corresponding

SL,max'

Figure 5.7: Temperature of the gas and particles of di Lerent diameter for dp,avg = 45um and = 15um
for =0:5 (left) and = 1:0 (right). The colored profiles represent each particle size from 1 to ny.

Figure 5.8: Burned mass fraction profile for dp,avg = 45um and = 15um for = 0:5 (left)and = 1:0
(right). Same legend as Figure
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Figure shows the burning velocity for dpavyg = 45 m (left) and dpavg = 20 m
(right) at dilerent compared against the mono-disperse case (= 0) as a function of
equivalence ratio. In both cases, as the standard deviation increases, the burning velocity
increases at all equivalence ratios. However, the increase in the burning velocity of the
PSD mixture with standard deviation is more pronounced at near stoichiometric and
rich conditions. Also, the equivalence ratio at which the maximum burning velocity of
the poly-dispersed mixture occurs, moves from lean to near stoichiometric conditions as
the standard deviation increases.

Let us first investigate a broad distribution ( = 15 m), which includes very small
(3:75 m) as well as big particle sizes (86 m) compared to the average particle size
dp,avg =45 m. Figure (left) shows the temperature evolution of each discrete particle
sizzat = 0:5for =15 m with dpayg = 45 m. The corresponding burned mass
fraction is shown in Fig.(left). Comparing dp avg = 45 mwith =15 m against the
mono-disperse case from Fig. (left), for 0:5, the maximum di Cerknce in the flame
speed is less than 3%. When examining the temperature of the di [erent particle sizes in
Fig. (left), all discrete particle sizes reach thermal equilibrium and the temperature of
the particles is higher than the equilibrium gas temperature (similar to the observation
in Chapter [3).

As discussed in Chapter [3 to have a flame front, the concentration of iron particles
required is 230 g=m® which is equivalent to 0:25. Considering the poly-dispersed
mixture at low equivalence ratio (= 0:5) with dpayg =45 mand =15 m, almost
half of the particle sizes (6 out of 12) are needed to form a flame front as the mass
density of each of the particle sizes (dp;) in the mixture is too low to have a stable
flame front on its own. When examining the Fig. (left), the large particle size dp o to
dp,12 starts to burn only after the particle sizes from dp 1 to dp 5 are completely burned
(dp,s is smaller than the average particle size). However, as the particle size ratio of
two subsequent bins dp.i+1=dp;i < 1:25, the two flame fronts that are formed by the
particle sizes dp;; and dp;j+1 are merged and burn as a whole and contribute to the flame
propagation. Hence, the dilerknce in the burning velocity between poly-dispersed and
mono-disperse cases is due to the contribution of burning particle sizes that are smaller
than the average particle sizes.

Figure (right) shows the temperature evolution of each discrete particle size at =
1:0. Figure (right) shows the burned mass fraction for each discrete particle size at

= 1:0. As the equivalence ratio increases (to = 1:0), so does the mass density of
small particles as well as the total mixture density, which results in an increased flame
speed as can be observed in Fig. 5.6] As increases, a fraction of the particles does
not burn completely because they oxidize in the post-flame region (with Yo, = 0), and
therefore they do not contribute to the burning velocity of the mixture.

An interesting observation in Fig. is that the temperature of particles of dilerknt
sizes is dilerknt in lean conditions but looks similar in rich conditions. In lean condi-
tions, considering Fig. (left), the peak temperatures of small particles are lower than
big particles, as small particles heat up faster and burn when the surrounding gas tem-
perature is relatively low. The temperature of the particle depends on heat production
and heat loss rates. Small particles lose more heat than big particles as the surrounding
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Figure 5.9: Normalized flame speed S| =S| max (left) and S| = S| =S| mono (right) for dierent dp,avg
and but same = 0:3 against equivalence ratio.

gas temperature is lower when small particles are burning. In rich conditions, particle
temperature is limited by the equilibrium gas temperature, as discussed in Chapter [3]

As the equivalence ratio and standard deviation increase, the equivalence ratio at which
the maximum burning velocity of the mixture ( s, ,...) occurs, moves from lean to near
stoichiometric conditions. Similar observations are made in the previous Chapter 4 But,
in the binary disperse case, for = 3:5, g ... is found in rich condition g ., =13
at which the equivalence ratio of the small particles is ¢ = 0:65. In the poly-disperse
case, there is a possibility to find the s __ . at rich conditions for a su Lciehtly large
standard deviation with 15 m for dpavg =45 m, and for 0:33. Such a broad
distribution is practically not used and not explored in this research.

In the mono-disperse case, s .. 0:7 and in the poly-disperse case smax 0:9 for
dpavg =45 mand =15 m. Similar to the explanation given in Chapter 4 the value
of s, .. IN the poly-disperse case is determined by the enhancement of the flame speed
by the small particles. As small particles heat up and burn faster than big particles,
the flame speed is largely controlled by the small particles if there is a su [cieht amount
of small particles to compensate for the heat loss to the big particles in the mixture.
This is a significant finding as this shows the vulnerability of experimental results using
dilerent but the same dy avg. Consistent flame speed evaluation using an experimental
setup may not be possible unless the PSD is known or very narrow. This can explain
why some experimental results show that the s .. occurs at rich conditions [61] and
in some other experiments, occurs at stoichiometric or even lean conditions [58].

SL,max

To generalize the above-obtained observations, simulations are performed with the same

but with dilerknt average particle sizes and standard deviations. Figure [5.9 shows
the normalized flame speed S; =S| max (left) and the flame speed ratio S, = S| =S|_ mono
(right) against equivalence ratio for two dilerknt cases (dpavg =50 mand =15 m
and dpayg = 20 mand =6 m) with the same = 0:3. Even though the average
particle size and standard deviations are dilerent, the normalized flame speed results
match each other as is kept constant. S; = S; =S| .max Closely matches for the two
di[erent PSDs with the same . The flame speed ratio (S, ) between that of the poly-
dispersion and the mono-dispersion remains approximately the same for a particular
at a given equivalence ratio.
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5.4.1 E[edt of small particles in the PSD

It is anticipated that altering the smallest particle size in the PSD could lead to a
significant change in flame speed as small particles burn faster than big particles. To
understand the contribution of the small particles in the PSD to the flame speed and
structure, the smallest particles (dp;1) in the PSD are removed, and then the discrete
averaged particle sizes (bins) are generated with dp:min Of the next smallest particle
size maintaining the mean particle size and standard deviation. Figure [5.10] shows the
chosen discrete particle sizes and corresponding frequencies with dp.1 = 3:75 m (left)
and dp;2 = 17:25 m (right) for dp.avg = 45 mwith =15 m.

Figure 5.10: PSD with dp;1 = 3:75um (left) and PSD with dp 1 = 25:97 um (right) for dp,avg = 45um
and =15pm.

Figure 5.11: Temperature of the gas and particles for dp;avg = 45pum and = 15pum with smallest
particle size in the PSD dp; min = 3:75um (left) and dp; min = 25:97 um (right) at = 0:5. Same legend

as FigureE}
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Figure 5.12: Temperature of the gas and particles of di [erknt diameter for dp;avg = 45pmand = 15um
for dp;min = 3:75um (left) and dp;min = 25:97 um (right) at = 1:0. Same legend as Figure

Figure 5.13: Burned mass fraction profiles for dp;avg = 45um and = 15um for dp:min = 3:75um
(left) and comparing the average mass fraction profiles between dp:;min = 3:75um and dp;min = 25:97 pm
(right) at = 1:0. Same legend as Figure

Figure 5.14: Flame speed as a function of equivalence ratio for di lerent minimum (left) and maximum
(right) particle sizes in the PSD for dp = 45pm and = 15um.
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To investigate the eledt of the small particles in the poly-dispersed mixture on the
burning characteristics of iron powder, let us look closely at the temperature of the gas
and particles of dilerkent sizes, considering two di[erent discrete representations of the
same PSD (same dp;avg and ). Figure and shows the temperature of gas and
particle of dilerknt sizes for dp;avg =45 m with =15 m with dp;min = 3:75 m (left)
and dp:min = 25:97 m (right) at =0:5and = 1:0, respectively.

When considering dp:min = 3:75 m, the first eight particle sizes are completely burned in
the computational domain, and when considering dp.min = 25:97 m, the first six particles
sizes are completely burned but Yp avg is almost the same (see Fig. [5.13).

Figure [5.14] (left) shows the flame speed for dilerent dy;1 as a function of equivalence
ratio, and the flame speed of the mono-disperse case is added for comparison. One might
expect that changing the smallest particle size in the PSD can result in a large change
in the flame speed. However, the density of the smallest particles (dp;1 = 3:75 m) in
the dispersion is very low (about 0:4% mass-based) which is not su [cieht to increase the
gas temperature to the required temperature for the next particle size (dp;2) to ignite.
Hence, a su [cieht amount of small particles is required to increase the gas temperature,
thereby igniting the small particles and sustaining a flame front.

When dp:min is changed from the reference value of 3:75 m to 14:09 m, the flame speed
only changed marginally. This implies, that the contribution of the small particles ranging
from 3:75 m to 14:09 m is negligible at all equivalence ratios. But, when dp:min is
changed to 20:28 m (blue dotted line in Fig. the flame speed is lowered and there
is a shift in the equivalence ratio at which the maximum flame speed occurs. The
flame speed with dp.; = 20:28 m starts to deviate more significantly compared to the
reference value for > 0:8. This is because, at a low equivalence ratio, the flame speed is
dominated by the particle sizes which are closer to the average particle size as the mass
fraction of dp;1 is very low (less than 10%) compared to the particle sizes near dp;ayg and
the particles burn as a single flame front.

As dp1 is further increased, the flame speed further reduces compared to the reference
case. For dp.avg =45 m with = 15 m, removing the particle sizes lower than 23 m
results in a maximum variation of about 2.5% in the flame speed compared to the ref-
erence case. If the mass fraction of small particles (dp;1) is too low to sustain a flame
front, then it cannot enhance the flame speed significantly. For this particular case, the
increase in the flame speed at = 1:0 is less than 1% between dp.1 = 3:75 mand 20 m.
Hence, the inclusion of a small fraction (less than 10% in mass) of particle sizes that are
smaller than the average particle size (dp;1=0p;avg < 0:45) of the PSD is unnecessary to
predict the flame speed.

5.4.2 E[edt of big particles in the PSD

Similar to the analysis for the small particles in the previous section, big particles in the
PSD are removed in this section. Although it is explained in the previous section that the
big particles burn far away from the flame front and do not aledt the burning velocity
of the mixture, this section is intended to confirm this. Figure (right) shows the
flame speed variation for di Lerknt dy:max as a function of equivalence ratio and compared
against the mono-disperse case. The removal of the big particle sizes al[edts the flame
speed marginally because these particle sizes burn slowly compared to the other small
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particle sizes. Therefore, their heat release occurs mainly far downstream of the flame
front.

Considering d, =45 mand = 15 m, the particle sizes from 3:75 m to 56:25 m at

= 1:0 are completely burned within the computational domain, but the particle sizes
from 63:75 m to 86:25 m are not. As the small particle sizes dominate the flame speed
due to the short heating time compared to big particle sizes, the big particles would
need to heat up in a short time to release their heat in the flame front. From all the
simulations performed for di[erknt average particle sizes and standard deviations, it is
found that the removal of big particles does not aledt the flame speed unless the chosen
biggest particle size is dp;max - 1:25 dp;avg. This is because the heating time of the big
particles in that case is lower than the burning time of the small particles, as discussed
in the previous section.

5.5 Normal vs Weibull distribution

To demonstrate the applicability of our findings against di lerknt (yet similar) distribu-
tions, simulations are performed with normal and Weibull distribution shapes, and the
results are presented below. The reason for comparing the observations made with the
normal distribution to the Weibull distribution is that the Weibull distribution is often
used to represent the particle size distribution of the mixture. Figure (left) shows
the normal and Weibull distributions with the same mean and standard deviation. You
can notice that the dilerknce between the distributions is minimal. The PDF of the
Weibull distribution is given by,

(
© Do =" jfx 0

b x
a a

f(xja;b) = (5.5)

0; otherwise;
where a and b are positive scale and shape parameters, respectively.

Figure[5.15 (right) shows the normalized flame speed at di [erent  for both distributions.
The di Lerkence in the flame speed considering Normal and Weibull distribution is minimal.
Also, no significant changes are observed in the flame structure (Figure[5.16) and burned
mass fraction profiles (Figure[5.17]right). Also, the gas temperature considering a mixture
with normal and Weibull distribution is similar as shown in Fig. (left).

Figure 5.15: Weibull distribution with a = 45 and b = 5 compared against normal distribution with
dp;avg = 43pum and = 9:55um (left) and the corresponding normalized flame speed against  (right).



73

Figure 5.16: Flame structure for Normal (left) and Weibull distribution (right).

Figure 5.17: Gas temperature (left) and averaged burned mass fractions (right) for normal and Weibull
distributions.
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5.6 Summary

One-dimensional numerical investigations are performed to understand the flame prop-
agation speed and structure of the particle size distribution of iron aerosols. The main
conclusions are outlined below,

The poly-dispersed flames have a higher flame speed than mono-dispersed flames of
the same average particle size. The maximum flame speed of poly-dispersed flames
is observed at a higher equivalence ratio than mono-dispersed flames.

The diLerence in the flame speed between the poly- and mono-dispersed increases
as the equivalence ratio increases. For example, dpavg = 45 m with =15 m,
the flame speed at = 1:3 is about 25% higher than the mono-disperse case.

When the standard deviation is increased while maintaining the same average par-
ticle size, there is an observed increase in flame speed and a shift in the location
where the maximum flame speed occurs.

When the standard deviation is much lower than the average particle size, the
maximum di [erknce between mono- and poly-dispersed flame speed is lower than
3% and hence can be treated as mono-dispersed aerosols.



NOx emissions in iron flames

This chapter presents the investigation of nitrogen oxide emissions of freely propagat-
ing one-dimensional iron dust flames using detailed gas phase chemistry. The mech-
anisms responsible for the formation of nitrogen oxides in iron flames are discussed.
Nitrogen oxide emissions are found to be very small when iron powder is burned in
dry air (zero water vapor). However, when a small fraction of water vapor (with vol-
ume fraction < 0:5%) is added, the nitrogen oxide formation rate increases due to the
formation of hydroperoxyl (HO;) radicals. In lean conditions, the particle can reach
temperatures as high as 2500 K, which might enhance local NO formation. Therfore
the nitrogen oxide emissions within the boundary layer around the particle are dis-
cussed. Also, the NO concentrations in the iron flame are compared against methane
flames. This chapter is based on the article “Nitrogen oxide formation mechanism in
iron dust flames” published in the Proceedings of the Combustion Institute [69].

6.1 Introduction

When micron-sized iron particles are burned in air, the burned products do not contain
carbon dioxide. However, the high gas temperatures associated with iron flames are
likely to produce nitrogen oxides as the adiabatic flame temperature is similar to that of
hydrocarbon flames. Nitrogen oxides, namely NO and NO; are collectively called NOx.
The main sources of NOx during hydrocarbon combustion are fuel NOx, thermal NOX,
and prompt NOx [38]. Fuel NOx is produced due to the oxidation of nitrogen in the
fuel. These nitrogen atoms may become free radicals during combustion and can bind to
atomic oxygen to form nitric oxide. Prompt NOXx production is caused by the reaction of
radicals like HCN present in the flame. Thermal NOx stems from the binding of oxygen
and nitrogen atoms present in air. The thermal NOx mechanism is highly dependent
on the temperature of the gas (via the Zeldovich mechanism [70]). Both prompt and

In collaboration with Thijs Hazenberg - contribution from my side - conceptualization, methodology,
formal analysis, manuscript writing - review and editing; the manuscript for the paper [69] was prepared
by Thijs Hazenberg.
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fuel NOx are absent in iron flames due to the absence of nitrogen in the fuel and carbon
radicals, respectively. Hence, in iron-air flames, NOx is likely to be produced by the
thermal NOx mechanism.

Experiments conducted to understand the burning characteristics of iron flames employed
dry air [20] but in reality air contains some amount of water vapor and this has a di-
rect impact on the formation of NOx. On one hand, the water vapor in air reduces the
adiabatic flame temperature, which reduces the NOx formations due to thermal mech-
anism, especially in gaseous homogeneous flames. On the other hand, the water vapor
also allows for the formation of radicals in the gas phase, which aledts the formation
rate of NOx. The latter is especially important in iron flames because water vapor is not
produced by the combustion of iron and these radicals accelerate the formation of NO
production.

In lean iron flames, the particle temperature may significantly exceed the adiabatic flame
temperature as discussed in Chapter [3| As the NO formation rate is highly sensitive to
the gas temperature, this raises concerns about the NO production inside the particle
boundary layer.

Considering the above observations, the main objectives of the present study are

To investigate the mechanisms responsible for the formation of NOx in mono-
dispersed iron powder flames.

To investigate the e [edt of water vapor on the formation rate of NOx in iron dust
flames.

To compare the NOx formed in iron dust flames against methane flame.

The following section explains the numerical methodology. Section 6.3 and 6.4 depict
the investigation of the formation of NOx in dry air and air containing water vapor
respectively. The investigation on the formation of NOx within the boundary layer is
explained in Section 6.5. The NOx formation of iron-air flames is compared against
CHgy air flames in Section 6.6. Finally, conclusions and recommendations are provided in
Section 6.7.

6.2 Numerical methodology

A detailed numerical model is described in Chapter The GRI-mech 3.0 [71] mechanism
is used for the transport properties and gas-phase chemistry. These simulations are
conducted in air in 1D, with an inlet temperature of 300K and a pressure of 1 atm.
Also, mono-dispersed iron powders with a particle size of d, = 10 m are considered in
the simulations. The composition of the gas mixture is shown in Table [6.]] for dry air
and air containing water vapor (1% and 3%).

Table 6.1: Gas composition in dry air and air containing water vapor
| Xo, Xn,  Xh,0
dry air 0.21 0.79 0.0
1% water vapor | 0.21 0.78 0.01
3% water vapor | 0.21 0.76  0.03
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6.3 Formation of NOx in dry air

The adiabatic flame temperature of an iron dust flame is similar to that of a hydrocarbon
flame. Therefore, nitrogen oxides (NO) are expected to be produced via the Zeldovich
mechanism [70]:

N,+0O NO+N (6.1)

0,+N NO+O (6.2)

where [6.1] is the rate-determining step. In this N, O, mixture, the only mechanism for
O radical formation is via the chain-initiation reaction:

0,+M O+0+M (6.3)

which has a low reaction rate. Let us examine the mass fraction of NO and O as a function
of the streamwise direction (X). Figureshows the NO and O mole fraction for an iron
powder flame at =0:7and = 0:8indry air. After the flame front (x = 0cm), the gas
temperature remains nearly constant (Toq = 1795K and Toq = 1945K for = 0:7 and

= 0:8 respectively) as there is no heat loss taken into consideration. For both = 0:7
and = 0:8 cases, the NO mole fraction increases exponentially in the hot exhaust gases.
The NO concentration continuously increases as the gas is hot until the NO equilibrium
is reached (a few thousand ppm). It is well known that the NO formation rate via the
thermal mechanism is highly sensitive to temperature, which explains the higher NO
formation rate for the = 0:8 case.

Figure 6.1: NO and O mole fraction (left y-axis) and gas temperature (right y-axis) of iron flame in dry
airat =0:7and = 0:8; solid line - NO, dashed line - O and dotted line - T.

The exponential profile of NO concentration for iron dust flames is interesting, as in
hydrocarbon flames the NO concentration increases (initially) linearly after the flame
front, see [72]. In contrast to a hydrocarbon flame, iron dust flames do not have a
gas-phase reaction layer. Due to the gas-phase reaction layer of a hydrocarbon flame,
the concentration of O radicals, directly after the flame front, is above thermodynamic
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equilibrium and quickly reduces to equilibrium [73]. Due to the lack of a gas-phase
reaction layer in an iron flame, the concentration of O radicals is nearly zero at the flame
front location where the particles are completely oxidized (x = 0:07 cm). Therefore, the
O radicals need time to form in the burned mixture, see the dashed curves in Fig. [6.1]
These O radicals are required to form NO via the Zeldovich mechanism. Without O
radicals, Reaction (and as a result Reaction [6.2) can not proceed. Therefore, due
to the delayed growth of O radical concentration, the NO concentration in an iron dust
flame is very low compared to hydrocarbon fuels such as methane (as we will discuss
further in Section [).

6.4 Impact of water vapor

As discussed earlier, experiments and numerical simulations in the investigation of burn-
ing characteristics of iron powder employed dry air without any water vapor [19,[29].
The concentration of NO when iron powder is burned in dry air is only about 10 ppm.
However, to accurately determine the NO concentration in iron flames using regular air,
water vapor should be included in the gas mixture. The typical mole fraction of water
vapor in atmospheric air is about 3%. The amount of water vapor in the air depends on
the weather and is often expressed as the relative humidity, i.e., the vapor pressure as a
fraction of the saturation vapor pressure. When the temperature is higher, the saturation
pressure of water increases. The mole fraction of water vapor at the saturation pressure
can be estimated from the Clausius-Clapeyron equation:

Ahwep(T) 1 1
Ru T Thoil

XHZO = exp (64)

with Ahey, the vaporization enthalpy of water and Ty the boiling point at standard
pressure. For example, the saturation mole fraction of water vapor is Xp,0 = 0:032
at 300K. Therefore, simulations are performed in which the water vapor fraction is
modified from 0 to 3%. In Fig. NO and O mole fractions are shown at = 0:8
with 1%, 2% and 3% water vapor mole fraction. Several notable di[erences are visible
when comparing the case without water vapor (Fig. to the case with water vapor.
First, the NO mole fraction is increased by more than a factor of five over the entire
domain. Secondly, in stark contrast to the dry air case, the O mole fraction reaches
(partial-)equilibrium within the first 2cm of the burned side of the flame. As one would
expect, the increased O radical concentration drastically increases the NO production
via Reaction When water vapor is present (Fig. , the NO production becomes
quasi-steady (linear slope in NO mole fraction) at 2cm behind the flame front because
of the observed (partial-)equilibrium of O. The presence of water vapor significantly
reduces the time required to achieve (partial-)equilibrium of O and, thereby, significantly
increases the NO concentrations. The NO concentration continuously increases as the
gas is hot, until the NO equilibrium is reached.

Fora = 0:7and = 0:8 iron flame, the water vapor fraction is varied, and the NO
mole fraction is recorded at x = 2;4; and 6cm, see Fig. The addition of 3% wa-
ter vapor reduces the burning velocity by less than 1%, such that the residence time
at a fixed position and remains nearly constant. As expected, the NO emissions of
the = 0:7 flame are significantly lower than those of the = 0:8 flame due to the
lower flame temperature. A sharp increase in the NO emissions can be seen for both the
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Figure 6.2: (left) NO and O mole fraction as a function of the domain at di [erknt water vapor fractions
for = 0:8; solid line - NO, dashed line - O, corresponding gas and particle temperature evolution is
shown on the right figure; solid line - gas temperature, dotted line - particle temperature.

Figure 6.3: NO mole fraction at x = 2;4; and 6cm as a function of water vapor fractions; left - = 0:7,
right - =0:8
=0:7and = 0:8 cases between 0.0% and 0.4% water vapor. When the water vapor

fraction is increased further, the NO concentration starts to decrease again. The increase
in the NO emissions for low water vapor fraction is due to the observed acceleration of
O radical production. The decrease in NO emissions can be easily explained: Adding
water vapor increases the heat capacity of the gas and, thereby, reduces the flame tem-
perature, which leads to lower NO emissions. The interplay between the positive e [edt of
reducing flame temperature (which lowers NO concentrations) and the negative e [edt of
accelerated O radical generation (which increases NO concentrations) results in a peak
NO concentration at around Xp,o = 0:4%.

6.4.1 Mechanism of accelerated O radical generation

From the previous section, we identified that H,O vapor accelerates O dissociation in
an iron flame. To identify the chemical mechanism by which the O radical generation is
accelerated, a chemical flux analysis is performed. This flux analysis reveals the following
series of reactions is important:

H,O0+0, HO,+ OH; (6.5)
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HO, +M  Op+H+M; (6.6)

O,+H O+OH: (6.7)

The main reaction producing O radicals is the chain-branching Reaction [6.7} which re-
quires H radicals provided by Reaction[6.6] The HO, required for this reaction is mainly
produced via the reaction of H,O with O, (Reaction [6.5). Note that, although OH
(hydroxide) radicals are produced in Reaction and Reaction they are not iden-
tified to significantly (more than 10%) contribute to O radical production. Also, note
that Reaction [6.5] to Reaction [6.7] are sequential and have no chain-branching properties.
Moreover, we identified Reaction [6.5 as the rate-determining step. The flux analysis also
reveals that NO formation via

N+OH NO+H (6.8)

in hydrocarbon flames active under fuel-rich conditions is not significant in iron flames.
This is because the concentrations of both OH and N are very small. The reaction rates
of Reaction to Reaction [6.7|are strongly coupled: For x < 0:1cm (T < 1500 K) these
reactions quickly recombined HO,, OH and O - that di[uded upstream - into H,O and
O,. In contrast, for x > 0:1 cm these reactions quickly dissociate H,O and O, into HO,,
OH and O and establish (partial-)equilibrium among these molecules, see Fig. (left)
for reference, where the O concentration becomes constant after 2cm. Any O radicals
consumed by the thermal NO mechanism (Reaction and Reaction are quickly
replaced by the series Reaction [6.5 to Reaction [6.7}

The oxidation of iron with radicals is not included in this model, as the particles are fully
oxidized before the formation of radicals. The iron particles achieve complete oxidation
for relatively small x = O(1 mm) (see Fig. , while radicals are only formed for larger

x > O(1cm), see Fig.

6.5 NOx formation in the particle boundary layer

In chapter [3 we established that in an iron-air flame under lean conditions, the particle
temperature exceeds the adiabatic flame temperature. As the thermal NOx mechanism
is very sensitive to the gas temperature, this raises concerns about the contribution
of NOx emissions within the particle boundary layer. Using an a-posteriori analytical
approach, the “worst-case” estimate of the NO formation inside the particle boundary
layer is estimated. To achieve this, the Zeldovich NO mechanism is reduced to a single
reaction,

N, + O NO + NO (6.9)

the rate of which can be analytically obtained if one assumes the following [73]: 1) The
rate of Reaction [6.2]is much faster than that of Reaction such that the concentration
of N is in quasi-steady. 2) O, dissociates infinitely fast, such that O, and O are in (partial-
Jequilibrium. 3) The NO concentration remains low such that reverse reactions can be
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neglected. Assumptions 1 and 3 are very reasonable, however, assumption 2 grossly
overestimates the O radical concentration if temperature changes are fast, as Fig. [6.1]and
Fig. [6.3| clearly show that it takes a significant amount of time to equilibrium O, and O
in an iron flame. However, as the goal is to obtain the “worst-case” estimate, we accept
this error as we know that assumption 2 will result in a significant overestimation of the
NO formation in the particle boundary layer. Under these assumptions, the production
rate of NO is given by

q_——
!NO;p = 2MNQkNo;1[N2] [Oz]K??O X (6.10)

where square brackets indicate concentration, Mo is the molar mass of NO, kno:1 is the
forward rate of Reactionand K& is the O2/0 equilibrium constant in concentration
units. Finally, note that this one-step chemistry is insensitive to the water vapor fraction,
as its most important e [edt is the acceleration of O, dissociation, which is assumed to
be infinitely fast in assumption 2, i.e., its e[edt is included in the “worst-case” limit.
The mole fraction of O,, N, and the temperature inside the particle boundary layer is
approximated by 1/r profiles:

GERE L (6.11)
2r

where iseither X; or T and subscript s indicates a property at the particle surface, while
subscript 1 indicates a property infinitely far away from the particle surface. The 1=r
profiles are assumed, as such profiles are the analytical solution to a steady-state constant
coe Lcieht di[udion problem in spherical coordinates, as explained in Chapter 2l From
the 1D flame simulation results, s 1 and d, can be obtained at any position X, such
that the instantaneous analytical profiles of the particle boundary layer can be computed
from Eq.[6.11] Integration of Eq.[6.10] over the particle boundary layer provides the NO
formation rate of a single particle at position x. In this integration, it is assumed that the
particle boundary layer is half the inter-particle distance (I). To avoid double counting
of the NO production in the volume of the particle boundary layer, the bulk-gas rate is
subtracted, i.e.,

Z 1
2
1 NO;p = 4 i (! No(r) 1 NO(Lpp)) I'zdl’ (612)
dp

2

Utilizing half the interparticle in Eq.[6.12) might seem overly large for the boundary layer.
However, 1) the goal is a “worst-case” estimate (i.e., overestimating is fine) and 2) the
background value is subtracted such that the contribution of large r is small to the overall
integral.

When examining the NO source from Eq. in Fig. the formation rate of NO
inside the boundary layer is approximately zero for x < 0 as the particle temperature is
Tp < 1200K, well below the temperature required to start the NO production via the
Zeldovich mechanism. For x > 0, the formation rate of NO shows a sharp peak as the
particle temperature is above T, > 1600 K which is su Lcieht for rapid NO formation.
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Figure 6.4: Temperature of particle and gas (left) at = 0:8 along with the NO source term of a single
particle.

Exactly at particle burnout, the peak in the NO formation rate occurs as T, has its
maximum value.

The mass flux of NO due to the formation of NO inside the boundary layers of all particles

can be computed from
tend

MNo,p = Np "'Nop dt’; (6.13)
0

where teng is the time it takes for the particle to leave the domain. From the mass flux
Mno,p the equivalent molar fraction of NO can be obtained from

mNO'pM

XNoBL = (6.14)

outuoutMNO

where M is the mean molar mass of the bulk-gas phase and subscript out indicates the
values evaluated at x = 10cm.

Figure 6.5: The NO concentration produced by the boundary layer as a function of equivalence ratio.
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In Fig. [6.5/the boundary layer produced NO emissions are shown as a function of . Even
for this worst-case estimate, the results show that the NO production inside the particle
boundary layer can be neglected as the NO formed is extremely low (Xno 1ppm).
The reason for this is two-fold: 1) the volume which is close to the particle temperature
is small and 2) the duration that the particle is at a high temperature (O(1 ms)) is very
short compared to typical NO formation rates.

6.6 NO emissions compared to CH, flames

Simulations with varying H,O vapor and are also performed for CH,4 flames. The goal
of this comparison is to provide a reference for the NO formation in iron flames with
respect to well known flames. The NO is presented as a function of the residence time
( ) after the mixture exceeds 1600 K. The residence time at any position x is obtained
via the coordinate transformation,
Z X
— 1.0
X)) = —dx (6.15)
T>1600K V

from the 1D flame simulations.

The main mechanisms of NO formation in hydrocarbon flames are not discussed here, a
detailed review can be found in Glarborg et al. [72]. In Fig. the NO concentration
of iron and methane flames are compared as a function of at a fixed residence time
( r =50ms). For methane flames, the NO concentration increases exponentially between

=0:8and = 0:95, which is due to the exponentially increasing rate of thermal NOx
formation. As mentioned before, the NO concentration of iron flames requires initiation
via the dissociation of O,, which is why the NO concentration is lower than a CH,4 flame,
even though the flame temperature only dilers by 50K. In contrast to an iron flame,
the addition of H,O vapor in a CH,4 flame only reduces the NO emissions. The gas
phase reaction layer in the methane flame provides su [cieht O radicals for NO to form
directly after the flame, such that additional H,O vapor only reduces the temperature
and, thereby, the NO emissions.

For > 0:95, the NO emissions of an iron flame quickly reduce to nearly zero, while in a
CHj, flame they remain high. In the CH,4 flame, some O and OH radicals remain (even in
a fuel-rich flame) on the burned side of the flame due to the dissociation of combustion
products. In contrast, in iron flames, almost no O or OH - even with water vapor present
-radicals remain in the burned side, such that NO cannot be formed. For the CH,4
flame, the prompt mechanism becomes the main mechanism of NO production [72]. As
such, even for fuel-rich conditions NO emissions are present in a CH4 flame, while for
iron flames these emissions are reduced to zero. It can also be seen that the prompt
mechanism is less sensitive to water vapor.

In Fig. 6.6 the NO concentrations are shown as a function of residence time ,. A
close to linear increase in the NO concentrations is achieved almost instantaneously for
the CH,4 flame. For approximately the first 2ms, the slope in the NO concentrations
for the methane flame is steeper, which is due to excess O radicals, in the flame front,
accelerating the Zeldovich mechanism, and due to the Fenimore mechanism present in
the methane flame [73]. In contrast, the iron flame requires approximately 50 ms to
achieve such a linear increase (when Xy,0 = 1%), which is due to the initiation via O,
dissociation. In the absence of H,O vapor, this linear increase is not even achieved within
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Figure 6.6: The NO concentration as a function of equivalence ratio compared between iron (black)
and methane (red) flames at three dilerent water vapor fractions calculated at the residence time of
r — 50 ms.

Figure 6.7: The NO concentration as a function of residence time compared between iron and methane
flames at = 0:95.

150 ms, which, shows once again the importance of taking water vapor into account for
reliable NOx predictions. In contrast to methane flames, iron flames lack a mechanism
for prompt NO formation and exhibit a delayed onset of NO formation. Therefore, if the
residence time inside a combustor can be kept short, iron combustors have the potential
to emit very low amounts of NO.

We have exclusively considered d, =10 m iron particles here because particle size does
not influence the NO concentration significantly. While particle size a[edts the burning
velocity, it does not a[edt the burned gas composition or temperature. Consequently, the
formation rate of NO in the burned gas remains unaledted by particle size. Therefore,
when measured at a fixed residence time, the mass fraction of NO is independent of
particle size, meaning Fig. [6.6| remains unchanged regardless of particle size variations.
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6.7 Summary and outlook

For the first time, the NOx emissions of iron dust flames are analyzed numerically using
detailed gas-phase kinetics. Simulations are conducted in both dry air and in air with
varying water vapor concentrations.

The main conclusions are outlined below:

In an iron flame, NO is produced only via the Zeldovich mechanism due to the high
gas temperatures associated with the flame.

Via a-priori analysis, it is shown that the high particle temperature (T, 2500 K)
in lean iron flames is not a concern for NOx emission.

The NOx emissions are sensitive to the concentration of water vapor in the air. Wa-
ter vapor influences the emissions via two mechanisms: 1) It provides HO, radicals
that accelerate the dissociation of O, and 2) it reduces the flame temperature.

Compared to methane flames, iron flames produce two to three times lower NO at
a fixed residence time even with water vapor present in air.

To improve the predictions of NOx emissions in future studies, several areas warrant
further investigation:

Oxygen radicals and iron evaporation: Investigating the presence of O radicals im-
mediately after the flame front could be valuable. If the temperature of an iron
particle is su [ciehtly high, though still below the boiling point, a small fraction
may evaporate [16]. This evaporation could lead to gas-phase reactions involving
iron [74-76], potentially producing O radicals. For lean iron dust flames, where
iron evaporation is likely at its peak, this could significantly enhance O, dissocia-
tion. Additionally, this investigation would help understand iron mass loss due to
evaporation in flames, which is crucial for a sustainable metal fuels cycle.

Formation of higher oxides: The rate and conditions under which higher oxides
(Fe3O4 and Fe,03) form within or beyond the flame front require further study.
The formation of these higher oxides al[edts the burned gas composition and the
available O for NO formation.

Radiative heat transfer: Radiative heat loss or transfer, particularly from particle-
to-particle, is expected to be significant in dense iron aerosol flames. This influences
the temperature profile beyond the flame front and, consequently, NO formation.

Chemical mechanisms: This study employs GRI-Mech 3.0 for its chemical mecha-
nism, which, while computationally e [cieht and well-established, is not the most
advanced for predicting NO formation. For more accurate quantitative analyses,
utilizing more modern mechanisms including iron based species would be beneficial.

Reaction with nitrogen: The reaction of nitrogen species and radicals with iron
and iron oxides can be included in future research to study the impact on the NO
formation.

These areas of further research are critical to refining NOx emission predictions and
understanding the detailed combustion behavior of iron aerosols.






Hybrid flames and 3D modeling

The burning velocity of micron-sized iron powder in air is rather low. Therefore,
iron flames are di [culit to stabilize in experimental setups and industrial burners. A
supporting fuel can be used to stabilize iron flames by enhancing the burning velocity.
In this chapter, 1D and 3D numerical simulations are performed using methane as a
supporting fuel as the combustion characteristics of methane burning in air are well
known. The addition of iron powder to methane-air flames is investigated, exploring
various particle sizes and concentrations while maintaining a constant equivalence
ratio of the methane-air mixture. The burning behavior of iron powder was found to be
influenced by factors such as particle size, and concentration. A critical concentration,
defined as the concentration resulting in a sudden change in the flame structure is
identified. Below this critical concentration, iron particles burn individually without
forming a flame front, while above this concentration, an iron flame front is observed
with complete conversion of iron particles. The laminar burning velocities obtained
from the simulations are compared with experimental results which add validity to
the numerical findings. This chapter also presents the burning characteristics of iron-
air flames using three-dimensional simulations. The burning velocity for dilerent
particle sizes as a function of equivalence ratio is calculated and compared against
one-dimensional results.

7.1 Introduction

Hybrid flames, involving a combination of di[erknt fuels (solid and gaseous), have been
studied to enhance burning velocity and stability [30,39,/40,77,(78]. Typically, slow-
burning fuels are combined with fast-burning counterparts to achieve these objectives.
Such hybrid flames also provide insights into the propagation of the slowly burning fuel.
Noteworthy studies using metal and gaseous fuels, such as Palecka et al.’s investigation of
the quenching distance in a hybrid methane-aluminum mixture [28] and a comprehensive
review by Goroshin et al. on burning characteristics of solid fuel suspensions [29], con-
tribute to the broader understanding of hybrid flames. An analytical model developed
by Palecka et al. [30] further explores non-adiabatic flame propagation and quenching in
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hybrid mixtures of independently reacting fuels, revealing conditions under which flame
fronts may merge or burn separately.

Previous studies by Julien et al. [40] on premixed methane-iron air flames and Li et
al. [78] on temperature profiles in hybrid flames provide valuable insights into the con-
ditions under which methane and iron flames merge or separate. It has been reported
that iron particles can burn without forming a flame front, particularly at lower particle
concentrations [39,40]. Recently, Hulsbos et al. [39] developed a burner based on the
Heat Flux Method (HFM) that allows for the study of the burning characteristics of iron
powder. The HFM is known for its ability to measure adiabatic burning velocities of flat
laminar gaseous flames with 1 cm/s accuracy [79]. These flames have been extensively
studied and can be treated as flat and quasi-one-dimensional [80,(81]. However, the HFM
was only used to study gaseous flames before this study. Hulsbos et al. [39] encountered
problems in stabilizing the iron flames as the burning velocity of iron powder is only a
few cm=s. Hence, they decided to add a supporting methane flame. In their experimental
study, they kept the concentration of CH4 constant and added iron powder (dy, 7 m),
and measured the burning velocity of the hybrid methane-iron-air flames. They discov-
ered that the addition of iron powder to a methane flame always results in the reduction
of the burning velocity.

In the previous chapters, the discussion focused on one-dimensional simulations of flat
iron flames. To realistically model the flame propagation of iron powder, a three-
dimensional setup representing the heat-flux burner is introduced to study the burn-
ing characteristics of the hybrid methane-iron-air flames. The current chapter focuses
on introducing iron powder into a stoichiometric methane-air flame. Methane is cho-
sen as the primary fuel due to its well-established combustion characteristics in air and
the similarity in stoichiometric adiabatic flame temperatures between methane and iron
flames. Additionally, using a stoichiometric methane-air flame is practical, as it aligns
with experimental setups used by Julien et al. [40] and Hulsbos et al. [39]. Compared to
hydrogen-air flames, methane-air flames are more practical for experimental setups due
to several factors. Methane is easier to handle and store than hydrogen, which requires
specialized equipment due to its high di [udivity and flammability.

Considering the above observations from experimental studies, the main objectives of the
present study are,

To investigate the flame structure and flame propagation velocities of hybrid
methane-iron-air flames

To investigate whether coupled flame fronts occur and under which conditions.

To investigate the e[edt of three-dimensional phenomena on the burning velocity
of hybrid flames

To calculate the burning velocity of iron-air flames in a three-dimensional setup.

To compare the burning velocity and flame structure of iron-air flames between 1D
and 3D simulations.

The subsequent section provides a detailed explanation of the 3D numerical setup (Sec-
tion 7.2), followed by an investigation into the impact of inert silica carbide (SiC) pow-
der on stoichiometric methane flames, with a comparison to experimental measurements
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(Section 7.3). The eledt of the addition of inert particles allows us to understand the
inhibition mechanism of inert particles on the gaseous flames. Section 7.4 delves into the
evaluation of iron powder addition to methane flames for di Lerent concentrations. This
section also discusses the flame structure of hybrid flames, along with the influence of
particle size on burning velocity. The discussion on the burning characteristics of iron-
air flames is found in Section 7.5. The summary and recommendations are provided in
Section 7.6.

7.2 Numerical modeling

A complete description of the gas and particle modeling is given in Chapter 2] The
particle model is improved with a temperature lookup table based on NIST tables [82],
such that temperature-dependent ¢, and phase transitions are included [41]. To model
the gas phase chemistry, the DRM-19 mechanism [83] which is a reduced form of GRI-
Mech 1.2 mechanism [84] is employed and well-validated for methane flames.

In the 1D model, the system of equations under the low Mach number assumption is
implemented in a finite-volume 1D flame solver, treating the laminar burning velocity as
an eigenvalue of the system as explained in Chapter [2] A single computational particle
represents all real particles of the same size by multiplying its e [edt on the gas phase with
the particle number flux, N, = m=myo, of that size. In contrast, the 3D model tracks
each particle individually, coupling the source terms of each particle with the gas phase.
Furthermore, the 3D governing equations are solved using a transient solver, while the
1D model operates under a steady-state assumption.

A three-dimensional numerical setup is made similar to the heat flux burner to calculate
the burning velocity of iron-air flames. Figure [7.7] shows the schematic of the heat-flux
burner setup used in the experiments of Hulsbos et al. [39]. Instead of modeling the
complete heat-flux burner geometry, the computational domain is simplified to model a
single round hole in a hexagonal arrangement in the burner deck of a heat-flux burner.
The dimensions match the ones of the flat flame burner used by Hulsbos et al. [39]
having a pitch of 470 m, a hole diameter of 400 m and a burner deck thickness of 2
mm. The computational domain is schematically depicted in Fig. [7.2] together with its
characteristic dimensions.

The inlet of the computational domain is located on the left of Fig. [7.2] and the desired
inlet velocity of the continuous phase is imposed as its corresponding mass flow rate.
When the simulation is started, this mass flow rate is ramped-up to its nominal value over
the first 200 timesteps to prevent solver divergence. For the given particle concentration,
the number of particles injected per second is computed from their diameter and density,
and these particles are randomly inserted over the inflow plane. The temperature at
the inlet is 300 K for both the continuous and dispersed phases while the burner deck
temperature is kept constant at 350 K. The outlet temperature is kept at 2140 K. The
inlet conditions are modified to include methane in the flow. The stoichiometric CH,-air
gas mixture at the inlet is prescribed by the species mass fractions (Ycn, = 0.05517, Yo,
= 0.2200 and Yy, = 0.7248).

On the lateral boundaries of walls of the hexagonal parts of the domain zero-gradient
boundary conditions are imposed for velocity, pressure, gaseous species mass fractions
and temperature implying no exchange of mass or energy from one hole to another. A



90 7. Hybrid flames and 3D modeling

Figure 7.1: Schematic of hybrid heat flux burner used in the experiments by [39].
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Figure 7.2: Computational domain used in 3D aerosol simulations, representative for the burner deck
with a hexagonal hole pattern. Blue spheres represent unburnt particles, red spheres represent burnt
particles.

wave-transmissive boundary condition for p imposing 101325 Pa in the far-field is used
at the outlet, while a zero-gradient boundary condition is imposed for p at the inlet.

Like in the experiments, the laminar burning velocity of an aerosol is obtained if the net
heat flux toward the burner deck equals zero. In other words: the heat flux absorbed
by the burner deck from the hot burnt aerosol should be equal to the heat flux of the
burner to the unburnt gas. The integral heat flux rate to the burner plate is computed
for di[erknt inlet gas velocities, and a quadratic fit is used to determine the gas velocity
at which the integral heat flux is zero. This approach corresponds to the numerical
computation of the burning velocity performed by de Goey et al. [85] for flat burner-
stabilized flames.

Figure H shows the integral heat flux computed at dilerent inlet gas velocities (left)
against time which fluctuates around a mean value after t = 0:01s. The fluctuation is
due to the stochastic nature of the dispersion. The mean values of the integral heat flux
obtained for di [erent gas velocities are shown in Figure[7.3| (right). By using a quadratic
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Figure 7.3: Integral heat flux to the burner plate as a function of time for di [erkent inlet gas velocities u;
(left); mean integral heat flux as a function of u; along with the 2" order polynomial fit to determine
adiabatic flame speed (S, ).

Figure 7.4: Temperature of gas and SiC particles when 100 g=m?3 of SiC powder is added to a stoichio-
metric methane flame. Results are shown for the particle sizes of dp = 3 pm; 6 um and 10 um. Solid line
- gas temperature; dotted line - particle temperature; dot-dashed line - gas temperature without the
addition of SiC particle.

fit, the gas velocity is determined at which the integral heat flux to the burner plate is
zero, similar to how the burning velocity is computed using HFM.

7.3 Addition of SiC powder

In our investigation into the impact of inert powder on burning velocity, we select silica
carbide powder (SiC). SiC powders were previously employed in experiments studying
the quenching behavior of methane flames [40]. We introduce inert SiC powder to a
stoichiometric methane-air flame. The inlet gas and particle temperatures are To = 300 K
with a pressure of Latm. The initial particle and gas velocities are the same. These
simulations are performed using the 1D model.

Let us look at the temperature profiles of the flame when SiC power is added. Figure[7.4]
illustrates the gas and particle temperatures when mono-disperse SiC powders, with a
mass concentration of 100 g=m?® and sizes of dp =3 m;6 m; and 10 m, are added to a
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Figure 7.5: Burning velocity when SiC powder of dp = 3 pm; 6 pm and 10 pm is added to a stoichiometric
methane-air flame compared against experimental results using dp = 6 um [40].

stoichiometric methane flame. The gas temperature without the addition of SiC particles
(dot-dashed line) is also shown for reference. These SiC particles undergo heating by the
gaseous flame, reaching the gas temperature with a slight delay. This is because the
particles have a thermal mass and heat needs to be transferred from the gas to the
particles. The heating time of a particle is proportional to particle density ( ), heat
capacity of the particle (cp), and particle size (dg),

| cpd?; (7.1)

with a typical heating time in the order of milliseconds. As these particles absorb heat
from the flame, they e [edtively reduce the local gas temperature, subsequently influencing
the gas phase reaction rates and, consequently, the burning velocity of the methane-air
flame.

The adiabatic flame temperature reduces almost linearly with the added SiC powder
concentration. At low concentrations, SiC particles extract heat from the flame, thereby
reducing the burning velocity. Figureshows the profiles of Yo and Yon When 100 g=m?
of SiC powder is added and compared against the profiles of stoichiometric methane-air
flame for dy =3 m. The reduction of the gas temperature as the SiC powder is added,
although small, aledts the radical production and thus a[edts the burning velocity. As
the powder concentration is further increased, the flame is further cooled to such an
extent that it is quenched. The concentration at which this occurs is the quenching
concentration. For the considered particle sizes, quenching occurs at around 260 g=m?3
in the simulations. The experimentally obtained quenching concentration by Julien et
al. [40] is approximately 200g=m3. The dil&rfence in the quenching concentration be-
tween numerical and experimental results can be attributed to three-dimensional flow
e [edts, as the experimental flame was not a 1D unstretched flat flame [40]. For the con-
sidered particle sizes, the flame temperature at which the 1D simulations fail to provide
a converged solution is 1968 K. For SiC addition with a mass concentration of 260 g=m?,
the equilibrium gas temperature is found to be 244 K lower than that of the stoichiomet-
ric methane flame. A reasonable agreement between the numerically computed burning
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Figure 7.6: Mass fraction of O and OH with particles (dp = 3pm and 100 g=m?3) (solid) and without
particles (dotted).

velocity and the experimental data with SiC powder instills confidence in the validity of
our 1D model, at least for inert powder.

7.4 Addition of iron powder

To investigate the burning and oxidation characteristics of iron within a gaseous flame,
mono-dispersed iron powders are introduced into a stoichiometric methane flame. Fig-
ure [7.7] shows the temperature profiles of both gas and particles when iron powder, with
a mass concentration of 100 g=m3, 250 g=m?, 280 g=m? and 400 g=m? and a particle size
of dp =3 m, is added to a stoichiometric methane flame. These results were obtained
using the 1D model. It is observed that when the powder reacts, the particle tem-
perature is limited by the equilibrium gas temperature when the concentration of iron
particles is lower than 280 g=m® and exceeds the equilibrium gas temperature when the
concentration of iron particles is more than 280g=m3. As discussed in Chapter [3, the
temperature of the particle overshoots the gas temperature when the iron particles burn
in a di[udion-limited mode and the particle temperature is limited by the gas temper-
ature when iron particles burn in the kinetic regime. This suggests that iron particles
burn before methane has consumed most of the oxygen for the cases with high particle
densities. We will investigate this behavior by studying the flame structure of hybrid
flames below.

Let us first examine the burning velocity of the hybrid methane-iron-air flames. Due
to the small dilerknce in the stoichiometric burning velocity of experiments and sim-
ulations, normalized burning velocities are compared, i.e. burning velocities which are
normalized by the burning velocity without powder, S, = S| =S .o. Figure presents
the normalized burning velocity when iron powder with d, = 3 m is added to a sto-
ichiometric methane flame (solid red line - 1D, red symbols - 3D). Numerical burning
velocities are compared against experimental measurements from Julien et al. [40] (black
circle) and Hulsbos et al. [39] (blue square). Notably, Julien et al. [40] used a Bunsen
burner, which introduces flame stretch and curvature e [edts and heat losses to the burner
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Figure 7.7: Temperature of gas (solid) and particles (dotted) when iron powder of dp = 3um is added to
a stoichiometric methane flame. The horizontal dash-dotted lines indicate the corresponding equilibrium
gas temperatures. The left panel shows the results for 100 and 250 g=m3, whereas the right panel shows
the results for 280 and 400 g=m3 (using 1D simulations).

Figure 7.8: Normalized burning velocity when iron powder is added to the stoichiometric methane flame
for dp = 3pum compared against experimental results [39,40]; Error bar shows uncertainty.

rim, while Hulsbos et al. [39] employed a flat flame burner without curvature e [edts and
interpolated to zero heat loss, which can explain the di [erknces between the experiments.

Examining Fig. the laminar burning velocity computed using 1D simulations (red
solid line) reduces as the particle loading (mge) increases until, mg = 260 g=m?® and for
260 g=m3 < mg, < 280g=m?3, no steady solution is found. With a further increase in the
particle loading (mge 260 g=m?), steady solutions are obtained for which the burning
velocity remains nearly constant. The burning velocity obtained using 3D simulations
shows the same behavior, except the range of particle densities where no steady solution is
found is larger, between 200 g=m?® and 350 g=m?3. Also, S, in 3D is slightly lower than in
1D. Comparing the burning velocity obtained using 1D and 3D simulations, a di [erence
of about 10% is observed when the concentration of added iron powder is less than
200 g=m?® and a di [erknce of only 1% when me. 350 g=m?3. The di[erence between the
numerically computed burning velocities (1D) and the experiment conducted by Hulsbos
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et al. is 10 to 20% when mg < 260g=m3 and match closely when mg. approaches
280g=m3.

For mee 2 [250; 350] g=m?, the integral heat fluxes calculated using 3D simulations show
unsteady values indicating that no steady solution exist, making it di [cullt to determine
the adiabatic burning velocity. Figure [7.9] shows the integral heat flux as a function of
time for dilerent inlet gas velocities for mg = 250g=m3. This shows that the flame is
not steady and it may be the first sign that iron powder starts to compete for oxygen in
the mixture against methane (more discussion on this follows).

Figure 7.9: Integral heat flux computed at various inlet gas velocities for a particle loading of 250 g=m?3
computed using 3D simulations.

When introducing iron powder into a stoichiometric methane flame, it is important to
recognize the potential occurrence of two distinct flame fronts, similar to the observations
in Chapter [4f The separation distance between these flame fronts (CH4 and Fe) varies
with the changing mass concentration of iron powder, and at a critical concentration,
both fronts combust simultaneously, resulting in a burning velocity determined by both
CH,4 and Fe flame fronts. If the reaction fronts are merged, the laminar burning velocity
is a non-trivial function of the individual burning velocities. It is, therefore, important to
identify if the reaction fronts are merged or separated. The intricate interaction of flame
fronts is governed by the burning time of the methane flame and both the heating and
burning time scales of the Fe flame. Understanding these complex dynamics is essential
for accurately modeling and interpreting the behavior of hybrid flames when iron powder
is introduced into a methane flame.

To understand the interaction between the burning characteristics of methane and iron,
let us examine the heat release rate as a function of iron concentration. Figure [7.10]
illustrates the heat release rate of gas phase combustion of CH,4 and heterogeneous com-
bustion of Fe when the iron powder is added to a stoichiometric methane flame. Three
di [erent concentrations of iron powder are depicted: 100 g=m?2, 260g=m? and 280 g=m?.
At lower iron concentration (100g=m?3), the heat release profiles of methane and iron
powder coincide spatially, as the heating time of iron powder is less than the burning
time of the methane flame. This scenario is identified as the merged flame fronts case.
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Figure 7.10: Heat release rate of CH4 and Fe at dilerknt iron mass concentrations; solid line - CHg;
dotted line - Fe.

Figure 7.11: Normalize oxygen and burned mass fractions at 260 g=m3 and 280 g=m3 computed using
1D simulations.

Observations from Fig. reveal that at 260 g=m? of particle loading, methane com-
bustion still releases heat at the same time as iron does, but the peak values are getting
closer to each other. However, at 280 g=m?2, iron releases heat before methane does at
about 40% higher rate than at 260 g=m?, with the heat release of CH, combustion sud-
denly dropping significantly. The shift in the leading flame front from methane to iron,
evident in Fig. significantly impacts both the burning velocity (see Fig. and
the conversion rate of iron particles. If the heating time of iron powder is less than
the burning time of methane, the flame fronts will be coupled, else the flame fronts are
decoupled with the CH4 flame front leading.

Let us also examine the burned mass fraction of the particles at two concentrations close
to the observed gap in the burning velocity. Figure [7.11] shows the mass fraction of
iron oxide at 260g=m? and 280g=m3. At 260g=m?, the burned mass fraction reaches
approximately 60%. Conversely, at 280 g=m?, the conversion of iron to iron oxide reaches
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Figure 7.12: Mass fraction of CO,CO2,CH4 and CzHz at the end of the 1D computational domain
(top); Mass fraction of iron oxide (bottom).computed using 1D simulations.

98%. This suggests that when a su [Cciehtly large amount of iron powder is added to the
methane flame, iron powder tends to form a flame front on its own and burn faster
than the methane flame, resulting in an almost complete conversion of iron and since
the O is largely consumed by this iron flame front, CH,4 oxidizes only partially. Also,
examining the oxygen availability at the point where iron powder starts to burn in
Fig. at 260g=m?, only about 40% of initial oxygen is available for iron to burn,
while at 280g=m3, it is about 55%. This indicates that at a higher concentration, the
oxidation rate of iron is faster than at lower concentrations.

We define the concentration at which complete conversion of iron occurs as critical con-
centration. For the considered particle size dy = 3 m, that is Mge;criticar = 280 g=m3.
The change in the flame structure and the conversion rate of iron at this critical concen-
tration has a significant impact on the burning velocity and a [edts the gas phase reaction
rates. To know the impact of the gas phase reaction rate of methane combustion, let us
look at the mass fraction of various species as a function of the addition of iron powder.
Figure (top) presents the mass fraction of CH4, CO,, CO and CyH; at the outlet
of the computational domain (x = 3cm) for diCerent iron powder concentrations. The
addition of a small amount of Fe until 260 g=m? takes away some of the oxygen, resulting
in incomplete combustion of CH,4 indicated by a decrease in CO, and an increase in
CO. Above 280g=m?, the Fe flame front consumes a large part of the oxygen and CH,
is only partially oxidized. Around the addition of 650 g=m?® of iron powder ( = 1:76),
approximately 10% of the initial methane mass does not react. The introduction of iron
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powder beyond the critical concentration is also associated with an observable increase
in acetylene C,H>, a product of rich oxidation of CHj.

Iron particles, after ignition, quickly transition into a diludion-controlled conversion
regime, where the conversion rate is only weakly temperature dependent [23]. However,
the combustion rate of methane is strongly dependent on temperature [86]. When iron
powder is added to a stoichiometric methane-air flame, the temperature of the flame re-
duces as heat is transferred to the particles, decelerating the methane flame. At a certain
concentration, the conversion rate of iron can be higher than that of methane, leading to
iron quickly reacting and consuming most of the oxygen available for the flame, rapidly
reducing the oxidation rate of CH, further. The burning velocity of an iron-air flame at
400g=m3 (which corresponds to = 0:42) and d, =3 m was found to be 18:98 cm=s in
Chapter slightly lower than the burning velocity of a hybrid flame with 400 g=m? of
iron particle loading to a stoichiometric methane flame, which is 19:06 cm=s. This im-
plies, that when the iron flame front forms with the methane flame front trailing behind,
the iron flame front controls the burning velocity. It is crucial to note that the critical
concentration is a function of particle size (see Section 7.4.2) as the burning velocity of
iron-air flames is inversely proportional to particle size. It is observed that the burning
velocity of the hybrid flame remains nearly constant for 300 g=m?® < mg < 500g=m?3,
and reduces gradually beyond (not shown).

7.4.1 Comparing burning characteristics between 1D and 3D

Until now, mainly the results obtained using 1D simulations were discussed. Now let us
examine the results obtained using 3D simulations and compare the results against 1D
simulation findings. At high mass concentrations of iron, the burning velocities computed
using 3D simulations closely match the results obtained through the 1D approach. How-
ever, at lower particle loading mge 200 g=m3, burning velocities of 3D simulations are
about 3 to 11% lower than that of 1D simulations. To investigate this di[erence, let us
compare the particle and gas temperatures between 1D and 3D simulations. Figure[7.13]
shows the flame structure in terms of particle and gas temperatures with a particle load-
ing of 100 and 400g=m3. Gas and particle properties in 3D simulations are computed
by dividing the computational domain into 100 equal sections (Ax = 0:01 cm) parallel to
the burner, and properties are averaged within the section and over time. To compare
1D and 3D results, x = 0 is defined in 1D as the location where the gas temperature
reaches T = 350K and in 3D as the top side of the burner deck. At the considered
concentrations, the temperature profiles between 1D and 3D simulations look similar,
with a slightly lower equilibrium gas temperature in 3D than in 1D. This temperature
di Lerknce can be the reason for the small di[erence in the burning velocity between 1D
and 3D simulations. At mge = 400g=m?, the particle temperature in 1D and 3D exceeds
the gas temperature, this suggests that iron powder burns in (locally-) lean conditions.
As discussed in Chapter [3] the particle temperature in iron-air flames exceeds the gas
temperature under lean conditions. The corresponding mass fractions of CO, CO,, CH,4
are shown in Fig [7.14] in which very little dilerence between the 1D and 3D profiles is
observed for mg, = 100 g=m3. However, for mg, = 400 g=m?3, the gas species composition
such as Yco and Yco, are higher in 3D than in 1D, while Ycp, is slightly lower in 3D com-
pared to 1D. While investigating this di Cerknce, it was found that in the 3D simulations,
more oxygen is available on the burnt side than it should be. The most likely reason for
this is, that the numerical implementation of the coupling between the particle and gas
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Figure 7.13: Particle and gas temperature comparison between 1D and 3D for dp = 3um at two di Cerknt
mass concentrations; left - 100 g=m2, right - 400 g=m3.

Figure 7.14: Mass fraction of CO, CO2, CH4 comparison between 1D (solid lines) and 3D (round symbols)
at two di [erknt mass concentrations; left - 100 g=m3, right - 400 g=m3.

phase properties in the 3D code results in an inconsistency in the mass conservation of
species. The associated increase in the oxygen mass fraction results in a slightly higher
conversion of methane in 3D than in 1D, which in turn increases the production of CO
and CO,. More investigation is needed to fully understand the diCerknce in the burning
characteristics predicted by 1D and 3D simulations of hybrid methane-iron-air flames.

The most likely reason for the dilerkence in the burning velocity between 1D and 3D is
due to the di[erkence in the modeling of the dispersed phase. In the 3D simulations, each
particle is tracked, and the source terms are coupled with the gas phase. This allows
for a physically more accurate representation of the spatially scattered heat release of
iron particles. Figure [7.15] shows the averaged heat release rates of gas and particles in
3D with mge = 100 and 400g=m?3. Under low particle loading, the heat release rate of
particles is distributed spatially with large fluctuations (black circles in Fig. , which
is diLerknt from what we observed in 1D simulations (black dashed line). However, at
high particle loading, the heat release rates of particles are continuous, similar to the 1D
results. This indicates that the 1D approximation is not accurate under very low particle
loadings but can be used for higher particle loadings where 3D e[edts are expected to
disappear. The heat release profiles of the methane flame (Qg) are continuous both in
1D and 3D for the considered particle loadings.
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Figure 7.15: Heat release rate of CH4 and Fe at two di[erknt iron particle loadings in 3D simulations.
The heat release rates of iron powder in 1D simulations are also shown for reference.

7.4.2 E [edt of particle size

The heating and burning time scales of iron powder are a function of particle size. To
understand the e [edt of di Lerknt particle sizes on the flame structure and burning velocity
of the hybrid methane-iron-air flames, 1D simulations are performed for three dilerknt
particle sizes, dp = 5;7; and 10 m. Figure[7.16]illustrates the impact on burning velocity
when powder of di [erknt sizes is added to a stoichiometric methane flame. As in the case
for dp =3 m (see, Fig. , for the considered particle sizes, burning velocity decreases
as the particle loading increases, however, the gap where no steady solution is found
increases as the particle size increases.

According to theory, the burning velocity of iron aerosols is inversely proportional to
particle size (S_/ 1=dp) in the continuous regime, indicating that larger particles result
in smaller burning velocities as was confirmed by the results in Chapter [3] Smaller iron
particles burn faster and compete more e [edtively with methane for oxygen compared to
larger particles. Hence, the critical concentration increases as the particle size increases.
Figure[7.17] presents the mass concentration at which coupled flame fronts and iron flame

Figure 7.16: Normalized burning velocity when iron powder of di [erknt sizes is added to a stoichiometric
methane flame in 1D simulations.
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Figure 7.17: Mass concentrations of iron powder against particle size at which coupled flame fronts occur
and where the iron flame front starts to lead in 1D simulations. Also shown is the region where no steady
solution is found.

front leading with CH, trailing behind occur for di [erent particle sizes. Additionally, the
concentration at which no steady 1D solution is found is also shown. For a su LCciehtly
larger particle size, say dp = 50 m, the heating time of iron particles is an order of
magnitude larger than the burning time scale of methane, and thus the CH,4 flame front
is expected to lead with negligible e [edt from the iron powder.

7.5 3D simulations of iron-air flames

As an extension of the hybrid methane-iron-air flames, 3D simulations are performed
only with iron powder in air. This is to investigate 3D e[edts, such as the discrete
and stochastic burning behavior of iron-air flames and to check the validity of the 1D
approach. The information obtained using the 3D numerical solver provides valuable
insights into the burning characteristics of iron flames. The 3D numerical setup is the
same as described in Section 7.2. The only dilerence is in the gas mixture at the inlet,
which is prescribed by the species mass fractions of air (Yo, = 0.2329 and Yy, = 0.7671).

7.5.1 Flame structure and flame speed

The particle sizes dp =3 m and 7 m are chosen due to their higher flame speed com-
pared to relatively large particle sizes. The simulations are performed at only two dif-
ferent mass concentrations, as the computational cost of these simulations is very high
as for each condition a series of simulations has to be performed to find the adiabatic
burning velocity. Let us first examine the particle and gas temperatures obtained using
3D simulations and compare them against 1D results.

Figure[7.18|shows the flame structure as a function of space for a particle size of dy =3 m
at = 0:74. Gas and particle properties in 3D simulations are computed by dividing
the computational domain into 100 equal sections parallel to the burner, and properties
are averaged within each section over 0:1s after reaching a quasi-steady state. The total
duration of the simulations is 0:2s. It is observed that the particle temperature profiles
match closely between 1D and 3D simulations, while the gas temperature profiles di[er
by about 150K. This can be due to the fluctuations in the temperature due to the
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Figure 7.18: Averaged gas and particle temperatures over time (left) and gas (solid line) and particle
temperature (dotted line) at di[erknt time instances computed using 3D simulations at = 0:74 with
dp = 3um. The temperature profiles computed using 1D simulations are also shown for reference.

Figure 7.19: Flame speed comparison between 1D and 3D simulations for dp = 3pm and dp = 7 um.

stochastic dispersion of iron particles. Figure [7.18] also shows the temperature profiles
at dilerknt time instances. Both gas and particle temperatures show fluctuations as a
function of time. One might expect that, due to the stochastic nature of the dispersion,
the mean source term is spread out in x-space: some particles ignite earlier (at lower x),
while others ignite a bit later (at larger x). This behavior spreads out the averaged heat
release rate profile, reducing its peak value and resulting in a lower burning velocity.
Figure [7.19) shows the burning velocity as a function of equivalence ratio for particle
sizes, dp = 3 and dp = 7 m. The dilerknce in the flame speed between 1D and 3D
ford, =3 mis 11% and ford, =7 mitis 22%. The flame speed comparison
between 1D and 3D simulations indicates that the 3D e [edts are considerable, and the
3D eledts become predominant for large particle sizes. The dilerence in the numerical
implementation and a few minor dilerkences in the particle model between the 1D and
3D setup may also contribute to the di [erences observed in the flame speed. Therefore,
more investigation is required to determine the 3D e [edts of iron-air flames.
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7.6 Summary

This chapter explores the impact of adding iron powder to a stoichiometric methane-air
flame through one- and three-dimensional numerical simulations. It also presents the
burning velocity comparison of 1D and 3D iron-air flames.

The main conclusions are outlined below:

Hybrid methane-iron-air flames:

Adding iron to a stoichiometric methane-air flame reduces the burning veloc-
ity, irrespective of particle size.

For a smaller particle size at lower particle loadings, less than 60% conversion
of iron to iron oxide is observed and for certain particle loadings, no steady
solution is obtained.

Above a critical concentration, almost 100% conversion of iron to iron oxide
is identified, with methane gas oxidizing behind the iron flame front.

Beyond the critical concentration, an increase in the iron particle loading only
marginally a[edts the burning velocity.

3D iron-air flames:

The burning characteristics of 3D iron-air flames were investigated and the
burning velocities were calculated for two particle sizes as a function of equiv-
alence ratio.

The diLerknces in burning velocity between 1D and 3D are 11% for d, =3 m
and 22% for d, = 7 m. This dilerknce can be attributed to the stochastic
nature of the dispersion, which causes the averaged heat release rate profile to
spread out, reducing its peak value and resulting in a lower burning velocity
compared to 1D results.

To improve our understanding of iron powder combustion, the following improvements
are of interest,

The study can be extended to investigate the e [edts of the addition of iron powder
to a lean methane flame, so the iron powder can react with the oxygen instead of
competing for oxygen with methane.

The time integration of particle source terms and the coupling with the gas phase
can be improved.






Conclusions

In this chapter, conclusions of the thesis are provided, along with recommendations
for future work.

8.1 Conclusions

Metal fuels, particularly those comprising micron-sized iron particles, hold significant
promise as alternative fuels due to their high energy density, low specific volume, and re-
cyclability using renewable energy sources. The combustion of iron particles is influenced
by factors such as particle morphology, size, and concentration. Numerical simulations
agree with classical theory for the burning velocity. The burning velocity is a[edted by
the conductivity of the carrier gas, the burn rate of the powder, and the particle ignition
temperature. The burning rate is aledted by particle size and oxygen concentration in
the gas, but also by the di [udivity of oxygen and the temperature in the boundary layer
around the particle. The flame temperature is aledted by the fuel equivalence ratio and
the heat capacity of the powder and the carrier gas. When the flame temperature is
below the particle ignition temperature, the flame will quench.

Building upon the gathered knowledge of flames in mono-dispersed iron aerosols, the
study progressed to binary-dispersed iron aerosols, systematically exploring the e [edts
of particle size and concentration on flame structure and burning velocity. Dilerknt
concentrations of small and large particles resulted in separated or overlapping flame
fronts. In-depth analyses of total mass concentration variations revealed that the particle
size ratio dictates the equivalence ratio at which maximum the burning velocity occurs.

Flames of poly-dispersed (PSD) powders were subsequently studied. The minimum num-
ber of discrete averaged particle sizes needed in simulations to capture the burning char-
acteristics of poly-dispersed iron powder with a continuous PSD was determined. Then,
flame speed and structure for narrow and broad distributions were investigated. Results
showed that the equivalence ratio at which the maximum flame speed occurs varies signif-
icantly with the characteristic width of the PSD for the same average size. These findings
highlight the crucial role of the PSD width and the challenge of comparing experiments
and simulations for di Lerent PSDs.
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For the first time, NOx emissions from iron dust flames are analyzed numerically using
detailed gas-phase reactions, in both dry air and air with varying water vapor concen-
trations. Key findings include that high particle temperatures (T, 2500 K) in lean
iron flames do not significantly impact NOx emissions, and NOx emissions are sensitive
to water vapor, which provides HO, radicals that accelerate O, dissociation and reduce
flame temperature. The NOx concentration of iron-air flames was found to be two to
three times lower than methane flames at a fixed residence time. Future research should
investigate the absence of O radicals after the flame front, the formation of higher oxides
like Fe3O4 and Fe, O3, and radiative heat transfer in iron aerosol flames to improve NOx
emission predictions. These areas are critical for refining NOx emission predictions and
understanding iron aerosol combustion behavior.

The burning characteristics of hybrid methane-iron-air flames are studied in one and
three dimensions (1D and 3D). The study focuses on the e [edt of adding iron powder to
a stoichiometric methane flame in air. The burning behavior of iron powder is found to be
influenced by particle size, and concentration. A critical concentration at which the iron
conversion rate reaches 100% is identified, with an iron flame front leading and a methane
flame front trailing behind. Above the critical concentration, the burning velocity remains
nearly constant with the addition of iron powder. This study can be extended to study
the e [edt of the addition of iron to a lean methane flame, as this allows iron particles to
oxidize without competing for oxygen against methane. The study was further extended
to investigate the 3D e [edts, such as the discrete and stochastic burning behavior of iron-
air flames. The burning velocities for two particle sizes were calculated as a function of the
equivalence ratio and then compared against one-dimensional results. This comparison
indicates that 3D e [edts were considerable and became more pronounced as the particle
size increased. The dilerknce in flame speed between 1D and 3D simulations highlights
the need for a detailed investigation to understand the underlying mechanisms.
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