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Abstract
This paper presents a method to identify ’Absolute and Relative Employment Concentra-

tion (AREC) areas’ for a particular industry. Two novel characteristics of the method are
that it simultaneously analyzes absolute and relative employment concentration, and that it
combines spatial concentration per area with the spatial concentration in neighboring areas.
The method is easy to understand and apply. It is developed to assist regional policy makers
and corporate decision makers with their investment decisions related to new infrastructure
or plants. The identi�cation of concentration areas also allows for analyzing the performance
of these areas in relation to characteristics such as infrastructure availability and the housing
and labor market. This can yield new academic insights that are relevant for regional plan-
ners. An application of the newly developed method to �ve industries in a Dutch province
subdivided into 502 areas illustrates the value of the method in comparison to other methods.

Keywords: Employment concentration, Geographical analysis, Location patterns, Agglomer-
ation economies.

1 Introduction
In recent years, there has been a lot of attention for the concept of spatial clustering (see e.g.
Gordon and McCann, 2000; Porter, 2000). Research in new economic geography (e.g. Fujita and
Krugman, 2004) explains spatial concentration of industrial activity by agglomeration economies.
These economies are related to proximity and distance; the closer �rms are together, geographically
and organizationally (Torre and Rallet, 2005), the more synergies between these �rms play a role.
Agglomeration economies have been researched extensively (e.g. by Krugman, 1991; Malmberg
and Maskell, 2002), always (partly) based on the three major sources of localization economies
(Marshall, 1956): labor market pooling, inputs sharing, and knowledge spillovers.

Regional, national, and supra-national policy makers all embrace the cluster concept in regional
development policies. At the European level, several reports deal with clusters related to di�erent
sectors (e.g. European Commission, 2002, 2008, 2011), at national level, the in 2010 newly installed
Dutch government aims to encourage the growth of regional clusters, and at the level of the Dutch
provinces, governments use the concept of spatial clustering to stimulate regional development.
Although governments often use the concept of clustering, none of them describes what is meant
precisely and probably many of them mean di�erent things (Lundequist and Power, 2002; Martin
and Sunley, 2003; Newlands, 2003). This article presents a new method to identify the areas where
a particular industry is spatially concentrated. This method is especially relevant for analyzing
spatial clustering at a small geographic scale.

Porter (1998, page 78) de�nes clusters as "geographic concentrations of interconnected com-
panies and institutions in a particular �eld". Although this de�nition is intuitively clear, several
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components of it can be interpreted di�erently in di�erent contexts. First, the concept of geo-
graphic concentration is researched extensively (see for example Bickenbach and Bode (2008) and
Fratesi (2008) for general overviews of spatial concentration measures) and has many di�erent
interpretations. Second, the interconnection between �rms can be interpreted in many di�erent
ways (e.g. buyer-supplier relationships, but also competition for the same type of regional labor,
and so on). Third, the way Porters ’particular �eld’ is de�ned is often unclear. This article focuses
on the �rst aspect: geographical concentration. It develops a method to identify those areas in a
particular region in which a particular sector (or set of related sectors) is spatially concentrated.
Although Benneworth et al. (2003) legitimately remark that the presence of one cluster element,
like for example spatial concentration, does not mean that other cluster elements, like for example
cooperation, are also present, spatial concentration is mostly seen as a prerequisite for clusters.

Many techniques have been developed to measure spatial concentration of �rms or employ-
ment. Most of the spatial concentration measures are de�ned based on rather large geographical
areas, such as economic areas or states in the US and provinces in Europe, while spatial concen-
tration is also observable at lower geographical scales (Van Soest et al., 2006; Arauzo-Carod and
Viladecans-Marsal, 2009). For instance, input sharing in the chemicals industry often leads to
co-location of chemical �rms at the same site and in logistics, co-location leads to reduced trans-
port costs (Taniguchi et al., 1999). Despite the relevance of co-location in small geographic areas,
limited attention has been given to the issue of identifying small scale areas with concentrations
of speci�c industries. This paper addresses this issue. The method is applied to identify spatial
concentration in 502 areas in one Dutch province. Hence, the spatial aggregation level is low; the
identi�ed concentration areas have a surface of 10 to 30 km2. These areas are termed Absolute
and Relative Employment Concentration areas (AREC areas), for a particular industry within
a speci�c region. As suggested by the name, the method identi�es areas with both relative and
absolute concentration. The term AREC areas is preferred over the term clusters, as the issue of
interconnectedness is not addressed. Also the term ’hotspot’ is not used, even though this term
is often used for areas with large concentrations of activities in speci�c industries. However, the
term is also often used with a di�erent meaning, namely the concentration of innovative activity
(Pouder and St. John, 1996).

The proposed method contains two steps. In step 1, the spatial concentration of industries in
the region is measured. This analysis is relevant, since in the absence of spatial concentration,
economic activities are spread out evenly in di�erent areas and no AREC areas can be identi�ed.
This is unlikely to be the case in most industries (Guillain and Le Gallo, 2010), but this analysis
also shows the order of magnitude of spatial concentration in an industry, which is relevant for the
interpretation of AREC areas. In step 2 of the method, AREC areas are identi�ed, based on both
absolute and relative concentration. Existing spatial concentration methods focus on measuring
relative spatial concentration (an above average share of an industry in a region). This is explained
by the goal of these measures to identify di�erences in concentration between di�erent industries,
di�erent regions, and/or over time. For that purpose, absolute concentration (large numbers of
employment/�rms in an industry in a region) is not relevant. Some literature uses absolute spatial
concentration (e.g. Wennberg and Lindqvist, 2010), and although Jing and Cai (2010) argue that
using relative or absolute concentration results in di�erent conclusions, no literature was found in
which absolute and relative spatial concentration are considered simultaneously.

The identi�cation of AREC areas is especially valuable for regional policy makers, who can
make more informed decisions about land use and infrastructure, and corporate decision makers,
who can make better informed location decisions. Both decision makers can bene�t from more
insight in concentration of a speci�c industry in a speci�c area, both for large geographical areas
(e.g. to focus on the development of a small number of clusters) and for small geographical areas
(e.g. to decide where to invest in industrial parks and infrastructure). This paper deals with small
geographical areas. As these small geographical areas (e.g. postal code areas) generally di�er in
employment size, only looking at the absolute concentration of the industry’s employment is not
enough. In this approach, areas with a high overall employment level (for example urban areas)
are often selected as concentration areas, even when the speci�c industry is not overrepresented.
Relative concentration of an area’s employment in an industry is not enough either, as using
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only relative concentration results in the selection of areas with a very low general employment
size, when a few �rms (or even just one) in a speci�c industry are located there. This is especially
relevant for the low aggregation level addressed in this article. As an extreme example: a shepherd
with cattle in the desert does not provide a basis for promoting a dairy cluster there, nor is relevant
for cattle farmers in search for an investment location. Hence, concentration areas of a particular
industry are best identi�ed based on both absolute and relative concentration.

AREC areas in a particular region are relevant constructs for research. With regard to in-
frastructure availability, it can be tested whether or not the location of (logistics) AREC areas is
related to intermodal facilities, distances to the highway network or both. In various industries,
the relation between AREC areas and specialized education institutions can be analyzed. The
relation between AREC areas for high value industries and housing prices can be studied. Fur-
thermore, it can be tested whether land or industry speci�c property values are higher in AREC
areas than outside these areas. Finally, it can be tested, for di�erent industries or in general,
whether or not employment growth in AREC areas is di�erent from employment growth in other
areas.

The remainder of this paper is organized as follows. Section 2 will start with a short overview of
the literature on spatial concentration measures. Section 3 presents the newly developed method
to identify AREC areas. Then, the method is applied to �ve industries in a Dutch province
(North Brabant), in section 4, to show the general applicability and the additional value of the
newly developed method. Section 5 concludes this paper and presents opportunities for further
research.

2 Literature on the measurement of spatial concentration
Many spatial concentration measures have been developed. Extensive overviews of di�erent mea-
sures are given by Bickenbach and Bode (2008) and Fratesi (2008). All measures deal with relative
concentration, as absolute concentration simply involves an employment count and cannot be com-
pared in a meaningful way across areas (that di�er in size). This section gives a short overview of
the most important measures.

For the brief overview in this paper, it is useful to make a distinction between two categories
of measures. The �rst category consists of measures for which the total region under study is
divided into K areas and the spatial concentration is analyzed per prede�ned area. The measures
in this category ignore the spatial relationship, i.e. the distance and shared borders, between
the di�erent areas. For this reason, these measures are called a-spatial measures (although these
still are spatial concentration measures). In the second category of measures, analogously called
spatial measures, the region is not divided in prede�ned areas or the spatial relationship between
the prede�ned areas is explicitly analyzed. Well-known and commonly used a-spatial measures
are the locational Gini coe�cient (Krugman, 1991), the EG-index (Ellison and Glaeser, 1997), the
MS-index (Maurel and Sedillot, 1999), and the D-index (Mori et al., 2005). The most commonly
used spatial measures were developed by Moran (1950) and Duranton and Overman (2005).

All a-spatial measures share two well-known problems (Bickenbach and Bode, 2008), namely
the modi�able areal unit problem (MAUP)and the checkerboard problem. Both result from the
division of the total region into prede�ned areas. The MAUP arises from dividing heterogeneous
continuous space into areas (Arbia, 2001a): a group of �rms that are located close together can
be grouped into one area or spread over several areas, depending on the de�ned borders. This
inuences the degree of spatial concentration of these �rms. The checkerboard problem concerns
neglecting relevant information on the locations of or distances between regions (Arbia, 2001b): the
a-spatial measures do not make a distinction between two areas with relatively much employment
that are geographically close together or far apart.

Several spatial (or spatial association) measures have been developed to cope with these prob-
lems. These measures can be broadly subdivided into distance-based measures and neighborhood
measures (Anselin, 1996). For distance-based measures the region is not subdivided in di�erent
areas. The intuitive idea behind the distance-based approaches is that when an industry is con-
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centrated in one or more parts of the region, �rms are located at a shorter distance from each
other then when they are randomly located over space. Distance-based measures were developed
by, among others, Duranton and Overman (2005) and Marcon and Puech (2010). Since these
measures are based on the distances between the industry’s �rms, data on the exact locations
of the �rms are required. To calculate Euclidean distances, the geographical coordinates of all
�rms in the dataset are needed, and to calculate distances via transport networks, both the exact
addresses of the �rms, transport network structures, and software to analyze these have to be
available. A major disadvantage of these measures is that this is often not the case. Hence, the
method presented in this paper will not make use of distance-based approaches.

Instead, one of the a-spatial measures is used to measure relative spatial concentration in the
�rst step of the method. The second step of the method uses parts of the theory of the (local)
Moran’s I (Cli� and Ord, 1973) to minimize the e�ect of subdividing the region into prede�ned
areas. Moran’s I is one of the most important neighboring methods. Although the method does
not completely solve the MAUP, for the purposes in this paper (to develop a method that is easy
to apply and understand), it is the best alternative.

The remainder of this section describes the important characteristics of the a-spatial measures
and evaluates their relevance for the AREC area identi�cation method. The measures will be
presented to evaluate spatial concentration of industry i 2 f1; : : : ; Ig, with I all relevant industries
in the total region that can be subdivided into K di�erent areas k 2 f1; : : : ;Kg.

One of the oldest contributions to the literature of measuring spatial concentration is by Krug-
man (1991), who developed the locational Gini coe�cient. This index makes use of the location
quotient: LQi;k = si;k

sk
, being a measure to analyze relative spatial concentration, de�ned as an

area k’s share of industry i’s employment (si;k) divided by that area’s share of total employment
(sk =

PI
i=1 si;k). The locational Gini coe�cient is widely used due to its ease of computation

and its limited data requirements (Bertinelli and Decrop, 2005). However, the locational Gini
coe�cient does not control for industrial concentration (i.e. concentration of employment in a
small number of large �rms).

Alternative measures to analyze relative spatial concentration are, among others, EG (Ellison
and Glaeser, 1997), MS (Maurel and Sedillot, 1999), and the D-index (Mori et al., 2005). The EG
and the MS have the same properties: the indices are scaled, such that these control for industrial
concentration. Moreover, the indices are designed to enable the comparison of the concentration
of di�erent industries, di�erent regions, and/or over time. The major drawback of these indices is
that the outcomes are hard to interpret; for both indices, boundaries of 0.02 and 0.05 are used to
de�ne regions of no concentration ( < 0:02), intermediate concentration (0:02 �  � 0:05), and
high concentration ( > 0:05). However, these boundaries are arbitrary (Duranton and Overman,
2005).

The D-index (Mori et al., 2005) is designed to be statistically testable, since none of the
above described measures are. However, this index can only be used for an analysis of spatial
concentration of �rms, because it is based on the independence of the single units, which means
that the D-index is not suitable for the measurement of employment concentration (Fratesi, 2008).

3 The AREC area identi�cation method
This section describes the AREC area identi�cation method. Step 1 analyzes whether an industry’s
employment is spatially concentrated in the �rst place. Step 2 of the method uses three consecutive
steps to identify AREC areas. This section explains the method, visualized in �gure 1.g

3.1 Step 1: The degree of spatial concentration
Step 1 of the method is based on the locational Gini coe�cient (Krugman, 1991), because this index
is easiest to understand and can be interpreted intuitively. The commonly mentioned drawback is
that it does not compensate for industrial concentration. However, for step 1, this is not a problem,
because the sole purpose of the analysis is to get a rough idea about whether or not there is some
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Figure 1: The AREC area identi�cation method

degree of spatial concentration, since in the absence of spatial concentration, identifying AREC
areas is meaningless. In addition, the locational Gini coe�cient uses the location quotient (LQ)
per area, which can directly be used in step 2 of the method as a measure for relative spatial
concentration of industry i in a speci�c area k. When either the EG or the MS would be used,
it is much harder to translate this aggregate measure to a local measure per area, due to the
compensation for industrial concentration on the aggregate level. In this paper, the following
de�nition of the locational Gini coe�cient is used (Kim et al., 2000; Guillain and Le Gallo, 2010):

GLQ;i =
�LQ;i

4LQi

�LQ;i =
1

K(K � 1)

KX

k=1

KX

j=1

jLQi;k � LQi;j j

with LQi the average LQ of industry i over all areas K. The locational Gini coe�cient is equal to
zero when no relative spatial concentration is measured, meaning that the spatial distribution of
the industry’s employment is equal to the spatial distribution of employment in general (LQi;k = 1
for all k). The maximum value of this index is equal to 0.5, when the industry’s employment is
completely concentrated in one area.

The locational Gini coe�cient shows whether an industry’s employment is spatially concen-
trated. For industries where this is not the case, there is no value to identify AREC areas since
employment is evenly spread over the region.

3.2 Step 2: The identi�cation of AREC areas
After it is concluded that employment in an industry is spatially concentrated (step 1 of the
method), step 2 identi�es where this concentration takes place. The method is novel in two ways.
First, AREC areas will be identi�ed based on absolute and relative concentration simultaneously.
Second, not only spatial concentration per area will be used to identify AREC areas, but also
spatial concentration in neighboring areas will be included. As Hallencreutz and Lundequist (2003)
legitimately conclude, clusters (or spatial concentration areas) seldom con�rm to boundaries of
administrative areas. Hence, the method should also consider neighboring administrative areas
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that together can be identi�ed as AREC areas. For this, neighbors have to be de�ned for all areas
in the region. This can be done based on a shared border between particular prede�ned areas or on
the distance between the center-points of these areas. This neighborhood structure is formalized
in a spatial weight matrix W , with elements wjk > 0 if areas j and k are neighbors and wjk = 0
if these areas are not neighbors or if j = k. This matrix has to be determined before the method
described below is applied.

A stepwise method is developed to determine where a particular industry concentrates. Step
2 of the method itself consists of three steps:

2.1 Remove areas that do not have the potential to become (part of) an AREC area, since either
the relative or the absolute concentration is too low.

(a) De�ne for both the absolute employment values and the LQ values a cut-o� value emin;1
and LQmin;1 respectively.

(b) Code all areas k 2 f1; : : : ;Kg based on their absolute employment level ei;k in industry
i and their LQi;k compared to these cut-o� values: bi;k = 1 if ei;k � emin;1 ^ LQi;k �
LQmin;1 and bi;k = 0 otherwise. Remove all areas k with bi;k = 0.

2.2 In the set of remaining areas, combine areas that are neighbors.

(a) Determine Bi;j;k joins between two neighboring areas j and k, with both bi;j = 1 and
bi;k = 1: Bi;j;k = wjkbi;jbi;k, with wjk = 1 if areas j and k are neighbors and wjk = 0
otherwise. Furthermore, wjk = 0 if j = k.

(b) For all j and k for which Bi;j;k = 1, de�ne a new area m 2 fK + 1; : : : ;Mg, with
employment being the sum of the employment values of the di�erent prede�ned areas:
ei;m = ei;j + ei;k. Area m can exist of more than two prede�ned areas: for example if
Bi;j;k = 1 ^ Bi;j;l = 1, then ei;m = ei;j + ei;k + ei;l, etc. In addition, calculate LQi;m.
The total number of newly created areas is equal to (M �K).

2.3 Identify AREC areas based on absolute and relative employment levels.

(a) De�ne for both the absolute employment values and the LQ values a second cut-o� value:
emin;2 � emin;1 and LQmin;2 � LQmin;1.

(b) Determine �i;c for all areas c 2 f1; : : : ;Mg: �i;c = 1 if ei;c � emin;2 ^ LQi;c � LQmin;2,
and �i;c = 0 otherwise. All areas c with �i;c = 1 are identi�ed as AREC areas of industry
i. If both �i;k = 1 and �i;m = 1, with ei;m = ei;k + ei;j for any j 2 f1; : : : ;Mg, only the
larger area m is de�ned as an AREC area.

Notice that the method combines absolute and relative spatial concentration, by considering
both absolute employment per area and the LQ. Both are used to determine whether an adminis-
trative area is (part of) an AREC area for that industry i. Furthermore, in step 2.2, neighboring
areas with relatively high absolute and relative employment concentration for industry i are com-
bined, to check whether the AREC area actually consists of two or more administrative areas.
For this, the local Moran’s I (Anselin, 1995; Guillain and Le Gallo, 2010) could have been used,
if only either absolute employment concentration or relative employment concentration was ana-
lyzed, since this index can only be calculated on one variable (Cli� and Ord, 1973) and no clear
procedure exists to combine these (absolute and relative) values into one variable. Nevertheless,
a binary variable bi;k can be created, which indicates whether a particular area has the potential
to become (part of) an AREC area. In step 2.2, area k’s value of this binary variable is compared
to the value of one of its neighbors, area j, de�ned based on the prede�ned spatial weight matrix
W . When the variable is equal to one for both of these two neighboring areas, it indicates that
the potential AREC area may be larger than one administrative area. Hence, a new area m is
created, containing both the administrative areas j and k. With combining two or more of the
administrative areas, the method (partly) compensates for the MAUP and checkerboard problem.
In step 2.3, all areas, now consisting of one or more administrative areas, are evaluated against
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two new cut-o� values. These values can be equal to the values de�ned in step 2.1. However,
the cut-o� values de�ned in step 2.1 only determine which administrative areas are immediately
removed from the analysis, because these have really low (absolute or relative) employment con-
centration in industry i. It is possible that two administrative areas that by itself are no AREC
areas can be a combined AREC area. Thus, when combined areas are created in step 2.2, only the
areas that would not even have potential to become (part of) an AREC area have to be removed.
Later on in step 2.3, where AREC areas are identi�ed, higher cut-o� values are more useful, since
then only the areas with very high (absolute and relative) employment concentration in industry
i are of interest. Hence, it is advised to use higher cut-o� values in step 2.3 than in step 2.1 of the
method.

An important part of this method is the determination of the cut-o� values emin;1, emin;2,
LQmin;1, and LQmin;2. For the cut-o� values used in step 2.1, it is proposed to use commonly
accepted values. For the LQs, areas with an LQ larger than or equal to 1 are selected, since these
areas are commonly stated to be, at least a bit, specialized in that industry i (see e.g. Guillain
and Le Gallo, 2010). For the absolute value, the commonly used cut-o� value is the average
employment over all areas, also used in the (local) Moran’s I.1 Instead of these cut-o� values,
O’Donoghue and Gleave (2004) propose to convert LQ values to standardized LQ values and use
statistical signi�cance to determine which LQ values are extremely high. However, in this paper,
cut-o� values will be used, since these can be set by the users of the method directly. The goal of
the method is to identify the areas in which a particular industry is spatially concentrated, with
cut-o� values depending on the goal of the user of the method, and not to analyze whether and
where this spatial concentration is signi�cant.

The cut-o� values used in step 2.3, can be chosen di�erently for di�erent purposes. Consider
again the two situations described in the beginning of the paper. In the example of the policy
maker, a low number of AREC areas may be preferred and hence, the cut-o� values are chosen
relatively high. In the other example, in which AREC areas are identi�ed to assist a location
decision for an individual company, more AREC areas may be desirable, since a manager may
want to have a complete overview of relevant locations, and the cut-o� values can be somewhat
lower. Furthermore, in this paper it is argued that both absolute and relative spatial employment
concentration are needed to de�ne these areas, but not whether these are equally important. This
may also di�er per decision maker; for some reason, some may want to post stricter cut-o� values
on the absolute employment concentration than on the relative employment concentration or vice
versa. In the next section, rather high cut-o� values are chosen (in line with the policy perspective)
for both the absolute and relative concentration to identify AREC areas in one Dutch province.

4 Application of the AREC area identi�cation method
This section applies the AREC area identi�cation method to �ve di�erent industries in North
Brabant, one of the southern provinces of the Netherlands. First, the dataset used for the analysis
is discussed and afterwards the results of the analysis are presented.

4.1 Material used
The method is applied to �ve industries with a di�erent extent of spatial concentration and of
a di�erent size. The industries used in this study are manufacture of chemicals and chemical
products (chemical production), research and development (R&D), logistics, retail trade, and
construction. Appendix A presents a list of the industry codes used for de�ning these industries.
In line with the �ndings of Guillain and Le Gallo (2010), two of these industries tend to concentrate
spatially in North Brabant (chemical production and R&D) and two others tend to distribute
equally over space (construction and retail trade). Logistics is included since it is a relatively large

1Since this average is highly inuenced by the number of areas in which the industry’s �rms are located, this
average has to be calculated only based on the areas in which there actually is employment in the industry, which
makes the method less dependent on the size of the industry and the number of areas de�ned.
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industry in North Brabant (like construction and retail trade), but still has a relatively high spatial
concentration. Furthermore, this industry is especially relevant from a policy perspective, since
logistics activities generate relatively many transport ows and occupy relatively much space.

For the analysis, the database containing all business establishments in North Brabant in
2009 is used. After a standard clean-up, this database contains 160,647 establishments in total.
Furthermore, governmental organizations and establishments related to education, health services,
culture, and recreation activities were deleted from the database. The remaining database covers
129,555 establishments with a total employment of 856,668, which gives an average number of
employees per establishments of 6.61, with a standard deviation of 41.64 and a median of 1. This
total database is used to determine the LQ per area for the �ve above mentioned industries.

The total region is subdivided in 502 four-digit postal code areas. Table 1 presents descriptive
statistics of the spread of employment over the 502 di�erent postal code areas. Since some of
the listed industries are only present in part of all four-digit postal-code areas (e.g. the chemical
industry only has establishments in 102 of the 502 four-digit postal code areas), averages without
the areas with no industry employment are also calculated (see the fourth column of table 1).
These are used in the analysis later on.

Table 1: Descriptive statistics of the number of employees per four-digit postal code area in North
Brabant

Sum Average Average
if not 0

Standard
deviation

Median Maximum

Total 856,668 1,706.51 1,713.34 2,241.62 888.5 17,353
Chemical production 8,833 17.60 86.60 112.71 0 1,821
R&D 7,096 14.14 36.96 192.29 0 4,258
Logistics 90,388 180.06 221.54 398.70 30.5 2,975
Retail trade 118,513 236.08 244.36 375.19 110 3,436
Construction 85,646 170.61 173.37 212.46 91 2,032

4.2 Step 1: The degree of spatial concentration
Table 2 presents the locational Gini coe�cients. The chemical and R&D industries are highly
spatially concentrated, the retail trade and construction industries are less concentrated, and
logistics is somewhere in between. These outcomes are comparable to what Guillain and Le Gallo
(2010) found based on communes in and around Paris, as can be seen in table 3. French communes
have an average surface of 15 km2, while the four-digit postal code areas in North Brabant have
an average surface of 10 km2. Furthermore, both study regions contain urban areas as well as
rural areas, and hence, the studies can be compared.

Table 2: Locational Gini coe�cients based on the employment in North Brabant

Gini (based on LQ values)
Chemical production 0.4750
R&D 0.4620
Logistics 0.2984
Retail trade 0.2224
Construction 0.1910

4.3 Step 2: The identi�cation of AREC areas
Based on the locational Gini coe�cients found for the �ve di�erent industries, only AREC areas
for the chemical, R&D, and logistics industry will be identi�ed. An analysis into the AREC
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Table 3: Locational Gini coe�cients based on employment in and around Paris (Guillain and
Le Gallo, 2010)

Gini (based on LQ values)
Chemical production 0.4752
R&D 0.4922
Wholesale trade 0.3898
Transportation and communication 0.3797
Consumer services 0.3220
Construction 0.2972

areas for the retail industry and the construction industry is not relevant, since there hardly is
any spatial concentration in these two industries; for example for the construction industry, the
AREC areas contain one area that consists of 34 four-digit postal code areas, which cannot be
called a concentration area anymore on this low spatial aggregation level.

In line with section 3, in step 2.1 of the method, the average employment per area is used as
a cut-o� value for the absolute employment level and 1 as a cut-o� value for the LQ. The cut-o�
values used in step 2.3 depend on the purpose of the analysis. In this paper, the policy perspective
is chosen and hence, rather high cut-o� values are used in step 2.3 of the method. For the absolute
employment level, the maximum of the 90th percentile and the bound de�ned in step 2.1 is used
as a cut-o� value, meaning that only the top 10 percent areas can qualify as AREC areas. For the
LQ, the minimum of the 90th percentile and 2 is determined 2; the LQ cut-o� value is equal to
the maximum of this value and the cut-o� value de�ned in step 2.1 of the method. As previously
argued, all statistics used as bounds are calculated based on areas in which the employment of
the industry is larger than zero. Table 4 presents the cut-o� values used for the industries under
study. As spatial weight matrix W , a matrix based on the borders shared by the areas is used:
for every row-area j, it is determined whether it shares a border with a column-area k; if this is
the case wjk = 1, and wjk = 0 otherwise.

Table 4: Cut-o� values used for the application of the AREC area identi�cation method

emin;1 LQmin;1 emin;2 LQmin;2
Chemical production 86.60 1 193.70 2
R&D 36.96 1 36.96 1.90
Logistics 221.54 1 630.90 2

The method is shown graphically for the chemical industry in �gure 2. The �gure presents
all four-digit postal code areas based on their absolute employment in chemical production (X-
axis) and their LQ based on the employment in chemical production (Y-axis). All blue diamonds
represent one of the 502 postal code areas. In step 2.1, all areas to the left or below the green line
(based on the �rst cut-o� values) are removed from the analysis; the areas to the right and above
the green line are considered in step 2.2. The combined areas created in step 2.2 are characterized
by a blue square in the �gure. Finally, the AREC areas de�ned in step 2.3 are pictured as red
diamonds, based on the second cut-o� values (the purple line in �gure 2).

Figure 3 presents the AREC areas of the chemical production industry geographically. In
this �gure, postal code areas are colored red if these are AREC areas by themselves (ei;k �
emin;2 ^ LQi;k � LQmin;2 for k 2 f1; : : : ; 502g) and are colored orange if these are part of a
combined AREC area. The ten AREC areas consist of 12 of the 502 four-digit postal code areas
(three percent) and together account for 74 percent of all employment in chemical production in
North Brabant.

2An LQ equal to 2 means that the share of industry employment is twice as large as the share of total employment
in that particular area; all areas that are that specialized in a particular industry should be taken into account in
the analysis.
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Figure 2: Graphical representation of the AREC area identi�cation method applied on the chemical
production industry

Figure 3: Geographical representation of the AREC areas for chemical production
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The same analysis is conducted for the R&D industry and the logistics industry (geographical
representations for these industries can be found in �gures 6(c) and 4(c) respectively). The ten
AREC areas for R&D account for 83 percent of all R&D employment in North Brabant; the 19
AREC areas for logistics account for 53 percent of all logistics employment in the province. These
numbers correspond with the locational Gini coe�cients, which indicated that both the chemical
production industry and the R&D industry are more spatially concentrated than the logistics
industry.

4.4 Comparison with other methods
This section compares the identi�ed AREC areas with the areas that would have been identi�ed
as concentration areas when only absolute or relative spatial concentration was used as a criterion.
Tables 5 and 6 demonstrate that identifying AREC areas with the method described in section 3
results in di�erent areas than using either one of these concentration variables alone. The tables
present the number of postal code areas that are selected based on the AREC area identi�cation
method and the areas that would have been selected if only absolute concentration (table 5) or
relative concentration (table 6) would have been used. For example, from table 5 it becomes
clear that if only absolute concentration was used as a criterion to identify concentration areas for
logistics, 41 four-digit postal code areas would have been identi�ed as concentration areas. Only
29 of these postal code areas are also identi�ed as AREC areas using the newly developed method.
Hence, only using absolute concentration for logistics would have resulted in identifying 12 postal
code areas as concentration areas, while in these areas the relative concentration (measured using
the LQ) of logistics employment is relatively low.3

Table 5: Number of postal code areas identi�ed as AREC areas and the number of postal code
areas with only high absolute employment concentration

Chemical production ei;k � emin;2 ei;k < emin;2 Total
AREC 11 1 12
non-AREC 0 490 490
Total 11 491 502
R&D ei;k � emin;2 ei;k < emin;2 Total
AREC 10 0 10
non-AREC 6 486 492
Total 16 486 502
Logistics ei;k � emin;2 ei;k < emin;2 Total
AREC 29 13 42
non-AREC 12 448 460
Total 41 461 502

Tables 5 and 6 show the bene�ts of the AREC area identi�cation method. First, based on
the comparison made for the chemical sector, it can be seen that identifying concentration areas
based on relative concentration is not satisfying: table 6 shows that there are 11 postal code areas
not being labeled as AREC areas that have an LQ larger than the second cut-o� value. The
non-AREC areas with an LQ larger than the cut-o� value have really low absolute employment
levels, both in the chemical industry and in general. Hence, these indeed are the "shepherd in the
desert"-areas: the lowest industry employment found for these areas is equal to 1, but with a total

3It does not make sense to combine neighboring areas if only one variable is used. Especially in the case of
only using an absolute cut-o� value, this would mean that all areas are combined into one area, since combining
areas always results in more absolute employment. In the case of only using a relative cut-o� value, combining
neighboring areas could in principle be done. However, also in this case combining neighboring areas does not give
additional value. If only the LQ is used as cut-o� value, one area with only some employment and (almost) all of
this employment in industry i ("the shepherd in the desert"), can be combined with almost all neighboring areas,
since its LQ is that large that it will compensate for almost all low LQ values.
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Table 6: Number of postal code areas identi�ed as AREC areas and the number of postal code
areas with only high relative employment concentration

Chemical production LQi;k � LQmin;2 LQi;k < LQmin;2 Total
AREC 12 0 12
non-AREC 11 479 490
Total 23 479 502
R&D LQi;k � LQmin;2 LQi;k < LQmin;2 Total
AREC 10 0 10
non-AREC 10 482 492
Total 20 482 502
Logistics LQi;k � LQmin;2 LQi;k < LQmin;2 Total
AREC 29 13 42
non-AREC 18 442 460
Total 47 455 502

employment of 21 the LQ still is equal to 4.62, while it is by far an interesting area for policy or
corporate decision makers. This e�ect can also be seen with the other two industries analyzed.

Second, the tables show that absolute employment concentration alone is also not enough.
This is best shown by using the R&D industry as an example. Table 1 showed for this industry a
maximum number of employees per postal code area of 4258, with an average of only 37. Actually,
there is only one postal code area with really large industry employment, while the 15 remaining
areas with ei;k � emin;2 (which is above the 90th percentile of the absolute employment level)
score relatively close to the average. To identify more than one concentration areas for R&D, the
LQ becomes important. Table 5 shows that there are six postal code areas with ei;k � emin;2 that
are not identi�ed as AREC areas, because the LQ of R&D in these areas is too low. Policy and
corporate decision makers would not identify these areas as important for R&D.

Third, the tables show the value of combining neighboring areas. This can best be seen in the
logistics sector. For this sector, table 5 shows that there are 13 postal code areas that are identi�ed
as AREC areas while ei;k < emin;2 for these areas, because these are combined with postal code
areas. Similarly, table 6 shows that there are 13 (di�erent) postal code areas that are identi�ed as
AREC areas while LQi;k < LQmin;2 for these areas. This shows the value of combining the areas:
if this was not done, these areas would not have been identi�ed as concentration areas, while this
only is due to the rather arbitrary division of the total region into administrative areas.

Since especially the logistics industry shows large di�erences between the AREC areas and the
areas identi�ed based on only one concentration variable, �gure 4 shows these areas geographically.
Figure 4(a) presents the areas based on absolute employment concentration only, �gure 4(b)
presents the areas based on relative employment concentration only, and 4(c) presents the AREC
areas for logistics. Many postal code areas with an LQ above 2 are not identi�ed as AREC areas
for logistics (because they essentially are "shepherds in the desert"); for example, the eastern
part of the province contains seven such areas and no AREC area. In addition, these maps show
another advantage of the AREC area identi�cation method over the use of only one concentration
variable. Figure 4(a) presents 29 concentration areas (possibly consisting of multiple postal code
areas), �gure 4(b) even presents 34 concentration areas, while 4(c) only presents 19 AREC areas.
Hence, using the AREC area identi�cation method, decision makers only have to choose between
a smaller number of areas. Furthermore, based on the AREC area identi�cation method, larger
combined areas are identi�ed, while the concentration areas identi�ed based on either absolute
concentration or relative concentration are very fragmented. The other industries analyzed in this
paper show similar patterns, as shown in appendix B.
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(a) Absolute logistics employment concentration

(b) Relative logistics employment concentration (LQ)

(c) AREC areas for logistics

Figure 4: Comparison of AREC areas and concentration areas based on only absolute or relative
employment concentration for logistics
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5 Conclusions
In this paper, a method is developed to identify Absolute and Relative Employment Concentration
(AREC) areas. The identi�cation of these areas is relevant for various purposes: 1) for evaluating
whether the agglomeration economies described by Marshall (1956), Krugman (1991), and Porter
(2000) are also relevant on a low geographical aggregation level, 2) for analyzing relationships be-
tween the location of these AREC areas and variables such as infrastructure availability, distances
to specialized higher education institutions, land value, and housing prices, and 3) for analyzing
spatial employment development over time. Since the method is very easy to understand and
apply, it is a valuable tool for policy makers as well as corporate decision makers. Policy makers,
for example, can use this method to identify the important areas to invest in and substantiate the
choice for these areas rather easily, by means of the rather simple graphs constructed based on
the method.

Compared to already existing spatial concentration measures, this method has two novel char-
acteristics. First, existing measures only consider relative spatial employment concentration, while
the newly developed method combines this with absolute spatial employment concentration. A
comparison of AREC areas and areas with either absolute or relative employment concentration
shows that combining absolute and relative employment levels simultaneously �lters out areas
that are less relevant both from a policy and a location decision perspective. This especially is
relevant on a low geographical aggregation level, as used in this paper. Second, AREC areas can
consist of more administrative areas, which reduces the well-known problems of subdividing the
total region into administrative areas. In this way, most of the commonly known problems related
to a-spatial measures are dealt with. The advantages of the developed method were demonstrated
by applying the method to �ve di�erent industries in a Dutch province.

Although the method allows for identifying AREC areas that consist of one or more admin-
istrative areas, a limitation of the method still is that it divides the total region into several
administrative areas. On the one hand, given that the method is especially developed for use on a
low geographical scale, this is not much of a problem. On the other hand, the only alternative is
to switch to distance-based measures, requiring much more data, which in practice are not always
available.

The method to de�ne AREC areas developed in this paper provides a basis for future research.
An analysis into the relationships between these areas and geographical characteristics, such as
infrastructure availability and land value, can result in highly valuable insights for policy makers.
In addition, it would be interesting to compare the employment development in these areas with
the employment development in other areas in the region to see whether spatial concentration is
important for �rm and industry growth as well as the �nancial performance of co-located �rms.
Since the method is relatively easy to apply and considers all intuitively important aspects of
spatial concentration, these future research steps can serve as important input for policy decisions.
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Appendices

A Logistics SBI codes
To classify establishments in di�erent industries, the standard Dutch industry classi�cation, the
Standaard BedrijfsIndeling (SBI), is used. The SBI is developed by Statistics Netherlands and
categorizes economic activities based on �ve digits. The �rst four digits correspond with the
categorization of the European Union (NACE: Nomenclature statistique des activit�es �economiques
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dans la Communaut�e europ�eenne), with a small number of exceptions. The �rst two digits of the
SBI and the NACE correspond to the categorization of the United Nations (ISIC: International
Standard Industrial Classi�cation of All Economic Activities).

Table 7: SBI codes for the industries used in this paper

Name (based on ISIC) SBI 2008 code
Chemical production C: 20
R&D M: 72
Logistics Wholesale trade and commission trade (except of mo-

tor vehicles and motorcycles)
G: 46

Freight transport via railways H: 4920
Freight transport by road (except for removal trans-
port)

H: 4921

Inland water ways freight transport H: 50401-50403
Air freight transport H: 5121
Storage and warehousing H: 52101-52109
Other supporting transport activities H: 52242, 52291 - 52292

Retail trade G: 47
Construction F

Table 7 presents the SBI 2008 codes of the �ve industries used in this paper. Since no SBI code
exists for logistics, several codes are combined to de�ne the logistics industry. In this paper, the
logistics industry is de�ned to consist of the following industries: wholesale trade, freight transport,
cargo handling, storage and warehousing, and other supporting transport activities. From all
establishments characterized as wholesale trade establishments based on the SBI code (46), the
categories wholesale on a fee or contract basis (SBI = 461), wholesale of live animals (4623), and
wholesale in computers, computer peripheral equipment, and software (4651) are excluded. It is
clear that indeed the establishments in the �rst two categories are no part of the logistics industry.
In the last category mentioned, the wholesale in software is very dominant, de�nitely being no
logistics, and hence, this category is also excluded from the analysis. In addition, to exclude
wholesale trade establishments that are only responsible for the administrative part of trade and
not the physical part, all wholesale trade establishments with less than ten employees were deleted
from the database. Administrative trade establishments are mostly relatively small and hence,
this seems to be a valid method to exclude these establishments. Furthermore, all establishments
in the above-described logistics categories with only one employee were excluded, since for these
establishments it generally holds that the establishment’s address is equal to the owner’s address,
which does not have anything to do with spatial concentration.

B Comparison of AREC areas and concentration areas
Similar to �gure 4, �gure 5 and 6 compare the AREC areas identi�ed for the Chemical and
R&D industry respectively with the areas that would have been identi�ed based on only absolute
employment concentration or relative employment concentration.
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(a) Absolute chemical employment concentration

(b) Relative chemical employment concentration (LQ)

(c) AREC areas for chemical production (also presented in �gure 3)

Figure 5: Comparison of AREC areas and concentration areas based on only absolute or relative
employment concentration for chemical production
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(a) Absolute R&D employment concentration

(b) Relative R&D employment concentration (LQ)

(c) AREC areas for R&D

Figure 6: Comparison of AREC areas and concentration areas based on only absolute or relative
employment concentration for R&D
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