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Chapter 1 

Motivation, objectives and outline of 
the present study 

1.1 Introduction and objectives 

In the design of process equipment the prediction of liquid flow and gas-liquid interface behaviour is 
of great importance. Most predictive tools are nowadays based on numerical algorithms to solve the 
governing equations. In the bulk liquid, the governing equations account for the external forces, such 
as gravity, and shear forces due to the viscosity of the liquid. These are the well-known Navier-Stokes 
equations. At gas-liquid interfaces other forces are active. Stresses related to surface tension act in 
a direction normal to the interface; these stresses cause bubbles to have a (nearly) spherical shape. 
Stresses caused by a gradient of the surface tension, however, act parallel to the gas-liquid inter­
face. The flow caused by this tangential stress at the gas-liquid interface is referred to as Marangoni 
convection 1. A gradient in the surface tension at a gas-liquid interface can be caused by: 

• a temperature gradient, it causes the so-called thermocapillary effect [1][2][3][4][5][6][7][8][9][10]. 

• a concentration gradient, it causes the so-called destillocapillary effect. A concentration gradient 
is caused by: 

- a solvent inhomogeneously evaporating from the liquid [11] 

- a solvent inhomogeneously dissolved in the liquid [12] 

- a concentration gradient of soluble surfactants at the surface [13][14][15][16], 

• an electrical potential [17J. 

The objectives of this study are: 

• to develop an algorithm to facilitate the prediction of Marangoni convection, 

• to perform experiments to quantify the Marangoni forces in some practical applications where 
a temperature gradient causes a surface tension gradient. 

In section 1.2 some practical applications of Marangoni convection are described. In section 1.3 
existing numerical tools are described and compared. In section 1.4 a new computational method is 
proposed and motivated. In section 1.5 the experiments are outlined and motivated. 

1Na.med after the Italian Physicist Carlo Marangoni (1840-1925). 
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1.3. Existing numerical tools 

cooling 
water 

Figure 1.2: Marangoni convection in droplets. 

[2][9][10] or material processing applications !51. 
In this thesis, a predictive tool of Marangoni convection and related interfacial behaviour is pre­

sented. The geometries studied have been chosen such that they are generic for realistic situations. 
This work aims at facilitating the simulation of Marangoni flows in, for example, the applications 
described above. 

1.3 Existing numerical tools 

Several tools nowadays exist for numerically solving the governing equations of Marangoni flows 
{19][20][21). They are surveyed below in order to facilitate the introduction of a new computational 
method in section 1.4 and in order to sketch the capabilities of current predictive tools. It is em­
phasized that this survey may be far from complete from a numerical point of view. It is, however, 
intended as a general guide and introduction to the mechanical engineer who usually merely applies 
the methods developed by others. 

Main categories in which the numerical tools can be divided are: 

1. the Finite Difference Method (FDM), 

2. the Boundary Element Method (BEM), 

3. the Finite Element Method (FEM), 

4. the Collocation Method (CM). 

A common drawback of these techniques is that usually problems arise with the accuracy, reliability 
and calculation time when free boundaries with dynamic conditions have to be taken into account. 
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Chapter 1. Motivation, objectives and outline of the present study 

Since the problem addressed in this thesis involves free boundaries with special stress conditions these 
are relevant drawbacks that have to be fully assessed and, if possible, solved adequately. 

The calculation time of FDM, see appendix A, is large when the governing equations have the 
complexity that is common in dynamic interface simulations. Another disadvantage is that if the 
boundaries are curved the formulation of FDM is more difficult. A solution is interpolation, but 
this makes the problem more complex especially when complicated boundary conditions have to be 
imposed. Also local grid refining near the boundaries is hard to apply, which makes FDM less flexible 
than other methods as FEM. A transformation from the physical space to a computational space could 
in principle solve problems with curved boundaries, but this too is complex in many applications. In 
addition, artificial oscillations may occur if due to the boundary condition the solution near the 
boundary fluctuates strongly. These features of FDM are discussed in more detail in appendix A. 

The application of BEM, see appendix A, has been merely successful for solving linear homogeneous 
differential equations and gets complicated for other equations, e.g. the full Navier-Stokes equations. 
Extra source terms must then be taken into account that render the numerical treatment with BEM 
complex. Some features of BEM are discussed in appendix A. 

In FEM a solution is constructed by minimisation (e.g. Ritz-method) or by weighted residuals 
(e.g. Galerkin method). ·In the former method a matrix is generated that in general is dense. Its 
condition number is bad and, when many elementary functions are used, rounding-off errors may be 
hard to control. The Galerkin method is more general in use and more direct. A disadvantage of 
both methods is that numerical problems occur in the velocity-pressure formulation for the pressure 
p since the continuity equation does not contain the pressure. This makes the handling of problems 
with stress conditions at an interface involving the pressure cumbersome. Several ways are nowadays 
known to address this coupling problem. Advantages and drawbacks of these tools are described in 
appendix A. 

The fourth method, the collocation method (CM), is a special form of FEM with the weight 
function chosen as the Dirac Delta-function centred at the collocation points: 

with: 

and 

</>;=6(x-x;) i=l, .. ,N 

6(x) = lim 
Ll.-o 

0 

1 
6 

0 

A 
x<;_2 

A 6 
<x< 2 

6 
x> 2 

1 A{x- x;) dx = 1 

In the present study this method is applied as further discussed in section 1.4. 

(1.1) 

{1.2) 

(1.3) 

In combination with FEM or CM spectral methods can be used. Spectral methods in an orthogonal 
system encompass a linear transformation between the (exact) solution and a sequence of expansion 
coefficients. This is usually called the finite transform between the physical space and a transformed 
space. An example is the approximation of periodic functions by a Fourier-series. Functions can be 
described both through their values in physical space and through their coefficients in transformed 
space. Spectral methods are based on weighted residual techniques, see appendix A. Exponential 
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• the possibility to determine derivatives of the solution analytically. 

For the computation of the nonlinear terms the fast Fourier technique cannot be used. An adapted 
Singular-Value-Decomposition (SVD) method is applied which weights the contour-integrated Navier­
Stokes equations and the tangential stress condition and achieves spectral accuracy. The precise 
location of the collocation points is not crucial since in the SVD method much more computational 
points are used than necessary. Since the tangential stress condition is driving the flow it is central in 
and even guide the solution procedure. 

The coupling of the velocity field and the interface motion, as prescribed by the kinematic bound­
ary condition, is achieved in a direct manner utilizing a series of orthogonal functions for both the 
velocity field and the position of the interfacial contour combined with an Adams-Bashford integration 
technique. Since the solution of the velocity field. and the interface position are based on truncated 
expansions the accuracy of the solution is directly controlled. An explicit time integration is used, so 
that the solution at the next time level is obtained directly without iteration. 

Without loss of generality, a single velocity expansion is used for the entire computational domain, 
i.e. only one "finite" element is exploited. In this way, coupling-problems at element boundaries are 
avoided and the main emphasis is on satisfying the boundary conditions at the dynamic free interface. 
If more complex geometries are examined, more elements can in principle be used with the elements 
not in close proximity to the interface described by e.g. FEM type methods. All additional elements 
are then stationary while the interface is moving. The method presented in this thesis could be used 
for the elements near the interface for accurately and conveniently imposing the interfacial stresses. 

Since no iteration is used, and since the driving forces are transparently accounted for via the 
contour integrals and the tangential stress condition, the present method is believed to facilitate the 
understanding of the effects of the Marangoni force on the flow. 

1.5 Outline of the new experiments 

The main reason for performing new experiments is to accurately measure the temperature gradient 
along the interface while simultaneously visualizing the Marangoni flow. In the literature, several ex­
periments on Maran:ftjmi convection are reported. Destillocapillary convection has been investigated 
often, [11][12][13][14][ U16J, but these experiments lack information on the driving surface tension gra­
dient at the interface since the concentration gradient along an interface is difficult to measure. In 
the case of thermocapillary convection some attempts were made to measure the established temper­
ature gradient. However, the temperature gradient was mostly not really quantified [27)[28] or was 
measured at a solid-liquid interface and not at the free liquid-gas interface. Some investigators used 
thermocouples to measure the temperature gradient along the gas-liquid interface [2][7J. However, the 
thermocouples disturb the interface and results are not reliable. In the experimental approach utilized 
in this thesis the temperature gradient along the gas-liquid interface is measured accurately using a 
non-intrusive thermovision system. This system detects the infrared light emitted from positions at 
the interface as a measure for the local temperature. The interface is not disturbed. The dependence 
of the surface tension a on the temperature T is derived prior to the experiment. For the liquids used 
in this thesis the gradient da/dT is negative, which means that the driving force generates motion 
from warm to cold areas along the interface, see [291. Flows are visualized and measured from aside 
by a video-recording system. 

The temperature at various positions of the interface and velocity field in the liquid are measured 
simultaneously to ensure that the driving condition is known and that the corresponding flow pattern 
is observed. 
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1.6. Contents of the thesis 

The experiments are performed for two configurations: 

• A thin layer heated from above using a straight radiating canthal wire 

• A hemispherical droplet cooled from below by means of a Peltier-element. 

Many experiments described in the literature have been performed under microgravity conditions, 
this to avoid the influence of gravity [2H4H5H7Jil0)[11)[28]. Flexibility in performing experiments in 
microgravity is not high due to lack of space and time. For space-lab missions voluminous equipment 
cannot be used, since often experiments are piggy-back experiments. Furthermore, in drop towers 
[4][28] the observation time at microgravity conditions is limited, apart from the difficulty to build up 
a suitable set-up. Experiments on earth do not have these drawbacks. The equipment used for the 
experiments described in this thesis are easily adapted and directly controllable. Also conditions of 
the air (e.g. temperature and humidity) or main process and equipment parameters (e.g. temperature 
of the liquid and the thickness of the liquid layer) are readily varied. By cooling from outside the 
surface tension gradient in the vessel is regulated and a nearly stationary situation is feasible. 

In the experiments at 1-g conditions described in this thesis buoyancy effects are minimal since the 
hotter liquid lies on top. The liquid composition is varied to investigate the effect of different liquid 
properties on the thickness of the layer where, near the interface, Marangoni convection is observed. 

1.6 Contents of the thesis 

In this thesis a model is presented based on a new method to describe thermocapillary convection for 
free gas-liquid interfaces with interfacial stress conditions. The method is introduced, and first applied 
to a thin liquid layer in a rectangular cavity in chapter 2. It is applied to a small droplet on a flat 
plate in chapter 5. Alternative expansions for the velocity field in and the interface of the thin liquid 
layer are discussed in chapter 3. The measurements performed to produce data for the validation of 
the numerical simulation of the flow in a liquid layer are described in chapter 4, and those for the 
droplet in chapter 6. Numerical simulation of these two cases is presented in chapter 7. Concluding 
remarks and suggestions for future research are given in chapter 8. 
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Chapter 2 

A spectral collocation method for a 
dynamically changing interface and 
Marangoni convection in a liquid layer 

2.1 Introduction 

The algorithm described in this chapter is based on a method in which the pressure is eliminated by 
using contour integrals of the momentum equations. In this chapter this new numerical method will 
be applied to a thin liquid layer in a cavity with a free interface, see also [30]. 

This geometry is chosen to enable the prediction of flows for several applications. For example, for 
the drying of silicon wafers, see section 1.2, a thin layer of water is contracted through a Marangoni 
flow. Furthermore, this geometry can be used for studying the spreading effect of surfactants on a thin 
liquid film as occurs in the pulmonary airways and alveoli. Here surfactants are of great importance in 
the functioning of the lung system [l3][16][14J. The liquid :film serves as a barrier between the air and 
the wall of the airways and as protection against airborne particles or aerosols. Diseases like asthma, 
pulmonary infections and hyaline membrane disease occurring in premature neonates can be treated 
by inhaling an aerosol spray which thins the layer by local reduction of the surface tension. 

In section 2.2 the cavity problem is introduced. First the problem statement is described in 
section 2.2.1, then the physical model is introduced in section 2.2.2 and this section ends with the 
governing equations in section 2.2.3. The numerical method is described in section 2.3. The expan­
sions of the velocity and the interface height are presented in section 2.3.1, the contour integrals in 
section 2.3.2, the tangential stress condition in section 2.3.3, the adapted SVD method used to satisfy 
the equations resulting from the contour integrals and the tangential stress condition in section 2.3.4 
and the computation of the interface deformation in section 2.3.5. Section 2.4 discusses the results of a 
number of applications. A constructed test case with analytical solution is considered in section 2.4.1. 
Flows due to prescribed surface tension histories are described in section 2.4.2. 

2.2 The cavity problem 

2.2.1 Problem statement 

The geometry considered is a cross-section of a rectangular cavity with a liquid layer at the bottom. A 
surface tension gradient at the interface can be established, for example, by a wire radiating heat from 
above on the layer, see chapter 4. Applications of this geometry are given in chapter 1 and section 2.1. 
The half length of the cavity, L, is typically 40 mm, whereas the initially constant thickness of the 
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Figure 2.4: Singular values of the matrix equation resulting from the contour integrals. Values used 
are nk = n; = 15, nkc = 6, n;c = 3 and nb := 6. 

Eq. (2.38) has an exact solution d which is the solution of the normal equation: 

(C*fC*d+(B*fB*d = (C*fq*+(B*)Tp* (2.39) 

Eq. (2.39) can be solved using the LU-decomposition. The advantage of this approach with known full 
rank matrices is that the d;,k-values computed in this way meet almost exactly the tangential stress 
condition at the cost of a minimum of accuracy in the equations resulting from the contour integrals. 
Furthermore, the dimensions of the matrices ( C*)T C* and ( B* f B* are small in comparison with the 
dimensions of the matrix !1: and the calculation time is relatively short. 

The solution vector contains the calculated d;,k-coefficients. Then the velocity is known everywhere 
in the liquid layer at time t. The time-evolution of the velocity field is described by solving the 
governing equations as described above with the adapted SVD method for each time t. From the 
d;,k-coefficient the bm-coefficients are calculated, using Eq. (2.40), so the dynamic deformation of the 
interface is then also known. 

2.3.5 Computation of interface deformation 

Making use of the kinematic boundary condition, Eq. (2.15), either one of two methods for the 
description of the interface can be selected: 

1. An analytical relation is found between the time derivative of the bm-coefficients, dbmfdt, and the 
d;,k-coefficients of the velocity expansion. This analytical relation gives dbmfdt-values dependent 
of an infinite orthogonal series of bm-coefficients and a finite orthogonal series of d;,k-coefficients: 

db m 
dt 

nkc nkc-1 nic-1 nkc-l d 
"" "" b "" "" i,nkc+i L...J L...J k+l + 1 L...J L...J --:--+ 2 
1=1 k=O i=O j=O z 
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2.4. Results 

Note that this velocity field is in the form of the expansion used in the numerical method, Eq. (2.16). 
For each value of nkc a representation of the exact solution is therefore feasible. The analytical solution 
for the d;,,.-coefficients is easily found by equating Eq. (2.16) to Eq. {2.46). This yields for n;0 = 3: 

-2b2 . ·.·) 6bz ... 
-4b2 ... 

(2.47) 

The number of rows is n;c artd the number of columns is nb = nkc, with nb an arbitrary integer. 
The b;-coefficients are the interface coefficients of Eq. (2.20) and are analytically calculated from the 
d;,,-coefficient using Eq. (2.40). 

Numerical values of d;,k have been obtained for nk n; = 100, nkc = nb = 5, and n;0 = 3. The 
computed values of the ratios d;,nkc+k/di+t,nkc+k are exactly the values predicted by Eq. (2.47). The 
computed flow field is steady, as it should. 

In Fig. 2.5 three plots are given of the computed velocity field for nb = 5. Plot 1 gives the 
dimensionless and plot 2 the dimensional velocities in the scaled geometry. Plot 3 gives the dimensional 
velocities in a non-scaled geometry. A strong roll-cell is established in the dimensionless plot which 
suggests a large vertical velocity component. In the dimensional plot it is shown that there is only a 
small vertical velocity component. This is in agreement with the assumption that the vertical velocity 
component is relatively small compared to the horizontal velocity component. The interface is hardly 
deformed, as is assumed in the analytical solution. 

The calculations are always performed in dimensionless coordinates (see plot 1) to maintain the 
accuracy. 

2.4.2 Flow caused by prescribed surface tension histories 

A geometry as described in section 2.2 is considered with initially the interface and liquid at rest. 
The following velocity expansion is selected: 

(2.48) 

with>.; given positive constants. The exponential terms are introduced in order to satisfy the tangential 
stress condition in early stages when the flow is limited to a small region in the vicinity of the interface. 
Usually n1 = 1 or 2 suffices to describe this flow feature. Note that u( x, 0, t) = 0 for all values of n1, 
nkc and nic· The interface is described with Eq. (2.20). Two surface tension distribution histories are 
prescribed: 

1. The distribution shown in Fig. 2.6. This case represents the case that ethanol is absorbed in the 
water near x = 0 for some finite time. 

2. This test case is a sudden increase of the surface tension gradient at a number of places along 
the interface. 

The details are given in appendix C. 
Table 2.1 lists the basic parameters used for the calculations. In all other tests to be described 

these parameters are the same unless noted otherwise. The first test case to be considered has been 
performed with the parameters of table 2.1 in a shallow cavity with h0 = 0.5 mm. The surface tension 
gradient of profile 1 is prescribed with Sx constant from t = 0.35 on, when the maximum of Sx is 
reached. In Fig. 2.7 plots are shown of the solutions at times t = 0.05,0.10,0.20, and 0.30. When 
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time 

Figure 2.11: The interfacial height computed for test case 1 (see table 2.1) at t = 0, 0.10, 0.20, 0.30, 
0.40, 0.50 and 0.60. 
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L 

Figure 2.22: Time evolution of liquid motion due to viscous damping, with h is kept 1.0 and g = 0 
(test case 12 of table 2.6). The reference arrow of the velocity component in x-direction has value 
1.9 X 10-2 mfs, the reference arrow of the velocity component in y-direction has value 1.4 X 10-3 m/s. 

2.5 Conclusions 

In this chapter a computational method for two-dimensional flow is described which predicts the time 
evolution of the velocity field and the interfacial motion in a thin liquid layer. The method is based 
on the spectral collocation technique with a grid adapting to the moving free interface. Explicit time 
integration is used and iterations are not employed. The algorithm takes special care of the interface 
tangential stress condition, which is solved simultaneously with the contour-integrated Navier-Stokes 
equations. An adapted SVD-treatment is employed in the approach which balances the weight of the 
contour integrals and the tangential stress condition. One "spectral element" is used with a single 
velocity expansion so that coupling problems at element boundaries are avoided and the main emphasis 
is on satisfying the bound.ary conditions at the interface. In future the method can be extended with 
a segmentation of the physical domain with for each sub-segment a suitable expansion (26J. The 
kinematic boundary condition couples the evolution of the velocity field to the interface behaviour 
using series of orthogonal functions and an Adams-Bashford integration technique. Since the solution 
is based on truncated expansions, the accuracy of the solution is directly controlled. 

The method is applied on two test cases: an analytical test case and a constructed one. The 
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2.5. Conclusions 

case nk n; nb nkc nic ho A >. Jl # 
2 50 50 
3 12 10 10 
4 12 10 15 
5 12 12 30 
6 15 10 30 
7 1.5 3/80 
8 3.0 3/40 
9 12 10 4 3.0 3/40 100 0.1002 
10 12 10 4 3.0 3/40 - 0.1002 2 
11 12 10 4 3.0 3/40 100 with damping 
12 50 50 20 6 3 3.0 3/40 - with damping 

Table 2.6: Parameter changes of test cases 2 through 12. See table 2.1 for the other parameters. Only 
variations with respect to table 2.1 are indicated. # meaus gradient profile history. 

analytical one is a stationary, heated thin layer in steady motion, for which analytical solutions are 
availa,ble. The computational method eau generate these solutions aud is found to precisely predict 
the expansion coefficients. The other test case consists of prescribed surface tension histories which 
are analytically derived. 

From these test cases it is concluded that the velocity expansion converges quite rapidly aud that 
the tangential stress condition at the interface is well satisfied. In the physical domain, large velocities 
in horizontal direction are established and the vertical velocity component seems to be negligible. 

Several tests are performed. 

• Variation of the discretization parameters has been investigated. In general an equidistant 
100 x 100 collocation point distribution, with 10 coefficients in x-direction, 30 coefficients in y­
direction for the velocity expansion aud 12 coefficients for the interface expansion are adequate 
to obtain reliable results. For some specific test cases other values eau be used. 

• Variation of the viscosity shows that liquids with higher viscosity are more difficult to set into 
motion that those with lower viscosity. 

• Viscous damping test cases show that, when the driving force decreases or is absent, the velocity 
in the liquid subdues quickly. 

• The aspect ratio has been varied in order to investigate the propagation of momentum into the 
bulk of the liquid and to obtain results for layers of practical interest. 

The results of various test cases showed that the present computational method produces results 
comparable to results from similar investigations in the literature, both numerically aud experimen­
tally. 

It is concluded that the new method accurately predicts thermocapillary two-dimensional Maran­
goni convection in cavities. 
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Chapter 3. Alternative expansions 

A suitable expansion for the position of the interface which satisfies symmetry at x = 0 and matches 
the right-hand side and left-hand side of the kinematic boundary condition Eq. ( 2.15 ), see appendix D, 
is: 

with 

00 00 

h(x, t) = L L Tl,mx
1sn(l, m) 

1=1 m=O 

sn(l, m)= cos (1rmx) if l is even 

sn(l, m)= sin ( 1rmx) if I is odd 

3.2.2 Chebyshev polynomials 

Consider the following set of boundary conditions: 

(3.3) 

(3.4) 

1. The fl.ow is symmetrical about x = 0, i.e. the x-component of the velocity is anti-symmetrical 
so that u( -x, y, t) = -u( x, y, t) 

2. No-slip at the bottom, i.e. u(x,y,t) 0, v(x,y,t) = 0 at y = 0 

Odd Chebyshev polynomials: 

T2k+t(x) (kEN) (3.5) 

satisfy these conditions so they could be used instead of fk( x) in Eq. (3,1). In Fig. 3.1 the first 
6 Chebyshev polynomials are shown. They are defined by Tk(x) = cos(k arccosx) in the domain 

Figure 3.1: Chebyshev polynomials Tk( x) cos( k arccos x) on the domain -1 :$ x :$ 1. 

-1 :$ x :$ 1. T0(x) = 1, T1(x) x and T2(x) = 2x2 1. The recursion relation used to calculate 
Tk(x) fork;?: 2, is: Tn+t(x) = 2xTn(x)- Tn-l(x). 

42 



3.2. Alternative expansions 

All zeros of a Chebyshev polynomial and all its extremes are in the interval of interest, -1 :::; x :::; 1, 
and all extremes are equal to 1 or -1. This oscillation between extreme values of equal magnitude is 
known as the equal-ripple property which ensures that the interpolation error is evenly spread over 
the entire intervaL 

For the interface description only symmetry at x == 0 has to be satisfied. To match the right-hand 
side and left-hand side of the kinematic boundary condition, Eq. (2.15), the appropriate choice in 
terms of Chebyshev polynomials, Tm(x), is: 

nb 

h(x, t):::: L bmT2m(x) 
m=O 

3.2.3 "Chaudrasekhar" polynomials 

Consider the following boundary conditions: 

1. Symmetry around x = 0, i.e. u( -x,y,t) -u(x,y,t) 

2. No-slip at the bottom, i.e. u( x, 0, t) = 0, ·v(x, 0, t) = 0 at y = 0 

3. No-slip at x 1, i.e. u(Ly,t) = 0, v(1,y,t) 0 at x = 1 

For the function j,,( x) this yields: 

(3.6) 

for x E [0, 1] 

1. fk( -x) = - fk( x ), derived from anti-symmetry of the x-component of the velocity at x = 0 

2. fk(l) = 0, derived from u(1, y, t) = 0 at x = 1 

3. 8fk/8x(1) = 0, derived from v(1,y,t) = 0 at x = 1 

To obtain symmetry at x = 0 for the interface h, so h(-x) = h(x), the d;,k·coeffi.cients of Eq. (3.2) can 
be chosen do.k 1 and d;,k = 0 for i ::f 0 or k ::f l. This gives a basic function set for l $ 0 and for 
i:::; 0. 

The reverse is also true: if a function /k( x) satisfies the above mentioned three conditions, then 
u is odd in x and u satisfies the no-slip condition at x = 1. For· the construction of such a function 
fk( x) the solution of the following characteristic value problem is used: 

d4y- 4 
dx4- ay (3.7) 

Here a4 is used rather than a which will be shown to be more suitable for the present purpose. The 
boundary conditions are: 

y(-1) = 0; y(1) 0 ; ddy ( -1) = 0 ; ddy ( 1) = 0 
X X 

(3.8) 

and y is an odd function of x. Let ak denote a characteristic value and let Yk ( = /k( x)) be the proper 
solution belonging to it. Then, multiplying Eq. (3.7) for 1/k by Yn (belonging to an) and integrating 
over the range of x, one obtains: 

4 !1 !I d4yk 
ak YkYndx = Yn-d 4 dx 

-1 -1 X 

Integrating twice by parts, turns the right-hand side of Eq. (3.9) into: 

Jl d2 yn d2 yk 
----dx 

-1 dx2 dx 2 
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Chapter 3. Alternative expansions 

3.4 Conclusions 

The method gives similar results for the velocity field and interfacial height for versions of the method 
with different expansion functions. Each version accommodates a specific set of boundary conditions 
best. More accurate numerical predictions can therefore be done by selecting the appropriate set of 
basic expansion functions. Some specific tests have been performed to highlight the differences of the 
different expansion functions. The solution algorithm is found to be robust with respect to the choice 
of the expansion functions, i.e. it functions well for various expansions. 
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4.1. Introduction 

reduced and at 1-g conditions respectively, so Vmax on earth is smaller than Vmax under microgravity 
conditions. Buoyancy convection in a direction opposite to that of Marangoni induced flows could be 
realized in this experiment. 

Petri et al. [4] investigated steady and unsteady flow behaviour of thermally induced flow in a 
liquid sphere during experiments in a drop tower. 

Hoefsloot [11] performed Marangoni flow experiments during rocket flights and parabolic flights. In 
the first, the mass transfer induced destillocapillary convection around an air bubble was investigated 
in containers of a cylindrical shape, filled with a 3% acetone in water solution, see Fig. 4.2. The 

container 

Figure 4.2: Destillocapillary convection around an air bubble. 

acetone transitions from the liquid to the gas phase. To prevent the bubble from becoming saturated 
the bubble was ventilated. The experiments prove that Marangoni convection can be divided into two 
classes: 

• geometrically induced convection ( macroscale convection) if the mass transfer across the interface 
varies gradually 

• convection caused by local hydrodynamic instabilities (microscale convection), e.g. in a liquid 
with initially a uniform solvent concentration surrounding a spherical gas bubble. 

This difference is related to the onset of the convection and not to the final state. It turned out that 
the flow pattern in the liquid depends on the flow rate of the air through the bubble and the size of 
the bubble. 

In parabolic flights, experiments were carried out in several V-shaped containers to investigate the 
influence of the shape of the gas/liquid interface on the onset of Marangoni convection. It was found 
that the shape of the interface governs the type of convection. If due to the shape a concentration 
gradient is not established along the interface, small roll cells will develop, i.e. micro-convection will 
occur. If a macroscopic gradient along the interface is caused, macro-convection is established. The 
micro-convection cells did not grow whereas the macroscopic cells did. 

From this short review it can he concluded that Marangoni convection can be investigated at 1-g as 
well as at microgravity conditions, although on earth buoyancy forces can also play a role. Therefore 
an estimation of the latter in 1-g experiments must be made to show the significance of the Marangoni 
effect. 

In the present experiment the inhomogeneous irradiation establishes a temperature gradient at 
the liquid interface. This temperature gradient causes a surface tension gradient which gives rise to 
thermocapillary driven convection. The Marangoni number, as defined before, characterizes this type 
of flow. A typical value of M a in the experiment is 1.6x 105 • Here O<J f&T == 0.1 x 10-3 N /(mK), b.T = 
5 K, L = 38 X 10-3 m, p;::::: 752 kgjm3, v 1.9 X 10-6 m2 js, >. = 0.14 W /(mK), c == 2.22 X 103J /(kgK) 
and /'1, = 8 x 10-8 m2js. A density gradient, approximately perpendicular to the interface, may cause 
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Chapter 4. Experiments with a liquid layer heated from above 

detectors. A drawback is their comparatively slow response to radiation variations, due to the thermal 
processes involved. Photon detectors are more sensitive and have a much shorter response time than 
thermal detectors (shorter than a microsecond). All photon detectors are composed of semiconductor 
material, in which the release or transfer of charge carriers (e.g. electrons) is directly associated with 
photon absorption. Drawbacks are that they also have a limited spectral response and that they re­
quire cooling for optimum sensitivity. The energy of the photon E in Joules is inversely proportional 
to the wavelength .\ associated with it, i.e.: 

E 
he 
.\ 

(4.1) 

with c the light velocity, 3.0 x 108 m/sand h Planck's constant, 6.6 x 10-34 J/s. The disappearance 
of photoelectric activity of wavelength longer than the "cut-off" wavelength indicates the energy of 
the photons to be insufficient to set electrons free. That is, the photons must exceed the so-called 
"forbidden energy gap" in the semiconductor material. In general, the width of the forbidden energy 
gap decreases by cooling, so that the cut-off wavelength is decreased when the detector is cooled. 
Two types of photon detectors are of interest: photoconductive and photovoltaic detectors. In both 
detectors the gap is determined by the nature of the material itself. The effect of photon absorption 
is to increase the detector's conductivity. In photovoltaic detectors the charge carriers are swept away 
by the electric field in a p-n junction, thereby directly producing a voltage instead of a change in 
conductivity. In appendix E the infrared-camera is described in more detail since it is used in the 
experiments described in this thesis. 

Accuracy 

Prior to the experiment, the camera is focussed on the interface and distances are calibrated on 
the images. This is done using a thin metal wire in a liquid nitrogen bath. This cold wire produces 
a very sharp thermal image. The image coordinates of the edges of the cavity are then determined 
by pointing out the boundaries of the cavity with the cold wire. Once the camera has been set up 
correctly, it was not repositioned or refocused. 

The sensitivity of the camera corresponds to the full measuring interval (bandwidth). The sen­
sitivity interval is divided in 256 steps, so-called intensity-values, numbered from 0 to 255. These 
values are registered by a computer. It is obvious that measuring a small interval results in a high 
resolution since each of the 256 steps covers a larger temperature range if a larger measuring interval 
is used. The absolute position of this interval can be altered using the "Picture-Black-Level" -setting 
on the camera. This level must be exactly in the right position otherwise the measurements can only 
use a part of the total range of the intensity values from 0 or 255. Once the calibrations are made 
the PBL-setting may not be altered for the actual experiments. Each image contains 120 pixels in 
x-direction and 128 pixels in z-direction 

Calibration 

Calibration is necessary to be able to link the intensity-values to the absolute temperature. For this 
a calibrated Pt-100 temperature gauge has been placed in the liquid close to the interface. The Pt-100 
element is calibrated against a calibrated thermometer with an accuracy of 0.1 °C. The water basin 
is heated up slowly by stirring the mixer, which in turn heats up the liquid in the cavity gradually. At 
different well-established temperatures, data from both the infrared camera and the Pt-100 element 
are collected. The Pt-100 element measures locally. To increase the accuracy the infrared camera 
averages the intensity-values over a square of 8 x 8 points positioned over the part of the interface 
where the Pt-100 element where is measures the temperature. The intensity-values from the infrared 
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4.2. Test rig 

camera are in this way related to the actual temperature as recorded by the temperature gauge. A 
third-order polynomial is used to describe the relation between the intensity-values of the camera and 
temperature. This polynomial is used in the software to analyze the data. 

Measuring procedure 

For each experiment, the basin is filled with water. N-paraffin C10 - C13 is put in the cavity and 
the tracers are added. The infrared camera is focussed at the interface. The video camera is focused 
at a cross-section perpendicular to the z-axis in the centre of the cavity, see Fig. 4.3. The water in 
the basin is stirred by means of a mixer. An experiment is started by turning up the voltage over the 
canthal wire to the required level. At the same time the computer program is started and thermal 
images are recorded and the video camera is started. The video images contain the time during re­
cording. Since the time between two successive images of the infrared camera is known, results from 
the computer and the video are easily matched. Each measurement lasts at least three minutes. 

4.2.3 Velocity measurements 

The velocity pattern in the liquid is visualized from aside using the suspended silvercoated microbal­
loons with matched density and the video-camera, see section 4.2.1. The camera is adjusted on manual 
with shutter time 2 ms and is manually focussed on the middle section of the cavity. The velocity of 
the particles is determined from video images on a television screen and is because of the smallness 
of the tracers a direct measure of the velocity of the liquid. Only velocities near the interface are 
measured since the driving force is most active there. Velocities are determined along two x-paths 
not too close to the wire at times when at z = 60 (in midplane of cavity where the light sheet is 
present) nearly constant velocities are established, so-u = l:lx / !::.t. The time interval is determined 
with a stopwatch. This procedure is preferred above counting images to estimate the time, since the 
accuracy is similar (it is hard to detect the exact image at which particles pass a line) and it is less 
time consuming. 

4.2.4 Surface tension measurements 

Several methods are available for measuring the surface tension as a function of the temperature. In 
general they can be divided in two groups: 

• methods using the interface 

• methods using the bulk of the fluid 

Examples of the first are the Wilhelmy plate and the du Noiiy ring. These techniques are sensitive to 
contamination of the interface and adjustment at different temperatures is difficult. The maximum­
bubble-pressure method belongs to the second group. Contamination has little effect since the bulk 
is less affected by contamination and since the interface of the bubble is renewed every few seconds. 
Furthermore, the temperature of the bulk fluid is easier to control than that of the interface, so it 
is better suited for our purposes. In appendix F the Sensadyne 6000 surface tension meter which is 
based on this method and used in our experiments is described . 

The surface tension must be determined at a number of temperatures. Therefore the temperature 
of the liquid is controlled by a water bath and measured with a temperature probe with accuracy of 
0.1 °C. The apparatus is calibrated by using two standard liquids for which at a set of temperatures 
the exact values of the surface tension of the liquid/air interface are known from literature: ethanol 
and water. At this same set of temperatures the surface tension of n-paraffin C10 C1s/air is mea­
sured. The surface tension of n-paraffin C10 C13/air at an arbitrary temperature is determined 
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Chapter 4. Experiments with a liquid layer heated from above 

by linear inter/extrapolation of the measured values. The relation between the surface tension and 
the temperature for n-paraffin clO c13 measured at 7 different temperatures is given with a 95% 
accuracy interval by: u (27.1 ± 0.2)- (0.098 ± 0.005) T, with a in mN/m and Tin °C. lJuj{)T is 
negative which means that the surface driving forces generate motion from the hot to cold positions. 

4.3 Results 

The test rig described in section 4.2 is used for the experiments. For different experiments the results 
are analyzed. Specifications of each experiment are given in table 4.1. 

i exp. nr. code voltage [V] bandwidth [0 C] • initial temp [0 C] I 
I 1 0707951 40 13.2 30 

I 2 1007951 30 16.2 30 I 
! 3 1407955 40 10.4 30± 1 I 
I 4 1407956 40 10.4 30± 1 

Table 4.1: Specifications of analyzed experiments. Bandwidth is the measuring interval which can be 
detected by the camera. 

In section 4.3.1 the temperature gradient is described and in section 4.3.2 the corresponding velocity 
field is presented. These results will be analyzed in section 4.3.3 

4.3.1 Temperature gradient 

At t = 0 the fluid has a uniform temperature and the heating starts. The position of the screen is at 
x = 0, the position of the wire is at x = -8 mm and the centre of the cavity in z-direction corresponds 
with z 0. The influence of the heating wire spreads over the entire cavity as time progresses. A 
typical interface temperature profile at various z-locations of measurement 3 at t = 65 s, is shown in 
Fig. 4.4. The cavity is visible as a rectangle in the middle of Fig.4.4. The lighter the grade of grey, 
the higher the temperature. The large dark area around the cavity is the relatively cool basin with 
its surface unheated by the canthal wire. The lighter shades of grey near the bottom of the picture 
represent the screen. The canthal wire is located in the area covered by the screen. 

Fig. 4.5 shows typical temperature gradient histories at z = 0 for 0 < x < 38 mm. It has been found 
that during the first 90 s the temperature gradient is almost constant, implying a nearly stationary 
profile. This holds for all cross-sections perpendicular to the heating wire not in close proximity to the 
walls of the cavity, as shown clearly in Fig. 4.4. Close to the wire, a gradient is difficult to measure since 
the screen is positioned there. The wire radiates symmetrically which implies that just below the wire 
the gradient llujllx must be zero. Since Marangoni convection is dominant during the first period of 
time attention is paid to the first 90 s of the experiments. Fig. 4.6 shows temperatures profiles along 
the x-coordinate for several values of z at t = 65 s for this experiment. Fig. 4.6 gives intensity-values 
and the corresponding temperature in °C along the vertical axis. It shows that the temperature over 
the length of the cavity between x = 2 and x = 28 mm varies almost linearly. Moreover, both Figs. 4.4 
and 4.6 show that temperature profiles are the same at different z-values. Between x = 28 and x 38 
mm, the liquid is still at the initial temperature at t = 65 s, although in due time the temperat"Q.re 
will increase also there. The temperature gradient in x-direction is determined in the plane z = 0 and 
parallel to the x-coordinate, since this is the plane in which the flow pattern is visualized. 
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