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1
INTRODUCTION

In recent years awareness of the impact of human activity on the environment has risen
and will become more important in the future as natural resources are becoming more
scarce. In production processes input materials are converted into final products that are
sold to customers. Besides raw materials and components, labor, knowledge and capital,
natural resources, such as clean air and water are required. The costs of these resources
are usually not considered, i.e. the societal cost is external to the company. Concerns
related to the impact of greenhouse gas concentrations in the atmosphere resulting in
global warming have been growing. It is therefore important that the (societal) cost of
emissions is internalized in companies’ decision making to reduce global emissions. In
this dissertation, we reexamine several decisions in the field of operations management,
related to transportation and production, in the light of carbon emission concerns.

Over the last few decades global warming has received increasing attention. In 1995
the Intergovernmental Panel on Climate Change (IPCC) published an assessment that
the increase in greenhouse gas concentrations tends to warm the surface of the earth
and leads to other climate changes (IPCC, 1995). Due to human activity, causing the
so-called anthropogenic emissions, concentrations of greenhouse gases in the atmosphere
have been increasing steadily and as a result caused global warming. The term “Green-
house gases” refers to a collection of gases among which are carbon dioxide (or carbon)
(CO2), and methane. A greenhouse gas absorbs and emits radiation from the earth’s
surface, the atmosphere, and clouds (IPCC, 2007). In Figure 1.1 an assessment of global
emissions by the IPCC in 2004 is presented. The term CO2-eq. refers to carbon diox-
ide equivalent units, a measure that allows for aggregating all greenhouse gas emissions
into one measure. Observe that emissions had increased by 24% in 2004 compared to
1990 levels and had almost doubled compared to 1970 levels, the majority of which is
attributable to carbon dioxide. In this dissertation the focus is solely on carbon diox-
ide because it is an important greenhouse gas and carbon emission regulations impact a
wider array of companies than energy companies, as is explained in Section 1.1.

Companies generate carbon emissions as a by-product of several activities, including
production processes and indirectly from transportation of goods and from energy gen-
eration. In the Greenhouse Gas Protocol (GHG Protocol) three scopes of emissions of a
company are distinguished: Scope 1 emissions are direct emissions caused by company-
owned assets, Scope 2 emissions are indirect and due to electricity generation, and
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FIGURE 1.1: Global GHG emissions figures for the year 2004 (IPCC, 2007)

Scope 3 encompasses all other sources of emissions (Greenhouse Gas Protocol, 2011).
The scopes are ordered in decreasing amount of control of the company. Figure 1.2 is
a graphical representation of the three scopes of company emissions. Scope 1 emissions
are generated on site during production and by vehicles that are owned by the company.
Scope 2 emissions are generated while generating electricity. Using the electricity gen-
erally does not result in carbon emissions at the company and are referred to as indirect
emissions. A company has only no or limited control over the technology used to gen-
erate electricity. All emissions not falling under Scope 1 or 2 fall under Scope 3, which
includes emissions from transport if it is executed by a third party and also employee
travel.

Figure 1.1 shows that the energy sector is by far the largest contributor of carbon
emissions, however transport also accounts for a significant part of emissions, around
13%. In Figure 1.3 an overview of the EU emissions by sector for 2007 is given. Again,
the energy sector is the main contributor to carbon emissions, however the share of the
transport sector is also considerable, around 25%. In this dissertation the focus is on
emissions from logistics operations, transportation, and in Chapter 5 also production,
energy producers are therefore outside the scope of this dissertation.

Even though production companies cannot fully influence transport emissions if trans-
port is outsourced, given the scale of emissions, the transport sector cannot be ignored
when reducing emissions. It is important to reduce the emissions of the transport sector
for two reasons. First, it is one of the largest contributors to carbon emissions. In Europe,
in 2006, around 23% of all carbon dioxide emissions were due to the transport sector,
and between 30 and 40% of these emissions are due to freight transport (European Com-
mision, 2007). Within the transport sector, road transport is responsible for the largest
share, around two thirds. Second, it is expected that emissions from transport continue
to increase in the future. Figure 1.4 presents the findings of a study of the European
Commission concerning trends in carbon dioxide emissions in the EU for 2030 compared
to 1990 levels. It is estimated that the energy demand for freight transport in 2030 will
be 60% higher than its 1990 level (currently it is 36% higher), despite the increasing
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FIGURE 1.2: Graphical representation of the three company emission scopes (World Re-
sources Institute, 2011)

fuel efficiency of vehicles. In a study commissioned by the European Commission (EU
Transport GHG, 2011) it is estimated that innovation in vehicles and alternative fuels are
not sufficient to meet the emission target levels for 2050 and additional economic and
policy instruments are required. It is therefore important to investigate opportunities
that reduce demand for high-energy transport modes.

In transportation, a faster transport mode is generally more expensive to use and
results in more emissions but requires less inventory and vice versa for a slower mode.
When deciding the production location the trade-off to consider is that when production
is shifted to another region of the world production costs are lower but transport costs
are higher.

The focus of the research presented in this dissertation is on a production company
that is reconsidering decisions related to inventory, transportation, and production in
the presence of emission considerations, either regulations or self-imposed targets. We
assume that transportation is executed by third party logistics service providers, which
is a setting commonly used by companies. The study of transport emissions from the
perspective of transportation companies is outside the scope of this dissertation but in
Chapter 6 we shortly present directions for this type of research. The insights in the
trade-offs investigated in this dissertation can however also be applied to transportation
companies.

In this dissertation we aim to provide answers to the following questions concerning
the impact of carbon emissions on supply chains.

For what type of products should be switched to low-emission transport modes under emis-
sion regulation?
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FIGURE 1.3: Overview of EU emissions by sector, adapted from European Commission
(2011b)

To what low-emission modes should transport be moved?

What can be gained when considering the emissions for a group of products simultaneously?

When is it beneficial to use an additional transport mode to reduce emissions?

How does uncertainty regarding emission regulation impact investment decisions of compa-
nies?

When may emission regulation actually lead to increased emissions?

How do policy measures impact the investment decision?

In the remainder of this chapter, we first present background information on how
carbon emissions impact supply chains. First, we discuss self-imposed emission targets
and relevant emission regulations to date, both for production and transport emissions,
in Section 1.1. Then we describe in Section 1.2 some general issues related to emissions
from transport and discuss how transport emissions in supply chains can be reduced. In
Section 1.3 we describe briefly how emissions from production can be reduced and an
undesirable side-effect of emission regulations: carbon leakage. An overview of available
transport emission measurement methodologies is presented in Section 1.4.

Then, we describe the research which is presented in this dissertation. An overview
of the research questions investigated in this dissertation is presented in Section 1.5. The
contributions of this dissertation to several areas of the literature are presented in Section
1.6. In Section 1.7 we describe recent trends in the literature and how it can develop in
the future. Lastly, the outline for the remainder of the dissertation is presented in Section
1.8.
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FIGURE 1.4: Carbon emission trends in the EU for several sectors, relative to 1990 levels,
(European Commision, 2007)

1.1 Carbon emissions and (self-imposed) regulation

In general, companies reduce their carbon emissions as a result of pressure from one
(or more) of three sources: customers, environmental groups, and regulation. As a re-
sponse to pressure from customers and environmental groups companies may choose to
voluntarily restrict their emissions. Usually companies who voluntarily reduce their emis-
sions also want to inform other parties about this: one way to this is to participate in the
Carbon Disclosure Project (CDP). The Carbon Disclosure Project allows companies to vol-
untarily report their emissions, which is publicly available data. The Carbon Disclosure
Project reports that 294 of the Global 500 companies have voluntary emission reduction
targets (Carbon Disclosure Project, 2011).

Examples of voluntary company emission reduction targets include the following:
Alcoa has a target to reduce emissions by 30% in 2030 over 2005 levels (Alcoa, 2010).
Boeing aims at 25% emission reduction in 2012 compared to 2007 levels (Boeing, 2011).
Cargill has set a goal to improve greenhouse gas intensity by 5% in 2015 from the year
2010 baseline (Cargill, 2012). Dell has set a 15% emission reduction target per dollar
of revenue by in 2012 from 2007 (Dell, 2011). Heidelberg cement aims by 2015 to
attain a CO2 reduction of 23% compared to the 1990 level (Heidelberg Cement, 2012).
Unilever aims at halving the greenhouse gas impact of products across the life cycle by
2020 against a 2008 baseline (Unilever, 2012). Walmart aims at reducing greenhouse
gas emissions from the 2005 base by 20% by 2012 (Walmart, 2011).

Companies can translate these emission reduction targets to department targets by
creating a plan with actions to reduce emissions and allocate emission reductions to dif-
ferent departments. We expect that specific emission targets for transportation are set for
companies for which transport represents a larger share of the total emissions. Examples
of these industries are retail companies and electronics manufacturers for which Scope 1
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and Scope 2 emissions account for less than 20% of the total emissions (Huang et al.,
2009). Companies can get more insight into the emission reduction potential of trans-
portation by applying our models. Companies may expect that reducing their emissions
results in additional benefits, such as improved market share, company image, and value.
We have observed that large multi-national companies voluntarily reduce carbon emis-
sions in research projects on mapping and reducing emissions from transport in supply
chains, such as Van den Akker (2009), te Loo (2009), Schers (2009), Boere (2010), and
Koç (2010).

We next present an overview of carbon emission regulations in place, but first we
briefly present the economics behind emission regulations. Before implementation of
emission regulations, companies have limited financial incentives to reduce usage of nat-
ural resources, e.g. clean air or water, or generation of emissions if it results in a cost
increase. Since no cost is charged for this resource, it is external to the company’s cost
calculation. By implementing emission regulations, the use of this resource is internalized
by imposing a cost.

If an emission tax is set, equivalent to e.g. fuel taxes, then in each company emissions
will be reduced up to the point at which further emission reductions are more expen-
sive than paying the tax. In reality, companies may not reduce emissions to this point,
especially in the case of no emission tax, i.e. companies not always employ emission
reduction initiatives that also reduce costs. An explanation for this is that companies
may not be aware of reduction opportunities due to lack of information. A map of emis-
sions is required before reduction opportunities can be explored and this is not always
present. Moreover, not all reduction opportunities are known to companies. Additionally,
companies may not invest in emission reductions because of financial reasons. Emission
regulation is subject to uncertainty and the lack of a Kyoto protocol after 2012 may sug-
gest to companies that it will be less important in the future. Or companies may have
better investment alternatives with higher returns.

The marginal reduction cost curve is different for all companies and as a result the
emission reductions that result from an emission tax differ from company to company.
Moreover, the regulator needs to set a correct value for the tax such that desired emission
reductions are achieved. A task that is not straightforward at all.

Alternatively, an emissions trading scheme (ETS), also known as a cap-and-trade sys-
tem, can be implemented to reduce emissions. The regulator sets the cap of emissions
for a given year and issues allowances that match the cap. An allowance entails the right
to emit one tonne of carbon emissions and allowances can be traded between entities.
Initially, companies obtain allowances, either for free or by buying them at an auction.
At the end of the period, each company should have sufficient allowances to cover its
emissions for that period. Should the company have insufficient allowances, then it can
buy allowances from other companies that have excess allowances. Companies again
evaluate the cost of reducing emissions and compare this to the price of an allowance
in the trading market. By allowing companies to trade allowances emission reductions
at the aggregate level can be achieved at a lower overall cost. The mechanism behind it
is that companies for which emission reductions are relatively cheap, e.g. due to read-
ily available new technology, will do this and sell the excess allowances. Companies for
which emission reductions are more expensive will opt to buy allowances and reduce
emissions by a smaller amount.
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Another possible type of emission regulation is to impose a cap on emissions without
the opportunity for companies to trade allowances. To date, no cap or hard constraint on
emissions has been implemented.

The 1995 assessment of the IPCC was used to formulate an important international
commitment to reduce greenhouse gas emissions in 1997: the Kyoto protocol. This
protocol specified emission reductions targets for individual countries and on average
emissions would reduce by 5.2% in 2012 compared to 1990 levels. As a means to ensure
that the carbon targets are met in Europe, the European Union has implemented an
emissions trading scheme (EU ETS) in 2005 for the energy-intensive industries which
currently account for almost 50% of Europe’s carbon emissions (European Commission,
2008). Currently, the EU ETS covers CO2 emissions from over 11,000 installations in
30 countries. The types of installations covered by the EU ETS include "power stations,
combustion plants, oil refineries and iron and steel works, as well as factories making
cement, glass, lime, bricks, ceramics, pulp, paper and board" (European Commission,
2010).

In Phase I (2005-2007) and II (2008-2012) of the EU ETS, companies obtained the
majority of the required emission allowances for free (grandfathering) (European Com-
mission, 2010). In Phase III (2013-2020) an increasing share of allowances is sold at
auctions and emission caps will continue to decrease, which is expected to cause the
price of carbon emission allowances in the market to increase. Other countries and re-
gions that have adopted (or will adopt) an emissions trading scheme include ten states
in North Eastern USA, Tokyo, Australia and New Zealand.

From the start of 2012, aviation is included in the EU ETS as the first transport sector.
A cap is set on CO2 emissions from all international flights, from or to anywhere in
the world, that arrive at or depart from an EU airport (European Commission, 2012).
A separate emissions trading scheme is operable for the emissions from aviation and
around 82% of allowances are currently obtained for free. A lawsuit filed by several
American airlines was overruled when the European court ruled in favor of EU legislation
and therefore the regulation also impacts non-EU based airlines (European Commission,
2012).

In this dissertation we employ two ways to explicitly incorporate carbon emissions: by
imposing a carbon cost, applied in Chapters 2 and 5, and by incorporating a constraint for
carbon emissions, Chapters 3 and 4. The emission constraint is applied to a multi-product
situation and Lagrangian relaxation is used to obtain solutions for these problems. This
technique applies a penalty cost for violating the constraint, which implies that at an item
level the penalty acts as a carbon cost. In the analysis and numerical study, however,
we explicitly measure the impact on all products. As is the case for an ETS, setting a
constraint for a group of products allows for taking advantage of the portfolio effect, i.e.
reduce emissions where it is cheapest overall.

1.2 Issues concerning transport emissions

In this section, we describe how we model transport and transport emissions in this
dissertation, including our assumptions. In general, the following transport modalities
can be distinguished: road, rail, air, water, and pipeline. Within water transport we
distinguish inland waterway, or barge (using rivers and canals), short-sea shipping
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(coastal shipping), and deep-see shipping (ocean shipping). Intermodal transport refers
to the transportation of a good for which at least two transport modes are used, which
typically refers to the usage of road transport to ship goods to and from a rail terminal,
harbor, or airport, if rail, water or air transport is used. Intermodal transport generally
results in lower emissions but additional costs and transport time are associated with
changing transport modes.

In all chapters of this dissertation we assume that transport activities are outsourced
and executed by a logistics service provider (LSP), which is in line with the real-life
situation we have observed at many companies. As mentioned at the beginning of this
chapter, this implies that the transport emissions belong to Scope 3 of the GHG protocol,
i.e. companies have limited control over the emissions. However, we believe that it is
important to reduce these emissions and have observed that companies are becoming
more and more aware of Scope 3 emissions and search for ways to reduce them.

When considering emissions from outsourced transport a complicating factor is that
the ‘ownership’ of the emissions is less clear: the shipper, or the logistics service provider.
We assume that the shipper is solely responsible for the emissions resulting from trans-
porting the items. This assumption is justified because the shipper creates the demand
for transport. Moreover, it is in the best interest of the logistics service provider to make
the execution of the transport as efficient as possible, because emissions are aligned with
fuel costs. Investments in more fuel-efficient vehicles, such as hybrid or electric trucks,
require additional incentives for transport companies. These incentives can be additional
regulation targeted at logistics service providers. Moreover, customers, especially large
customers, provide the incentive by requiring or selecting logistics service providers that
use fuel-efficient vehicles.

For road transport some companies may prefer to send full truckloads, but many
companies ship smaller quantities and for non-road transport loads from many customers
need to be combined to obtain a moderately high utilization rate. Unless full truckloads
are shipped by road transport, a larger shipment quantity of a single customer does not
necessarily result in a higher utilization of a vehicle (and lower emissions per product
shipped). Therefore, we consider only an incremental cost and unit emissions per unit
transported.

The lead time associated with a transport mode is an important factor when deciding
which transport mode to use as it impacts pipeline inventory and inventory in stock
points. In this dissertation we assume that transport times are deterministic and constant
throughout time. This assumption is in line with the tactical decisions we consider, e.g.
which mode to use for transportation for the next year. For operational decisions the
transportation time is impacted by traffic conditions among others and is dynamic in
general. In Chapter 6 we briefly discuss the impact of dynamic transport times.

Let us define the transport carbon efficiency of a shipment as the amount of carbon
emissions generated while transport 1 tonne of goods over one km, i.e. per tonne km.
We next examine the factors determining the carbon efficiency to determine what actions
production companies can take to reduce their emissions from transport.

In a study by McKinnon & Piecyk (2010) the most important factors that determine
the carbon emissions from transport operations are presented. Seven factors are dis-
tinguished: modal split, average handling factor, average length of the haul, average
payload on laden trips, the proportion of empty kilometers, fuel efficiency and carbon
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intensity of the energy source. Figure 1.5 presents the framework of the factors and their
determinants. Observe that the figure is specific for road transport but can be adapted to
accommodate other transport modes.

The modal split factor refers to which transport mode and vehicle type are used for
what proportion of the trip, which determines the fixed and variable emission component
per tonne km. The emission factors associated with a specific vehicle or vessel type
might be subject to emission regulations that specify the maximum allowed emission
quantity per unit of fuel burnt. For example the EURO standard for cars and trucks limits
NOx emissions in the EU. In the future these regulations may extend to include carbon
emissions (EU Transport GHG, 2011).

FIGURE 1.5: Framework of transport carbon efficiency, adapted from McKinnon & Piecyk
(2010)

The average handling factor and length of the haul refer to the number of transporta-
tion links in the supply chain and the distance, a function of the modality type. The
transportation carbon efficiency of a given vehicle or vessel is mainly determined by two
factors the average payload and the empty kilometers. The payload refers to the amount
of cargo shipped in a vehicle or vessel. A related measure is the load factor which mea-
sures the weight of the cargo proportional to the maximum load. Figure 1.6 displays the
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emissions per tonne km of a truck as a function of the payload. It is easily observed that
the heavier the truck, the lower the emissions per tonne of cargo, e.g. the unit emissions
for a payload of 28 tonne are 50% lower than for 10 tonne.

Empty kilometers are defined as the distance a vehicle has to travel without cargo as
part of transporting a certain load, i.e. while traveling to pick up goods at location A and
after delivering goods at location B. Preferably this refers to transport to and from a hub
closely located to A and B but in the worst case it can mean driving back from location B
to A without cargo.

The fuel efficiency of a trip is influenced by vehicle and load characteristics defined be-
fore and by traffic conditions, such as congestion and driving behavior. The fuel efficiency
combined with the carbon intensity of fuel then determines the total emissions generated
during a trip.

FIGURE 1.6: Emissions per tonne km as a function of payload (McKinnon & Piecyk, 2010)

From these factors we derive reduction opportunities for companies to influence the
factors impacting carbon emissions from transport. First of all, companies may decide on
the transport modality. Companies may indicate specifically what transport mode to use
for a certain transportation lane, e.g. road, air or intermodal transport. Or, companies can
specify a maximum allowed lead time which typically determines the possible transport
modes. This corresponds with the first parameter of the transportation framework.

The problem of deciding which transport mode to use to ship products is an important
determinant of transport emissions that needs to be considered in the light of reducing
carbon emissions. In Chapters 2, 3, and 4 we consider the situation that a company
switches from high-carbon transport modes such as air or road, to low-carbon transport
modes such as rail and water, to achieve emission reductions. A mode that generates
fewer emissions typically results in lower transport costs but also in higher inventory
levels due to longer transportation times. Multiple transport options of the same cate-
gory, e.g. hybrid and regular trucks, can be compared in addition to modes of different
categories.
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The company determines indirectly which transport mode to use for transport by
specifying a maximum allowed transport time. We have chosen this particular decision
because it does not require a change to the supply chain design, which companies are
in general more reluctant to do. Moreover, it is a decision that requires little investment
and can be implemented on the relative short term. The potential gains in emission
reductions are very large for modal shifts, e.g. the emissions (in kg CO2 per tonne km)
are around 0.01 for maritime shipping and 0.50 for shipping with a van (Defra, 2010).

Secondly, the amount of links in the chain and the distance between the locations in
the chain also greatly determine the transport emissions, the second and third factor in
the framework. Of course, making changes in the supply chain is a medium or long-term
decision which impact multiple decision makers within a company, or in multiple compa-
nies. In Chapter 5 we consider a situation in which two supply sources are available and
the company has to decide where to produce products to deliver them to the market.

Relocating stock points or production facilities may also favorably impact the payload
and empty kilometer factors, the fourth and fifth factor in the framework. A production
location closely located to a harbor reduces the amount of kilometers traveled by road in
case of intermodal water transport. In collaboration with other companies, e.g. suppliers
or competitors, it can be ensured that a load is available for shipping back from location
B to A.

We consider situations in which a single mode is used per product and a situation in
which two modes are used simultaneously to ship products. We investigate the impact
of (self-imposed) emission regulations on the transport mode used and expected costs
(profits). Moreover, we investigate how the selected mode and costs are affected by
product and transport mode properties, such as value, weight, and distance. Lastly, we
investigate the advantages of setting an emission constraint for a group of products.

1.3 Issues concerning production emissions

To date, most emission regulations have focused on emissions from production, as dis-
cussed in Section 1.1. In general, emission regulations create the desired effect that
emissions from production go down. The production emissions can be reduced by invest-
ing in a technology with lower energy consumption, using alternative fuels, e.g. biofuels
or waste, reduce the material usage (reduce, re-use, recycle), or use alternative materi-
als, e.g. waste or by-products of other processes. Another, undesirable, possibility exists
to reduce emissions and that is to relocate production to a location without emission reg-
ulations. We take a company perspective and observe how emission regulations impact
emission reduction investment decisions.

Carbon emission regulations are currently in effect in several regions of the world,
which are mainly developed countries, as described in Section 1.1. As a result, the price
of carbon is different (zero or positive) in different regions of the world. This price differ-
ence can be explained by examining marginal emission reduction cost curves for different
regions in relation to the emissions cap, e.g. the Kyoto target. A positive emissions price
is required only when emissions are higher than the target. When the emissions are high
in a region, the carbon cost is determined by the availability and cost-efficiency of emis-
sion reduction targets, i.e. more cost-efficient reduction opportunities results in a lower
cost. The clean development mechanism of the Kyoto protocol allows companies to use
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this cost difference by investing in emission reduction opportunities in one region and
using the carbon allowances in another region.

The fact that emission regulations differ between countries around the world implies
that companies face asymmetric emission regulation, much like value added tax (VAT)
differences between countries. Since carbon emission regulations typically impact de-
veloped countries, the price difference between developed and developing countries in-
creases. As a result, global emissions may increase if production (and emissions) is shifted
to a region without emission regulations, which is called carbon leakage. The emissions
increase is due to additional transport emissions and possibly higher production emis-
sions.

Several factors are considered by companies when deciding on the production lo-
cation, including locations of suppliers, raw materials and customers. Other important
factors are the unit production and transportation costs, which are directly impacted by
emission regulation. In evaluating to source locally, e.g. in Europe, or in an offshore lo-
cation, such as the Far East, the decreased production cost needs to be weighed against
increased transportation costs. If due to emission regulations the production costs in
Europe increase, the trade-off between production and transportation costs needs to be
reconsidered. For commodity goods producing offshore has traditionally been too expen-
sive, mainly due to transport costs, but it becomes more attractive as emission regulations
become more stringent (Demailly & Quirion, 2006).

FIGURE 1.7: The impact of the share of free allowances on costs relative to the sector
value-added (Grubb & Neuhoff, 2006)

Due to changes in the EU ETS in Phase III, it is expected that the price of allowances
will increase, enlarging the risk of carbon leakage. As a result, the European Commis-
sion has been investigating which sectors are deemed to be subject to a significant risk
of carbon leakage in Phase III of the EU ETS (European Commission, 2011a). Two de-
terminants were distinguished: cost increase as a result of regulation and trade intensity.
Figure 1.7 presents for a number of sectors the impact of emission regulations on costs
relative to the trade intensity.
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Sectors are deemed subject to carbon leakage risk if the additional cost caused by
emission regulations (direct and indirect) is at least 5% of the Gross Value Added. The
direct costs relate to Scope 1 production emission costs and the indirect costs refer to
increased electricity prices. It can be seen in Figure 1.7 that cement has a high score on
this factor.

The second risk factor is if the trade intensity (sum of import plus export over annual
turnover plus total imports) is more than 10%. If many products are exported to countries
without emission regulations, then sales of European companies may decrease due to
increased prices. Higher-value commodity goods such as metal and textiles typically have
a high score on this factor. In addition, any sector for which either of the two factors are
more than 30% are included. In total the sectors subject to carbon leakage risk account
for 25% of all emissions covered by ETS and 77% of the emissions of manufacturing
industries covered by ETS.

In Chapter 5 we study the decision of a producer where to produce in the supply chain
when faced with uncertain emission regulation, which requires significant investment
costs and becomes operational in the longer term. In addition, the company can invest in
reducing the emissions per unit produced. These decisions are important to reconsider
in the light of production emission regulations becoming more stringent, which makes
the current production setting unprofitable for some companies. For example, cement is
sold for around e 80/tonne and the emission related costs can increase to up to e 20
/tonne of cement (Drake et al., 2010a), (Lafarge, 2010) (for a cost of e 30/tonne and
all allowances are purchased).

We firstly investigate in Chapter 5 what investments a production company makes, in
terms of capacity in a region without emission regulation and in improving technology
in the regulated region, under uncertain and asymmetric emission regulation.

Since the effect of carbon leakage undermines the purpose of emission regulations
and it is unlikely that emission regulations will be symmetric across all countries, anti-
leakage measures need to be implemented to reduce the effect. A possible measure is
a border tax applied to products imported into/or exported from the regulated region,
much like import tariffs (Grubb & Neuhoff, 2006). The value of the border tax is based on
two variables: the price per unit of emissions and the unit emissions taxed. An important
issue with a carbon border tax is that it may not be in line with the rules on international
trade as defined by the World Trade Organization (WTO) (see e.g. Rich & Karp (2004)).
The trade rules state no distinction can be made between ‘like’ products, which refers to
material use and functionality. The amount of emissions generated during production,
the carbon content, may or may not be sufficient to distinguish between two otherwise
identical products. Ismer & Neuhoff (2007) conclude in their article that a carbon border
tax based on best available technology will most likely not be in conflict with WTO trade
rules.

Setting a border tax at the value of the best available technology does not provide in-
centives for producers in the unregulated market to reduce their emissions from produc-
tion. This negative effect is compensated for by two reasons that increase the likelihood
of being implemented. First, a border tax based on the actual emissions may be in con-
flict with WTO trade rules. In addition, a border tax based on best available technology
is easier to implement than one based on actual emissions because it requires fewer data
from producers abroad (Ismer & Neuhoff, 2007).
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Alternatively, the regulator may decide to give a certain amount of allowances for
free to companies in industries subject to carbon leakage risk. If the amount of allocated
allowances is based on historic production figures, this is called partial grandfathering
and if it based on current production figures, then it is called output-based allocation
(Demailly & Quirion, 2006). By giving an amount of allowances for free the total emis-
sion related expenses decrease, thereby making production outside the regulated region
less attractive.

The second objective of the research presented in Chapter 5 is to investigate how
the technology and capacity investment decisions of a company are impacted by these
anti-leakage policies and what the impact is on emissions.

1.4 Accurate measurement of transport emissions

The accurate measurement of carbon emissions is an essential requirement to ensure that
the emission targets are met and for companies to reduce their carbon emissions. Infor-
mation is required on the total emissions associated with the vehicle and allocation of
emissions to a single product is required if non-dedicated vehicles are used. Emissions
due to transport activities are directly linked to fuel consumption and the emissions of
the vehicle are determined straightforwardly if the actual fuel consumption is known. In
this dissertation we assume that transportation is outsourced to logistics service providers
and we have observed that logistics service providers typically do not share fuel usage in-
formation with customers as this regarded as sensitive information. For producers to get
insight into the emissions associated with transportation an approximate emission mea-
surement methodology has to be used. The accuracy of the emission estimates obtained
is dependent on the quality of the input data. Although fuel consumption is sensitive
information, producers might be able to obtain information on vehicle types and thereby
making the emission estimates more accurate. The allocation of emissions to a single
product is always to a certain extent approximate.

The Greenhouse Gas Protocol (2011) offers, besides guidelines on how to report emis-
sions, calculation tools to measure emissions of many activities ranging from production
to transport, and specific tools are developed for certain sectors. The protocol was initi-
ated by World Resources Institute (WRI) and the World Business Council for Sustainable
Development (WBCSD). The scope of the tool is not restricted but the focus is on the
US. The approach is very high-level and restricts the number of parameters that can be
influenced. Several other calculation methodologies exist, an overview is given in Table
1.1.

TABLE 1.1: Overview of transport emission measurement tools

Method Scope Level of Detail Date Developer
ARTEMIS Europe Very high 2007 Consortium
EcoTransIT World Medium Ongoing IFEU, RMCon
GHG Protocol World, US focus Low Ongoing WRI, WBCSD
NTM Europe High Ongoing NTM
STREAM Europe Medium 2011 CE Delft
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Artemis is a study executed by a consortium of 36 European organizations involved
in research in transport emissions and was funded by the EU TRL Ltd (2004). The focus
of the project was to develop a very detailed methodology of transport emissions. As a
result, very detailed information on the transport is required to be able to get accurate
estimates.

EcoTransIT was originally developed for European railway companies by the Insti-
tute for Energy and Environmental Research (IFEU), Heidelberg, and the Rail Manage-
ment Consultants GmbH (RMCon). It has since extended to include other modalities
and its scope has extended to transport around the globe (including ocean shipping)
(ECOTransIT, 2011). The methodology can be used in an online calculation tool and it
has a relatively low level detail, i.e. few parameters to set.

The Network for Transport and Environment (NTM) method is developed by a Swedish
non-profit organization NTM (2011). It provides a moderately high level of detail and is
aimed particularly at buyers and sellers of transport services. The calculation methodol-
ogy provides estimates for parameter values for transport in Europe that are unknown.
NTM is also involved with the European Committee for Standardization (CEN) in devel-
oping the European standard for emission calculation

The STREAM methodology (Study on the Transport Emissions of all Modalities) is de-
veloped by CE Delft for the Dutch Ministry of Transport (Den Boer et al., 2008). Initially
it was focused only on transport within the Netherlands but the latest version incorpo-
rates international transport. Lastly, STREAM provides a medium level of detail and CE
Delft provides an emission scan based on the methodology.

For the research in this dissertation we require estimates for transport emissions. We
use the NTM methodology for transport within Europe because it provides estimates for
parameters if the real values are unknown. If intercontinental transport is considered,
then the EcoTransIT web based tool is used to estimate emissions and distances.

1.5 Research questions

In the research presented in this dissertation we consider well-known problems from
the Operations Management field in the light of carbon emission restrictions. We focus
on two types of related decisions in this dissertation. Firstly, we consider the transport
mode selection decision, i.e. which transport mode to use for (all) shipments to or from
a given location in Chapters 2, 3, and 4. Moreover, we consider the decision to offshore
production and/or invest in emission reduction technology in Chapter 5.

The well-studied trade-off between inventory related costs, overage and underage
costs, and transportation costs, or ordering costs is considered. We extend this framework
by bringing in carbon emissions as a third component. We focus on a single stockpoint
and the transportation of goods, being components or finished goods, from a supplier, or
to a customer.

In Chapter 2 we consider the setting of a single product for which all shipments
from a supplier are executed by the same transport mode. Demand is stochastic and the
objective is to minimize the expected total logistics cost consisting of transport, inventory
and emission costs. The company decides which transport mode to use from a set of
available modes and then sets the order up-to level to minimize average period costs. We
consider this setting because we want to focus on the impact of emission regulations on
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transport decisions for a particular product.
We model the product and transport emissions in detail to obtain insights in the im-

pact of product factors, such as weight and volume, on the selected mode. The NTM
methodology is used to obtain accurate estimates for the transport emissions. Moreover,
we investigate the impact of different types of emission regulations and how this is influ-
enced by the product characteristics. We answer the following research question:

How is the transport mode selection decision impacted by emission regulations?

In Chapter 3 we consider a multi-product setting of goods which are shipped to cus-
tomers and a single transport mode is used for all shipments to a customer. Demand
is deterministic and the company has set a voluntary emission target for the group of
products. The company incorporates the transport cost in the sales price quoted to the
customer. Hence the company optimizes the sales price for a given transport. This setting
is studied to investigate the impact of deciding on the sales price and transport mode si-
multaneously on emissions and moreover the advantage of setting an emission target for
a group of items.

We consider costs for inventory in the pipeline and transportation costs. The analysis
can be repeated for each product-customer combination, as a logistics service provider
is in charge of transportation and hence there is no significant set-up cost that triggers
joint transportation for the shipper. The objective is to maximize the period cost over all
products subject to the emission constraint. The first research question we investigate in
Chapter 3 is:

How can the transport mode selection and sales prices jointly be optimized to meet an emis-
sion target efficiently for a group of customers?

Moreover, we apply our model to a real-life data set of Cargill which contains infor-
mation on a large numbers of lanes within Europe. We are specifically interested in the
portfolio effect, i.e. to compensate costly emission reductions on one lane with less costly
reductions on another lane to achieve emission reductions at an overall lower cost. We
therefore additionally investigate:

What is the advantage of setting an emission constraint for a group of items?

In Chapter 4 we combine aspects of the first two models to a setting in which two
transport modes can be used simultaneously for a given product: a fast (and emitting)
mode and a slow (and less-emitting) mode. The fast mode is currently used and the
slow mode can be used in addition to reduce emissions. Again, we consider a voluntary
emission target for a group of items. Demand is stochastic and we use a so-called single-
index policy. This class of policies may not contain the policy resulting in lowest cost
but its simple structure makes it more appropriate to use in practice. The single-index
policy allows for a direct link between the inventory policy parameters and the expected
emissions. We employ dual sourcing to be able to meet emission targets more closely by
using a low-emitting mode to a certain extent and we moreover determine the impact of
a target for multiple products. The objective is to minimize the expected total costs for
all products subject to the emission constraint.

Compared to the situation in which 100% or 0% of the shipments are done with a
certain mode, as we assume in Chapters 2 and 3, any distribution between the two modes
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can be achieved by applying dual sourcing. This allows for a more balanced distribution
of emissions over modes. In this research, we are interested in the effect of an emission
constraint for a group of items on the distribution between the modes. Moreover, we
investigate the benefit of using two supply modes per item as opposed to only one to
achieve emission reduction targets. In Chapter 4 we therefore investigate the following
research questions:

When is it more profitable to use both the fast and slow mode for a product?

What is the advantage of using fast and slow modes for a group of products?

In Chapter 5 we consider a company that is currently manufacturing a product in a re-
gion subject to emission regulation, such as Europe. In the light of uncertainty regarding
increasing emission regulations and as a result emission cost, the producer is consider-
ing alternatives how to reduce the total carbon related costs. The total emission related
expense is determined by the emission price, the quantity produced, and the amount of
emissions to produce one product (the emission intensity). Investing in cleaner technol-
ogy reduces the emission intensity and creating off-shore capacity reduces the quantity
produced, and as a consequence, the emission related costs decrease. We consider this
setting to investigate what investments are made when faced with uncertain and more
stringent emission regulation.

An investment in technology and in building new capacity is a long-term, strategic
decision and in the time lapse between the decision and implementation new emission
regulations can be implemented or the value of the emission cost can change. The uncer-
tainty regarding emission regulation is first of all reflected in uncertainty regarding the
emission cost value in the future. Additionally, a policy measure that aims at reducing
carbon leakage can be implemented. We consider a two-stage problem. In Stage 1 the
investment decisions are taken: the emission abatement and the offshore capacity. In
Stage 2 the investments become operational and the production quantity has to be de-
cided in the two locations. Demand is deterministic and price-dependent. The objective
is to decide on the investments in emission abatement and the offshore capacity such
that the profit is maximized, while producing the optimal quantity in Stage 2. We have
therefore formulated the following research questions we investigate in Chapter 5:

What investments should a company, facing uncertain and asymmetric emission regulation,
make in technology and capacity to remain profitable on the long term?

How are these company investment decisions impacted by an anti-leakage policy?

What is the impact of an anti-leakage policy on the emissions?

1.6 Contributions

In this section we describe the main contributions of this thesis to the most related areas
of the literature: (i) inventory management, (ii) transportation, (iii) investment, and (iv)
environmental economics.

Within operations management, (green) inventory management is related to the re-
search presented in this thesis. The contributions of Chapter 2 to this field are that we
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develop an inventory model that incorporates the modality choice. Moreover, we show
the impact of product characteristics on the modality choice and inventory. Lastly, our
model studies the impact of emission regulations on operational decisions.
Our research in Chapter 4 contributes to the literature on dual sourcing, a specific do-
main of inventory management. Contributions to this field are that we develop a multi-
item dual sourcing model with an aggregate emission constraint. Moreover, we derive
structural results on the optimal policy parameters for a special case, with exponentially
distributed demand. In a numerical study, we show under what conditions dual sourcing
is a cost-effective way to reduce emissions from transport.

The area of transportation research that takes into account environmental consider-
ations is another field that is related to our research. Specifically, we contribute to the
transport mode selection literature in Chapters 2, 3, and 4. In Chapter 2 we develop a
model which studies the impact of emission regulation, moderated by product character-
istics, on transport mode selection. Using convexity arguments, structural conditions are
derived that determined whether a mode is selected, or not. We show that the product
characteristics highly determine which mode is selected and the effect of the emission
price is moderate.
In Chapter 3 we contribute to this field by optimizing for the mode choice and sales price
simultaneously under emission considerations. Secondly, we derive structural properties
for the transport modes to ensure that they are selected. Moreover, in a real-life case
study we show that the portfolio effect can result in significant savings when reducing
emissions by switching modes and setting prices simultaneously. Lastly, we observe that
a large share of emissions reductions are achieved with virtually no cost increase.
In Chapter 2 we consider unimodal transport and observe that for transport a high emis-
sion cost is required to result in transport switches. In Chapter 3 we consider intermodal
transport and observe that emissions can be reduced to a certain extent without impact-
ing profits too much. These results are explained by the fact that intermodal transport
is relatively more expensive and has relatively more emissions than only unimodal trans-
port, e.g. rail or water, and the impact of an emission cost or constraint is therefore
stronger.
To the transport literature with carbon considerations we contribute in Chapter 4 by de-
veloping a model in which two transport modes are used simultaneously to study the
emission reduction potential of dual sourcing. We show that under certain conditions
dual sourcing is not beneficial in terms of costs and emissions.

Within operations management the literature on investment is related. To the liter-
ature on off-shoring we contribute in Chapter 5 by specifying a model that studies tech-
nology investments and the off-shoring decision simultaneously. Moreover, we develop
several models that study the off-shoring decision under asymmetric emission regula-
tions for three anti-leakage policies. In a numerical study based on an European cement
manufacturer we observe that the Grandfathering policy is preferred from both the com-
pany’s and regulator’s perspective but care should be taken to determine the amount of
grandfathering.

Within environmental economics articles that study the impact of asymmetric emis-
sion regulation are related. There are articles that focus on technology investment deci-
sions under asymmetric emission regulation. To this field we contribute in Chapter 5 by
considering a model with technology and capacity investments simultaneously under un-
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certain and asymmetric emission regulation. To this field and the field that examines the
impact of anti-leakage policies we contribute by taking explicitly modeling several anti-
leakage policies and examining the impact on investments in technology and off-shore
capacity.

1.7 Recent and prospective developments in literature

The area of literature related to how environmental (carbon) considerations impact com-
panies’ decisions and operations has been extending rapidly over the last few years, partly
motivated by the increasing share of industries and regions that are subject to carbon
emission regulations. In general, three different areas of research are of interest for the
research presented in this dissertation: First of all, research that investigates what type of
emission regulation policy is preferred. Secondly, research that investigates additional ben-
efits companies can gain from complying with (self-imposed) emission regulation. Lastly,
articles that focus on one (or more) companies and their best response to given emission
regulation are of interest. The first two areas are of interest to our research because it
provides motivation and a basis for comparison of the implications for our models. The
third area represents literature that studies problems similar to the work presented in
this dissertation. Below we describe typical problems studied in each of the fields, and
we refer to typical or well-known papers.

In the first category, the regulator’s perspective is taken and in a macro setting the
response of companies to regulation is considered, from which conclusions can be made
on what type of policy is best (under what conditions). Articles that focus on carbon
emission regulations for production companies are Grubb & Neuhoff (2006), and Grubb
et al. (2011). Also regulations for the transport industry are being investigated, by among
others Abrell (2010).

In the second category, articles investigate positive side-effects companies experience
from imposing self-regulation or from being subject to, or moving beyond, emission reg-
ulations. Corbett & Klassen (2006) investigate what they refer to as “law of the expected
unexpected side benefits”, i.e. adopting an environmental perspective yields benefits be-
yond what is expected beforehand. Jacobs et al. (2010) empirically investigate the im-
pact of environmental performance on the shareholder value of the company, as another
benefit of environmental awareness. Short & Toffel (2010) investigate companies’ self-
regulation and when it is actually implemented by companies.

The last category that takes the perspective of one company and how the imposed
regulations impact operational decisions is most related to our work. Srivastava (2007)
provides a comprehensive overview of the literature on green supply chain management.
More recently, Dekker et al. (2012) provide an overview of articles that incorporate envi-
ronmental considerations in logistics. We distinguish within this field articles that mainly
focus on production and articles that mainly focus on transportation. To reduce the emis-
sions from production one can change the production process or focus on the policy and
supply chain. Articles on transportation that are most related to our research either focus
on a transportation network (a logistics provider perspective) or on a single company
which requires products to be shipped.
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When focusing on the impact of emission regulations on the production process one
can consider the production technology or the input materials. In the first case, one
typically investigates the technology investment decisions of companies under emission
regulations, as in done in e.g. Drake et al. (2010b). In the second case, reverse logistics
is an important field. In this extensive research area a return flow of used products is,
after one or more processing steps, used as input in the production process. The re-
use of products reduces the usage of new input materials and may also result in fewer
emissions. An overview of research in this field is given by Atasu et al. (2008).

Alternatively, one can investigate the impact of emission regulations on decisions re-
lated to when, where, and how much to order and how to design the supply chain. For
example, Rosič & Jammernegg (2010) investigate the impact of emission regulations on
the use of an off-shore and on-shore supply source. Cachon (2011) investigates the prob-
lem of a retailer that has to decide how many stores to open, while taking into account
emissions generated while supplying products to the store and the customers emissions
while traveling to the nearest store. Extending the focus beyond a single company while
investigating the benefit of collaboration is another interesting area to focus on. Pan
et al. (2010) for example investigate the possibility of merging supply chains by pooling
transportation activities.

Articles that focus on the impact of emissions on transport, besides the technical im-
provements of vehicles, are related to our research. One stream of articles takes the view
of a logistic network operator and investigates how focusing on minimizing emissions
instead of minimizing costs impacts the logistics network, see e.g. Neto et al. (2008) and
Bauer et al. (2009). Alternatively, some articles focus on the emissions associated with
transportation of a single company. For example, Cholette & Venkat (2009) investigate
different options of delivering wine to customers and investigate the impact on emis-
sions. Leal Jr. & D’Agosto (2011) also investigate different modal choices for exporting
bio-ethanol.

We believe that future research should concentrate on extending the focus of the
model which reveals other trade-offs related to carbon emissions. Firstly, one can extend
the horizon vertically in the supply chain by considering the emissions of multiple links in
the chain and how investments of one link that reduce emissions further down the chain
can be distributed among the links. Secondly, one can extend the horizon horizontally
by considering collaboration in sharing the transport network between competitors to
reduce emissions from transportation.

Another promising line of research is to focus on a single company and combine two
of the fields just described. A first combination should involve production and transport
decisions with emission considerations. A second topic of research is to focus on the
supply chain network and transportation with emission considerations. By changing the
layout of the network emission reductions can be realized without compromising service
to customers. Additionally, research should consider the product (design) and the sup-
ply chain simultaneously by considering supplier selection and product source. Possible
research considers different supply sources, new and refurbished, and the trade-off in
production costs and emissions. Another opportunity is to investigate supplier selection
with emission considerations: taking into account the location of the supplier in addition
to the embedded emissions.
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Emission regulations are extending and may likely impact transportation companies
in the future. To date regulations impacting transportation companies include time win-
dows for delivery in city centers and allowing only clean vehicles to enter certain areas.
Research should focus on the impact of regulations on investments of service providers
in more environmentally friendly vehicles, vehicle fleet mix, the layout of the network,
and the use of alternative fuels.

1.8 Outline

The research questions presented in the Section 1.5 are investigated in the remainder
of this dissertation. An overview of the different problem is given in Table 1.2. The
transport mode selection problem in a situation with stochastic demand and emission
regulations is described in Chapter 2. The joint pricing and transport selection problem
in a deterministic multi-item setting subject to an overall emission target is given in
Chapter 3. Next, we consider the possibility to use two transport modes per product in
a stochastic multi-item setting with an overall emission target in Chapter 4. Finally, we
extend our scope to production emissions and consider the impact of emission regulation
on the offshoring and technology investment decision in Chapter 5. The conclusions are
presented in Chapter 6.

The research presented in Chapters 2 to 5 have resulted in the following publications:
Hoen et al. (2012c), Hoen et al. (2011), Hoen et al. (2012a), and Hoen et al. (2012b).

TABLE 1.2: Research summary

Chapter Products Transport modes Emissions
One Multiple Single Dual Transport Production

2 x x x
3 x x x
4 x x x
5 x x x x
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2
STOCHASTIC EMISSION TRANSPORT MODE

SELECTION PROBLEM

2.1 Introduction

As transport prices increase or as emission regulation is applied to transport, companies
are seeking opportunities to decrease demand for high energy transport modes. In this
chapter we reconsider the transport mode selection decision by incorporating unit emis-
sions into the traditional inventory-transport cost trade-off. All shipments for the product
are executed with the same transport mode. We consider a single product setting in or-
der to focus on the interactions and the trade-offs between the relevant costs and carbon
emissions. We model the product characteristics in detail to investigate for what kind
of products emissions can be reduced at reasonable cost increase. Moreover, we use an
accurate representation of emissions by using the NTM methodology. In this chapter we
investigate the following research question:

How is the transport mode selection decision impacted by emission regulation?

We distinguish three contributions of our work: First, we formulate a transport mode
selection model which analyzes the trade-off between inventory, transport, and emission
costs for transport modes. Second, we use a methodology based on empirical data to
obtain accurate estimates for the carbon emissions for different modes of transport and
specific properties of the product. Finally, we investigate the effect of different types of
regulations with respect to emissions on the selected transport mode and the correspond-
ing emissions.

The outline of this chapter is as follows. First, the related literature is described
in Section 2.2. Our model and the Transport Mode Selection Problem incorporating
emissions are described in Section 2.3. In Section 2.4, we analyze the Transport Mode
Selection Problem. In Section 2.5, we conduct a numerical study, using the NTM method-
ology, to determine the impact of product characteristics on the solution and the impact
of different types of emission regulation. In Section 2.6, we draw conclusions.
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2.2 Related literature

Both the Operations Management and Transport literature, and specifically literature
that incorporates carbon emissions, are related to this research. We next discuss each
of these related fields briefly. Within the operations management field, literature on
green supply chain management (GSCM) is connected to our work. Green supply chain
management is defined by Srivastava (2007) as “Integrating environmental thinking into
supply chain management including product design, material sourcing and selection,
manufacturing processes, delivery of the final product to the consumers as well as end-
of-life management of the product after its useful life”. Overviews of green supply chain
management literature are given by Corbett & Kleindorfer (2001a), Corbett & Kleindorfer
(2001b), Kleindorfer et al. (2005), Srivastava (2007), Sasikumar & Kannan (2009), and
Gupta & Lambert (2008). Reverse logistics/ closed-loop supply chains is an important
part of green supply chain management and a lot of research has already been conducted
in this field; see for example Blumberg (2005) and Pochampally et al. (2009). Literature
reviews of the field are given by Atasu et al. (2008) and Fleischmann et al. (1997).

The field of GSCM including carbon emissions is rapidly extending to include green
inventory models that link the inventory and ordering behavior and emissions, Bonney &
Jaber (2011) elaborate on this development. In Hua et al. (2011) a producer for which
production emissions are bound by emission regulation is deciding how much to invest
in technology to abate variable emissions in a profit-maximizing setting. Benjaafar et al.
(2010) consider both emissions from production, transport and inventory in a lot-sizing
problem. They consider several emission regulation policies and determine how they
impact the operational lot-sizing decision. The emission abatement option they consider
is to ship/produce more products at once to decrease the share of fixed emissions. Lastly,
Rosič & Jammernegg (2010) consider a Newsvendor framework in which two supply
sources are available, onshore and offshore, and transport emissions from the offshore
source are bound by emission regulation. Ordering less from the offshore supplier is the
emission abatement option considered.

Although these papers incorporate carbon emissions in inventory decisions, the trans-
port modality is assumed to be an external parameter. Our work contributes to the liter-
ature in this field by considering and optimizing for the transport modality decision and
inventory policy simultaneously. Moreover, we model the transport cost and emissions as
a function of product characteristics.

Within the Transport literature, several articles are related to our work. One paper
that does take carbon emissions into account explicitly in decision making is Bauer et al.
(2009) albeit in a different problem setting. The focus is on determining the planning
for a rail service network and an integer linear programming formulation is developed
to determine the service network design that minimizes the emissions. Our work differs
since we focus on a production company that uses outsourced transport and explicitly
take the impact on inventory into account.

Moreover, the works on transport mode selection are related. Most works provide a
very detailed description of the transport activity and inventory is of minor importance.
For our work, the transport mode selection articles that focus on the inventory-theoretic
framework are relevant, see Tyworth (1991) for a literature review. This topic is covered
by a vast body of literature and it was studied for the first time by Baumol & Vinod
(1970). Recently, the field has been extending to take into account environmental effects.
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Several articles that aim at moving from high-energy transport modes (such as air and
road) to low-energy transport modes are available. For example, Blauwens et al. (2006)
investigate the effect of policy measures on modal shift, and the aim is to move away
from road transport because of congestion. In Kiesmüller et al. (2005) the added value
of using a slow mode in addition to a fast mode is considered.

Nevertheless, to the best of our knowledge the literature on transport mode selections
problems does not quantify emissions and explicitly take them into account in decision
making. Our work contributes to the transport mode selection literature by investigating
the impact of emission regulation on the transport mode selection decision.

2.3 Model description

In this section, we formulate our model and the Transport Mode Selection Problem, in
which the transport mode which minimizes the expected total cost, including an emis-
sions cost, is selected. We consider a single production facility of a company that uses
a single product as input to a production process. The mode selection decision of one
link in the chain also impacts upstream and downstream echelons. Using a mode with a
longer lead time increases the pipeline inventory to the stock point and the responsive-
ness to demand peaks, also for other downstream links, which may require higher stocks.
If multiple echelons change the transport mode due to regulations, then this effect is even
larger. However, these effects can be mitigated by sharing demand information across the
supply chain which allows upstream echelons to adjust the production schedule in time.
We assume that sharing of demand information occurs in the chain and that the effects
of mode switches of other links in the chain can be ignored.

The production facility orders the product from a (possibly internal) supplier and sev-
eral (two or more) transport modes are available for transport. The company determines
on a regular basis, e.g. yearly, which transport mode to use for the product. They send
out a request-for-quotation to a third-party logistics service providers (3PL) and, based
on the offers they obtain, exactly one mode is selected which is used for all transport.
Please note that several types of transport of the same category, e.g. road, can be com-
pared as long as they differ on costs, unit emissions, or lead time. For example, a regular
truck and a hybrid truck can be compared as transport alternatives. When considering
the request-for-quotations of different 3PLs rail transport offers between the same origin
and destination are likely to be different.

In the model an emission cost is included, which represents one of the regulation or
self-imposed emission constraint types described in Section 2.1. The production facility
orders each period under an infinite horizon. We assume that the selected transport mode
is used for a sufficient number of periods such that an infinite horizon model is a valid
approximation. For ease of reference, Table 2.1 represents all parameters of the model.

Several transport modes are available to ship the product, denoted by I = f1, . . . , mg
(i 2 I). The unit cost of the product, the product volume, and the product density are
denoted by k (k > 0), v (v > 0) and � (� > 0), respectively. Logistics service providers
charge their customers based on the dimensional or volumetric weight of the shipment
(NTM Air, 2008), (NTM Road, 2008) to account for the fact that the volume is restricting
for low-density products.
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TABLE 2.1: Relevant notation

Ai Constant emission factor mode i
Bi Variable emission factor per km mode i
ce Emission cost
ci Unit transport cost mode i
�i Distance mode i
ei Unit emissions mode i
fi(x) pdf of demand during lead time mode i
Fi(x) cdf of demand during lead time mode i
hc Holding cost rate
hi Holding cost mode i
k Unit cost
li Lead time mode i
� Expected demand
� Density
�̄i Minimum density mode i
r Penalty cost
� Standard deviation of demand
Si Order-up-to level mode i
�i Average load factor mode i
t i Transport cost factor per tonne km mode i
v Volume
wi Volumetric weight
Ŵi Maximum load mode i

The volumetric weight is determined by the following formula:

wi = v maxf�, �̄ig,

where �̄i (�̄i � 0) is the minimum density, specified by the 3PL for mode i. Please note
that if �̄i = 0, then the actual weight of the product is always used to determine the
transport cost of mode i.

Let ci (ci > 0) denote the unit transportation cost for mode i charged by the 3PL
which is based on the volumetric weight of the product and a cost factor per kilogram of
product shipped over 1 kilometer (e/kg km) t i: ci = �i t iwi , where �i is the distance in
km when mode i is used. The deterministic supply lead time for mode i is denoted by li
(li 2 N0, where N0 = N[ f0g). We assume that li is increasing in �i . We assume that the
supplier holds sufficient stock to satisfy the demand within the specified lead time.

Demand per period for the product follows a continuous distribution and is charac-
terized by mean �, standard deviation � (�,� > 0). Demands in different periods are
assumed to be independent and identically distributed (i.i.d.). Demand during lead time
plus the review period is characterized by mean �i = (li + 1)� and standard deviation
�i =

p

li + 1� (follows from the i.i.d. assumption). Let fi(x) and Fi(x) denote the prob-
ability density function and cumulative distribution function of demand during li + 1
periods.

We consider a variable emission factor but no fixed emission factor per shipment,
because transport is outsourced to a 3PL and the shipper has no control over the actual
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shipping. We assume, in accordance with NTM, that each product is shipped with an av-
eragely loaded vehicle. The two steps in determining the emissions for a unit transported
with a specific vehicle type are: determine the emissions for a vehicle with an average
load and then allocate the emissions of the averagely-loaded vehicle to one unit of the
product, based on weight. Let ei denote the emissions associated with shipping one unit
of the product with mode i:

ei = wi(ai + bi�i), (2.1)

where ai is a constant emission factor, and bi is a variable emission factor per km, both
are based on an average load of the vehicle and expressed in kg of CO2 per kg of product
shipped. Let ce (ce � 0) denote the emission cost per unit of emissions (e.g. tonne).

When an item is required at the facility and there are no units on stock, the demand
is backordered. A penalty cost r (r > 0) is incurred per unit on backorder at the end of
a period. The average number of items backordered at the end of a period for mode i is
denoted by E[I L�i ]. The holding cost (hi) are defined as a holding cost rate hc (hc > 0)
of the opportunity cost associated with one product: hi := hc(ci + ceei + k). We assume
that the company pays the transportation and emission costs before actual shipping of
the products. Hence, a more expensive mode requires more capital and a unit of product
is therefore more expensive to hold on stock. Holding costs are incurred for each unit on
stock at the end of a period, and the average is denoted by E[I L+i ].

The objective function, the expected total cost per period, is denoted by Ci(ce), for
transport mode i and emission cost ce, which consists of a penalty cost, holding cost, and
transportation cost.

Ci(c
e) = rE[I L�i ] + hiE[I L+i ] + (ci + ceei)� (2.2)

The average number of units shipped per period is equal to the average demand �.
In each period first an order is placed (and earlier placed orders may arrive) and

after that demand occurs. We assume that an order-up-to policy, or a base-stock policy, is
used and we optimize the performance for this policy. Let Si denote the order-up-to level
for transport mode i. The optimal order-up-to level coincides with the solution of the
Newsvendor problem (Axsäter, 2006). The expected cost per period for mode i, given
order-up-to level Si (Ci(Si jce)), is then:

Ci(Si jce) = hi(Si ��i) + (r + hi)Gi(Si) + (ci + ceei)�, (2.3)

where Gi(y) =
1
R

y
(x � y) fi(x)d x .

We end this section with the description of the Cost-Minimization Problem (Ci) and
Transport Mode Selection Problem (C ) in which we set the cost-minimizing order-up-
to level and select a transport mode accordingly. Let the Cost-Minimization Problem for
transport mode i be defined as follows:

(Ci) C�i (c
e) =min

Si

Ci(Si jce).

The mode that minimizes the minimum total expected cost is selected in the Transport
Mode Selection Problem (TMSP):

(C ) min
i2I

C�i (c
e).
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2.4 Analysis

In this section, we first solve the Cost-minimization Problem (Ci), for a given transport
mode, and we solve the Transport Mode Selection Problem (C ) for a given emission cost
value in Section 2.4.1. Then, in Section 2.4.2, we examine how the solution and the
mode selection is impacted by the emission cost. In Section 2.4.3 a special case with
Normally distributed demand is described.

2.4.1 The cost-minimization and transport mode selection problem

The optimal order up-to level (S�i ), for mode i and emission cost ce, follows from a
direct application of the result of a single-period Newsvendor problem (see, e.g., Axsäter
(2006)), and satisfies the following equation:

Fi(S
�
i ) =

r

r + hi
. (2.4)

The cost associated with the optimal order-up-to level for mode i and emission cost ce

(C�i (c
e)) is:

C�i (c
e) = hi(c

e)(F�1
i (�i(c

e))��i) + (r + hi)Gi(F
�1
i (�i)) + (ci + ceei)�, (2.5)

where �i := r
r+hi

. For brevity reasons, let C�i,0 := C�i (0). We next derive how the emission
cost factor impacts the model.

PROPOSITION 2.4.1. The following monotonicity results hold for the model:
a) S�i is decreasing in ce,
b) E[�(I L)�] is increasing in ce,
c) E[(I Li)+] is decreasing in ce,
d) C�i (c

e) is increasing in ce.

PROOF. Proof in Appendix A.1.

This implies that if the emission cost increases, the order-up-to level decreases be-
cause inventory is more expensive. Hence, the average end of period on-hand inventory
decreases and the average backorder increases. As a net result, the total average period
costs increase. Note that the monotonicity results also apply to k, v, �, and �i , since hi
is increasing in those variables.

We now derive the solution to the Transport Mode Selection Problem. Let C�(ce)
denote the optimal value of the minimum total expected cost, then C�(ce) = C�j (c

e) for
j = argmin

i2I
C�i (c

e) for a given ce value. The solution to Problem (C ) is to select mode j

(with order-up-to level S�j ). If mode j is selected for at least one ce value, we state that
mode j is a preferred mode.

2.4.2 The impact of the emission cost on the solution

We now specify two conditions mode i2 2 I must meet to be a preferred mode. First
of all, mode i2 is not a preferred mode if there is a mode i1 2 I such that C�i1,0 < C�i2,0
and ei1 < ei2 , i.e. mode i2 should be efficient in terms of minimum total expected cost
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for ce = 0 and unit emissions. This implies that if mode i1 is strictly less polluting and
results in strictly lower costs than mode i2 for ce = 0, it is less polluting and cheaper for
all values of the emission cost and mode i2 is not selected for any value of the emission
cost. For all modes that are efficient it holds that if a mode has lower emission than
another, then the minimum expected cost for ce = 0 are higher than for the other mode,
i.e. C�i1,0 � C�i2,0 and ei1 � ei2 . This property also ensures that if for some emission cost
mode i2 is preferred over mode i1, then mode i1 is never selected for emission cost values
larger than this value.

Let us now assume that the remaining modes are ordered in decreasing ei and in
increasing C�i,0 values. It then holds that the modes that minimize C�i,0 and ei are preferred
modes (they are selected for at least ce = 0 and ce =1, respectively), i.e. the cheapest
mode is selected for low emission cost values and the greenest mode for (very) high
values. If there is one mode that minimizes both, then it is the only preferred mode.

For the modes that do not minimize ei or C�i,0 efficiency is not sufficient to guarantee
that mode i is a preferred mode, i.e. that it is selected for at least one ce value. Consider
three efficient modes i1, i2, i3 2 I C�i1,0 � C�i2,0 � C�i3,0 (and hence ei1 � ei2 � ei3). If
mode i2 has marginally lower emissions than mode i1 and significantly larger costs (C�i2,0
close to C�i3,0), then mode i2 may not be a preferred mode. For our model we determine
numerically which modes are preferred modes, but in the special case in Section 2.4.3
the second condition mode i2 must meet to be a preferred mode is written explicitly. Let
I = f1,2, . . . ,Mg denote the set of preferred modes and let us renumber the preferred
modes such that they are ordered in decreasing ei and increasing C�i,0 values.

We now derive the range of emission cost values for which mode i is selected. For
a pair of transport modes i, i + 1 2 I, let ce

i,i+1 denote the value of the emission cost for
which the minimum average period costs are equal (C�i (c

e
i,i+1) = C�i+1(c

e
i,i+1)). We refer

to this value as the indifference emission cost for modes i and i + 1. For emission cost
values less than the indifference cost, C�i (c

e) < C�i+1(c
e) (and vice versa). This result

follows directly from the ordering of the modes in I. As a result, transport mode i is
the selected transport mode for ce 2 [ce

i�1,i , ce
i,i+1], where ce

0,1 = 0 and ce
M ,M+1 =1, for

i � 1, i, i + 1 2 I. For the model with a general demand distribution, ce
i,i+1 can only be

determined numerically. In the special case of our model in Section 2.4.3, a closed-form
expression is derived.

In ecological economics, marginal analysis is used to determine the effect of emission
regulation on emission abatement effort (Pindyck & Rubinfeld, 2008). In marginal anal-
ysis it is assumed that companies incur costs to reduce emissions and that these costs are
in general increasing in the emission reductions. If a carbon tax is set to a value of c̃e

per unit of emissions, all companies will reduce their emissions until the point where the
marginal cost of reduction is higher than the tax. It is then cheaper to pay the tax for
the remaining emissions than to decrease the emissions further. In our case the emission
reduction option is to switch to a less polluting mode. Hence, following the same logic,
if c̃e 2 [ce

i�1,i , ce
i,i+1], i.e. the actual emission price is higher than the cost increase (per

unit of emissions reduced) due to using mode i compared to mode i � 1, then transport
mode i is used.
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2.4.3 Special case: Normally distributed demand

To be able to derive closed-form expressions, we assume that demand follows a Normal
distribution. Let the pdf and the cdf of single-period demand be denoted by �(x), and
�(x), respectively. The minimum expected total cost for mode i and emission cost ce is
then:

C�i (c
e) =

p

li + 1�(r + hi)�(�
�1(�i)) + (ci + ceei)�. (2.6)

It holds that C�i (c
e) is increasing in v, �i , and �i , (using the fact that li is increasing in

�i) a direct application of the result of Proposition 2.4.1.
To be able to derive an explicit condition that specifies whether a mode is a preferred

mode or not and a closed-form expression for ce
i,i+1, we consider a model in which the

holding costs only depend on the unit cost of the product: h = hck, which is then equal
for all transport modes, as is �. We believe that this approximation is relatively accurate
because the impact of ce on the holding costs is relatively low, especially for high k values.
The minimum expected total cost is then:

C�i (c
e) =

p

li + 1�(r + h)�(��1(�)) + (ci + ceei)�, (2.7)

where � := r
r+h

. In the next lemma we formally derive a condition mode i2 2 I must
meet to be preferred:

LEMMA 2.4.2. Consider transport modes i1, i2, i3 2 I such that C�i1,0 � C�i2,0 � C�i3,0, and
ei1 � ei2 � ei3 .
a) If ei2 > ēi2(i1, i3), then transport mode i2 is not selected for any ce � 0

(C�i2(c
e)>minfC�i1(c

e), C�i3(c
e)g),

b) If ei2 � ēi2(i1, i3), then C�i2(c
e) =minfC�i1(c

e), C�i2(c
e), C�i3(c

e)g for ce 2 [ce
i1,i2

, ce
i2,i3
],

where

ēi2(i1, i3) = ei1 + (ei3 � ei1)
C�i2,0 � C�i1,0

C�i3,0 � C�i1,0

. (2.8)

PROOF. Proof in Appendix A.1.

The interpretation of this lemma is that mode i2 needs to outperform the convex
combination of modes i1 and i3 in terms of ei and C�i,0. As a result, the modes in I, in
terms of ei and C�i,0, form a convex hull. The following corollary states the necessary and
sufficient condition for mode i to be preferred (follows from Lemma 2.4.2 b).

COROLLARY 2.4.3. If transport mode i2 is a preferred transport mode (i2 2 I), then
ei2 � ēi2(i1, i3) for all i1 < i2 < i3 and i1, i3 2 I. Transport mode i2 is selected for
ce 2 [ce

i2�1,i2
, ce

i2,i2+1], where ce
0,1 = 0 and ce

M ,M+1 =1.

Example To illustrate the effect of the two conditions, we introduce the following set
of modes available to ship the product: I = f1,2, 3,4, 5,6g. The unit emissions and
minimum expected total cost for each of the modes is given in Table 2.2. To determine
which modes are selected for at least one value of the emission cost, we first check if
the modes are efficient. The modes are already ordered in decreasing emissions and
increasing costs which facilitates comparison.

As mode 3 has higher unit emissions and higher minimum expected total costs com-
pared to mode 4, it is not efficient. Since mode 1 minimizes the minimum expected total
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TABLE 2.2: Per mode the unit emissions and minimum expected total cost (for ce = 0)

Mode i 1 2 3 4 5 6
ei 0.95 0.80 0.60 0.55 0.25 0.10

C�i,0 50 90 105 103 217 284

FIGURE 2.1: Graphical display of the efficiency condition

costs for ce = 0, we know that it is selected for at least one value of ce. Moreover, since
mode 6 minimizes the unit emissions we know that it is selected for at least one value,
i.e. ce =1. In Figure 2.1 it is seen that mode 3 is not efficient as it is more polluting and
results in higher costs than mode 4.

Let us refer to modes that meet the condition in Corollary 2.4.3, and are as a result
selected for at least one value of ce, as superefficient. Then, it has already been estab-
lished that mode 1 and 6 are superefficient. What remains to determine is if mode 2,4,
and 5 are. The threshold value of Equation (2.8) is calculated for all pairs of modes and
the values are displayed in Table 2.3. Only if ei is less than the threshold values of all
pairs, then that mode is superefficient. Mode 2 is not superefficient because the threshold
values of (1,4), and (1,5) are less than e2.

TABLE 2.3: Threshold values on unit emissions to determine superefficiency of modes
2,4, and 5

Mode i ēi(1, 4) ēi(1,5) ēi(1, 6) ēi(2, 5) ēi(2,6) ēi(4, 6)
2 0.65 0.78 0.80
4 0.73 0.76 0.74 0.75
5 0.34 0.34 0.27
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In Figure 2.2 these selections are displayed graphically. The threshold value that
establishes superefficiency implies graphically that if mode i is efficient then it should be
below the convex combination of all other modes. As a result, superefficient modes form
a convex set on the unit emission minimum expected total costs graph.

FIGURE 2.2: Graphical display of the superefficiency condition

Impact of product parameters Consider modes i, i+ 1 2 I (hence ei � ei+1 and C�i,0 �
C�i+1,0), then the closed form expression for the indifference cost ce

i,i+1 is:

ce
i,i+1 =

�

ci � ci+1 �
�

�
(
p

Li+1 + 1�
p

li + 1)(r + h)R
�

(ei+1 � ei)
�1, (2.9)

where R= �(��1(�)). Below we investigate the effect of parameters on ce
i,i+1. A parame-

ter can be increased or decreased up to the point where C�i,0 = C�i+1,0. To obtain insight in
the effect of parameters, we neglect the constant emission factor and minimum density.
Rewriting Equation (2.9) in terms of product and mode parameters yields:

ce
i,i+1 =

0

@t i � t i+1 �
1

v�

�

�

�i+1 � �i
p

d�i+1 + 1+
p

d�i + 1
(r + h)R

1

A (bi+1 � bi)
�1,

where li = �i � d and �i > 0 and we have used
p

a�
p

b = a�bp
a+
p

b
. The effects described

below hold when Li+1 > li (�i+1 > �i), when Li+1 < li the effects change accordingly.
Note that both the numerator and the denominator are negative.
Distance The indifference emission cost is decreasing in �. This implies that for larger
distances cleaner modes are selected, because the inventory holding and penalty costs
are balanced by lower transport and emission costs.
Weight An increase of the weight (volume or density) has a similar effect on ce

i,i+1. So
heavier products are shipped with cleaner modes. The reason is that the share of total
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costs due to penalty and holding costs decreases and hence favoring mode i+ 1.
Unit cost The indifference emission cost is increasing in unit cost k. For more expensive
products, faster and more polluting modes are used. The reason is that the share of
holding and penalty costs increases and hence favoring mode i with a shorter lead time.
Demand variability When demand variability increases, the indifference emission cost
increases. When demand variability is high a faster (and more polluting) mode is selected
to cope with the uncertainty.
Penalty cost We have observed that the indifference emission cost is increasing in p. So
when it is important that products are available when they are requested, a faster mode
is selected.

2.5 Numerical study

In this section we conduct a numerical study to gain managerial insights from the trans-
port mode selection problem. In Section 2.5.1 we illustrate the emission calculations for
one particular vehicle/vessel for each of the four transport mode types for a test bed.
Next we analyze the effect of parameters on the solution to the transport mode selection
problem in Section 2.5.2. We analyze the impact of different types of emission regula-
tions for four specific products in Section 2.5.3.

2.5.1 NTM emission calculations

In this section we apply the NTM methodology (NTM, 2011) to determine the unit carbon
emissions for our numerical study. The NTM method specifies emissions for four transport
types: air, road, rail, and water, which are described in detail in Appendix A.2. We only
consider single-mode transportation (terminal to terminal).

Let air, road, rail, and water transport be denoted by subscript 1, 2, 3, and 4, re-
spectively. Table 2.4 presents for each modality the load factor, maximum capacity of the
vehicle and the distance. Distance is expressed as a function of the road distance denoted
by �. Note that for rail and water transport the maximum capacity includes the weight
of the train/vessel.

TABLE 2.4: Transport parameter values

Modality Load factor Maximum capacity (tonne) Distance
Air 80% 29 �1 = 0.8�
Road 70% 26 �2 = �
Rail 50% 1000 �3 = �
Water 50% 3840 �4 = 1.2�

The corresponding unit emissions, as a function of v,�, and d (in kg CO2) are then:

e1 � v maxf167,�g (1.783 � 10�1 + 5.295� � 10�4),
e2 � v maxf250,�g (3.214 � 10�4 + 4.836� � 10�5),
e3 � v ��� 2.223� � 10�5,
e4 � v ��� 1.3904� � 10�5.

(2.10)
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For road transport, the constant emission factor corresponds with a part of the route that
is traveled on urban routes (for the remainder we assume motor way). From Equation
(2.10) follows that, for the vehicles selected and the assumptions made, e1 � e2 � e3 � e4
8v,�,� � 0, i.e. the modes in decreasing order of emissions are air, road, rail, and water.

We now apply these equations to a test bed consisting of realistic values. We specify
two parameter values, representing a low and high value: distance (800 and 3000 km),
density (100 and 1000 kg=m3) and volume (1 and 500 l) of the product. In total we
have 23 = 8 instances. Applying these values to Equation (2.10) yields the unit emissions
(in kg CO2) in Table 2.5. Observe that there are large differences in emissions and in the

TABLE 2.5: Unit emissions (in kg CO2) for each mode

� [km] � [kg=m3] v [l] e1 e2 e3 e4

800 100 1 0.101 0.010 0.002 0.001
800 100 500 50.259 4.876 0.889 0.556
800 1000 1 0.602 0.039 0.018 0.011
800 1000 500 300.950 19.504 8.892 5.562

3000 100 1 0.295 0.036 0.007 0.004
3000 100 500 147.528 18.174 3.335 2.086
3000 1000 1 1.767 0.145 0.067 0.042
3000 1000 500 883.400 72.697 33.345 20.856

ratio of the emissions of two modes. For air and road, it is in the range 8-15, for road
and rail 2-5, and for rail and water always 1.6. The ratio of air and water emissions is at
most 100. The reason that the ratios differ are the constant emission factor and minimum
density, for air and road transport. Hence, the ratio is highest for the small distance and
low density (and smallest for the large distance and high density) instance. Table 2.5
also shows that the unit emissions can be as high as 883 kg CO2 per unit shipped. If the
carbon price is e 15 /tonne, the costs increase with up to e 15 � 0.883 = e 13.25 per
unit, which can be a large part of the total costs depending on the value of the product.

2.5.2 Results of the transport mode selection problem

In this section we describe the effect of parameters on the indifference emission cost. We
assume that demand follows a Normal Distribution to allow for fast calculation times.
We assume that l1 is fixed at one day and that l2, l3 and l4 depend on the distance; the
speed is 400, 240, and 160 km per day for road, rail and water, respectively. We select
the test bed of Section 2.5.1 and we specify in addition the following parameter values:
� = 10, � = 2, l1 = 1, l2 =

�

400
, l3 =

�

240
, l4 =

1.2�
160

, t1 = 3.125 � 10�5, t2 = 1.250 � 10�5,

t3 = 1.000�10�5, t4 = 7.500�10�6, hc =
0.25
300

, and r = 10hck. We believe that these values
are a good representation of reality. We have selected two values of k that yield different
results. For small values of k, water transport is the only preferred mode; therefore, we
have selected two large values of k (2000 and 9000).

For our set of assumptions water transport is always a preferred mode but it may
only be selected for very large values of ce. In total, the test bed consists of 16 instances
and the indifference emission cost (ce

i,i+1 in e /tonne CO2) is determined numerically for
the instances; the results are in Table 2.6. Instances 10 and 14 contain the indifference
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emission cost between air and rail transport (ce
1,3), indicated by 11� and 10�, respectively,

because road transport is not efficient in those instances. In line with the effects described

TABLE 2.6: Indifference emission costs in e /tonne CO2

k � [km] � [kg=m3] v [l] ce
1,2 ce

2,3 ce
3,4

2,000 800 100 1 2,091 26,079 507,780
2,000 800 100 500 0 0 896
2,000 800 1,000 1 321 9,784 50,670
2,000 800 1,000 500 0 0 0
2,000 3,000 100 1 3,469 15,111 281,594
2,000 3,000 100 500 0 0 444
2,000 3,000 1,000 1 533 5,685 28,052
2,000 3,000 1,000 500 0 0 0
9,000 800 100 1 9,441 118,102 2,285,429
9,000 800 100 500 11* - 4,452
9,000 800 1,000 1 1,507 44,357 228,435
9,000 800 1,000 500 0 0 338
9,000 3,000 100 1 15,649 68,751 1,267,591
9,000 3,000 100 500 10* - 2,416
9,000 3,000 1,000 1 2,476 25,914 126,652
9,000 3,000 1,000 500 0 0 134

in Section 2.4, the indifference emission cost is decreasing in v,�, and �, and increasing
in k. For air and road transport ce

1,2 is increasing in �, because air transport is more
attractive for large distances (l1 = 1 and the constant emission factor A1 is significant).

We next examine the effect of several parameters on the indifference emission costs
graphically. The same parameter values are used as before, except for the following:
k = 5000, v = 100 l, � = 500, and � = 1200.

Figure 2.3 shows how the indifference emission costs change as a function of prod-
uct volume. We see from this graph that air transport is only selected for low volume
products. If the volume is 118 l or more, it is never selected (because C�1,0 > C�2,0). Road
transport is never selected for v � 450 l. Recall that the distance between ce

i�1,i and
ce

i,i+1 indicates the range of ce for which mode i is selected for volume v. If this range is
large for a particular value, then this implies that the selected mode is relatively robust
to changes in ce. This result also has a practical implication for companies: the volume of
the packaged product is something that companies can change relatively easy. A decrease
in the volume of the packaged product leads to a cost reduction, because both the unit
transportation costs and the (allocated) emissions decrease.

Similarly, Figure 2.4 represents for combinations of the distance and the emission cost
which transport mode is selected. In general, it holds that the indifference emission cost
for two modes is decreasing in the distance. Please note that the indifference cost for rail
and water transport continues to increase as the distance goes to 0. For road transport we
assume a fixed emission factor representing travel through urban areas and this causes
the non-monotonic shape of the indifference curve between road and rail transport. This
implies that for larger distances rail and water transport are selected for smaller of the
emission cost. Air transport is a preferred mode for � � 860 and selected for very small
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FIGURE 2.3: The preferred transport mode for combinations of product volume and the
emission cost

values of ce. This is caused by the fact that the lead time for road transport increases in
� (and is constant for air) making the holding and penalty costs for road transport large
enough to compensate for lower transport costs. The value of ce

1,2 remains small due to
large unit emissions for air transport.

FIGURE 2.4: The preferred transport mode for combinations of the distance and the
emission cost
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The emission indifference cost as a function of density is given by Figure 2.5. In gen-
eral, the indifference emission cost is monotonically decreasing in the density. We assume
a minimum density for products shipped by air and road transport to account for the fact
that shipping a large but light product increases unit emissions (due to a lower overall
load factor). As a result for small values of the density an increase does not increase
the unit transport costs and unit emissions. This fact explains the constant indifference
emission cost for air and road transport (for � � 167) and that the indifference emission
cost for road and rail transport is increasing for � � 250. Air transport is a preferred
mode for low values of the density (up to 585 kg=m3) and selected for small values of
the emission cost.

FIGURE 2.5: The preferred transport mode for combinations of product density and the
emission cost

2.5.3 Impact of emission regulation

In this section we investigate the impact of emission regulation on four particular prod-
ucts. We consider two low-volume products (v = 6.4 � 10�3): Sugar (k = e 1, and
� = 1586), Gold (a gold bar) (k = e 9635, and � = 19320), and two high-volume
products (v = 3.375 � 10�1): Insulation material (k = e 12.50, and � = 141), and a
(high-end) Television (k = e 4000, and � = 146). We take the same parameter values
as before and � = 1200. Two products have low value-density ( k

�
) and the other two

have high value-density, one of each with low volume and one with high volume. In Ta-
ble 2.7 we present the minimum expected total costs when ce = 0 and the unit emissions
for each product and mode. Only for Gold and Television an emission cost may lead to
reduced emissions and the costs at which switches occur are presented in Table 2.8. and
the indifference emission cost value for pairs of modes.

In the absence of emission regulation the selected transport modes are water, road,
water, and air, for Sugar, Gold, Insulation, and Television, respectively. Note that for both
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TABLE 2.7: The total costs and unit emissions for the four products and modes

Product C�1,0 C�2,0 C�3,0 C�4,0 e1 e2 e3 e4

Sugar 3.05 1.53 1.23 1.11 0.0083 0.0006 0.0003 0.0002
Gold 77.98 76.36 85.64 104.75 0.1006 0.0072 0.0033 0.0021
Insulation 16.97 12.74 5.81 5.26 0.0459 0.0049 0.0013 0.0008
Television 33.88 36.66 35.30 43.27 0.0459 0.0049 0.0013 0.0008

TABLE 2.8: Transport mode switches and the indifference emission cost (in e /tonne)

Product Switch Emission cost
Gold Road to Rail 237
Gold Rail to Water 1547
TV Air to Rail 4
TV Rail to Water 1617

Sugar and Insulation no emission reductions are possible by switching transport modes,
since water transport minimizes unit emissions. Other emission reduction options have to
be explored for those products if emissions need to be reduced. The minimum expected
total costs strictly increase in the emission cost, as specified by Proposition 2.4.1. For
Gold and Television, the higher transport cost of road and air transport is balanced by
lower inventory and penalty costs. For Gold the emissions can be reduced by 54% when
a switch is made to rail transport and by 71% when a switch is made to water transport.
For Television the reductions are much higher since air transport is the selected mode
when ce = 0, 97% and 98% for rail and water, respectively.

We conclude this section with an analysis of the selected transport mode for each
of the four products for several emission regulation alternatives. First, consider that
transport is included in the existing emissions trading scheme and that an emission price
of e 15 per tonne applies. Since its introduction the price of a carbon allowance has
varied between e 0 and e 30 per tonne of CO2 (European Carbon Exchange, 2011). This
would imply that only for Television a switch would be made (from air to rail transport),
which leads to a significant emission reduction of 97%.

Second, if a carbon tax would apply its value can be much higher than e 15 per
tonne. Note that the tax should be e 237 per tonne to realize emission reductions for
Gold. One essential difference between an emissions trading scheme and carbon tax is
that a certain amount of allowances may be obtained for free, thereby effectively reducing
the carbon cost per unit. Moreover, in an emissions trading scheme the price is uncertain
and changes over time.

Third, if a cap would be applied, either voluntarily or by regulation, then emissions
reductions are realized for Gold and Television. If the target was to reduce emissions up
to 54%, then rail transport would be selected for Gold and for a target between 54 and
71%, water transport would be selected. The costs increase by 41 and 79%, respectively.
For Television a target below 97% would result in 5% cost increase. And a target of 98%
emission reduction, would result in 67% cost increase. Observe that a decreasing rate of
return applies in decreasing emissions, i.e. it is increasingly expensive.
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For these four products the emission reduction potentials are very different. For two
products no reductions can be realized, for one medium reductions and for one very
large reductions. If a company would produce these four products and set an emission
cap for the joint emissions, then emissions can be reduced by 93%, at a 32% cost increase.
Setting a constraint for a group of items allows the decision maker to reduce emissions
substantially where it is cheap, this is called the portfolio effect.

2.6 Conclusion

In this chapter we have analyzed the effect of different types of (self-imposed) emis-
sion regulation on a stochastic transport mode selection problem in terms of cost and
emissions of the solution. We derived conditions that determine whether a transport is
selected for any value of the emission cost. Moreover, we determine which modes are
preferred and for which range of the emission cost, given distance, cost and product char-
acteristics, they are selected. The value of the emission cost for which a switch occurs to
a different mode corresponds with the marginal cost of emission reduction.

Our numerical results show that the impact of emission related charges is small: the
emission related charges or the values of one or more of the parameters (weight, distance
or unit cost) needs to be extremely high in order for a decision maker to select a different
transportation mode. So, adding emission costs leads rarely to a change in the selected
transport mode. This in turn implies that water transport is the selected mode for many
products in absence of emission regulations.

In this chapter we have only considered the emissions from transportation for a given
origin and destination and observed that emission reductions can be realized. Taking the
life cycle analysis view of a single product, e.g. sugar, can additionally result in emission
reductions. In some cases sourcing a product non-locally may result in lower emissions if
the production emissions are significantly lower. In other cases total emissions increase.
In Chapter 5 we analyze the impact of emission regulation on the sourcing decision.

Although we believe that the observation that a large emission cost is required to
enforce transport mode switches holds in reality, some moderating effects are present in
real life. In our numerical study we only consider ‘pure’ modes and therefore ignore the
road transport to and from rail terminals, harbors, or airports (intermodal transport). As
a result, unit emissions increase for theses modes and a smaller emission cost is required
to result in a modal switch. As a result, unit transport costs also increase if intermodal
transport is considered, making it despite lower emissions (slightly) more expensive.

Another conclusion from our numerical study is that water transport, e.g. inland
water or short-sea, is the most cost-effective solution for many cases. In reality, this may
not be the preferred mode however. This is partially caused by the availability of ports
and waterways, which may make it too expensive. Moreover, a modal shift requires re-
optimization of the inventory levels, as described in this chapter. If companies fail to
that, then out-of-stock situations occur more frequently and may last longer, resulting in
additional costs.

In the case of an emission cap, emission reductions are possible but sometimes at
a large cost increase. If the company ships a heterogenous set of products, in terms of
value, density, and volume, then setting an overall cap may lead to emission reductions
at smaller cost increases. We explore this effect next in Chapter 3.
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3
JOINT PRICING AND EMISSION TRANSPORT

MODE SELECTION PROBLEM

3.1 Introduction

In this chapter, we consider a company that is committed to reducing emissions from
outsourced transport with a self-imposed emission target for the transport emissions for
shipments to customers. The profit-maximizing company is determining the sales price
and the transport mode for each customer subject to an emission constraint for transport
to all customers, where demand is price-dependent. Observe that by optimizing the price,
the company influences the demand for different products in such a way that the overall
emission target is met. The assignment of transport modes to customers is typically a
tactical decision, we therefore determine which mode maximizes the profit, based on the
average demand figures. The logistics cost consists of a transport cost and a holding cost
for the pipeline stock. We develop a solution procedure using Lagrange relaxation. We
note that our method is also applicable in a situation in which the unit transport cost is
a linear function of the emissions, allowing for the inclusion of a carbon cost, e.g. when
transport prices increase as a consequence of emission regulation at the logistics service
providers. We decompose the multi-product problem into a number of single-product
problems that are solved separately. In this research we answer the following question:

How can the transport mode selection and sales prices jointly be optimized to meet an emis-
sion target efficiently for a group of customers?

We are specifically interested in the portfolio effect, i.e. to compensate costly emission
reductions on one lane with less costly reductions on another lane to achieve emission
reductions at an overall lower cost, so we additionally investigate:

What is the advantage of setting an emission constraint for a group of items?

We illustrate our solution procedure by a case study based on data from a business
unit of Cargill, an international producer and marketer of food, agricultural, financial
and industrial products and services. We use data from 3PLs on transport cost and lead
time, and we use price information given to us by Cargill.
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The main contribution of this research is threefold: First, we develop a model to
achieve an overall emission target by optimizing transport modes and prices of products
simultaneously. Secondly, we develop a solution procedure that takes into account an
overall emission constraint for shipments to a group of customers. This allows us to exploit
the portfolio effect, which implies that emissions are reduced on lanes for which this is
less costly. The portfolio effect enables that a certain emission target is met at a higher
profit level compared to a situation with the same reduction target for each product. Our
model with Lagrangian relaxation allows us to make conclusions about the price level
required to obtain certain emission reduction levels. Lastly, we apply our analysis to a
real-life case study and we develop several managerial insights.

This chapter is organized in the following structure. In Section 3.2 we position our
work in the existing body of literature. The model and underlying assumptions are pre-
sented in Section 3.3. In Section 3.4 the analysis of the model is described. In Section
3.5, we apply the analysis to a real-life case study. We end with the conclusion in Section
3.6.

3.2 Related literature

The transport mode selection decision has been studied mainly in the fields of Transport
and Inventory Management. Within the transportation literature many articles incorpo-
rating emissions can be found. The impact of transport emission regulation in Europe on
transport costs is investigated in several articles. Abrell (2010) uses an economic general
equilibrium model to determine the impact of several regulation scenarios on the welfare
of individual (EU and non-EU) countries. He finds that exempting transport from emis-
sion regulation and shifting the reduction burden to other sectors leads to the smallest
welfare reduction. Scheelhaase et al. (2010) investigate the impact of the inclusion of
aviation in the EU ETS on the competition of EU based and non-EU based airlines. They
find that non-EU based airlines gain competitive advantage over EU based airlines. In
Cadarso et al. (2010), a method is developed to measure emissions from international
freight transport and to allocate emissions based on consumer responsibility. According
to the consumer responsibility principle, emissions are allocated to the country in which
goods are consumed, even when it is produced elsewhere. These models that study the
impact of transport emission regulation have in general a high aggregation level and as
a result, do not explicitly model the decisions made by the producer(s).

Another field in the transportation literature is the transport mode selection litera-
ture, which is closely related to our work. In this field, the focus is a producer for which
several available transport modes are compared based on several attributes, ranging from
cost to lead time and accuracy, to derive which performs best in minimizing total logis-
tics costs. A literature review is of this field is given by Tyworth (1991). Also within this
field the transport emissions have been taken into account. In Blauwens et al. (2006) the
effectiveness of policy measures that aim at moving away from road transport, because
of congestion, to other transport modes is investigated. They take the perspective of a
policy maker and investigate what policy is preferred, whereas we focus on a producer
that aims at reducing its transport emissions. Two articles that study the transport mode
selection decision including emissions for a specific case study without constructing a
general model are Cholette & Venkat (2009) and Leal Jr. & D’Agosto (2011). Cholette &



3.3 MODEL DESCRIPTION 43

Venkat (2009) determine for a wine supply chain the emissions from transport and ware-
housing and investigate the impact of different supply chain designs, including transport
modes. Several delivery options are considered and evaluated in terms of costs and emis-
sions. One of their findings is that the transport mode has a large impact on the total
emissions of the supply chain. Leal Jr. & D’Agosto (2011) consider the modal choice
decision while taking into account socio-environmental considerations for the case of
shipping bio-ethanol for a fixed origin-destination.

Within inventory management (or supply chain management) environmental impacts
have been internalized by the works in the green supply chain management literature.
Articles in this field deal with how much to produce or order from one or more sources
taking into account environmental impacts, which can range from (carbon) emissions to
waste. Several extensive review articles in this field are presented in Section 2.2.

The field of models within Inventory Management that specifically take into account
carbon emissions, as we do, is rapidly expanding. One of the earlier works in this field
that takes into account emissions is Penkuhn et al. (1997), which develops a production
planning model for the process industry, taking into account environmental constraints.
In Hua et al. (2011) the order quantity decision is reexamined, taking into account that
emissions from transport are subject to an emissions trading scheme. Our model con-
siders a more complex setting with multiple products and transport modes and an over-
all emission constraint. We assume, moreover, that transport is outsourced for which
variable emissions and order/transport costs are more appropriate. Yalabik & Fairchild
(2011) determine how much to invest in abatement of production emissions under emis-
sion regulation, also in the presence of a competitor offering an identical product. In
Hoen et al. (2011), a stochastic inventory model is extended to incorporate transport
emissions. The transport mode and order-up-to level are jointly optimized in a single
product setting, for a company subject to alternative emission regulations for transport.
To the best of our knowledge, we are the first to consider a voluntary emission target for
a group of items for which transport modes, from possibly more than two available, need
to be selected.

To the best of our knowledge, we are the first to model the transport mode selection
decision in a multi-item setting, including a a pricing problem, and in which transport
emissions are bound by a constraint. Further, we focus on the producer and we develop
a formal model that takes into account cost and emissions from transport.

3.3 Model description

We study a producer that ships products to customers. The producer wants to reduce the
emissions related to transport of the products by shifting to less polluting transport modes
and requests logistics service providers to provide per customer (origin-destination pair)
the tonne-kilometer transport costs, the distance and lead time for several (intermodal)
transport modes. The problem to solve is which transport mode to use for shipments to
each of the customers to meet a predetermined emission target for all customers together
while maximizing the profit. We assume that the company can determine which transport
mode to use for all shipments to a customer. This assumption corresponds with a situation
in which the producer agrees with the customer a service level regarding the delivery of
products. If agreements are made regarding the timing of the delivery, the producer has
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the freedom to determine how the products are actually shipped to the customer.
The sales price offered to a customer includes the cost for transportation, hence the

sales price can vary from customer to customer and can change when transport costs
increase. We model demand as being deterministic, which resembles a monopolistic
environment, and depends linearly on the sales price. Moreover, we assume that the
demand function is corrected for the impact of production emissions on demand. In line
with our focus on the tactical decision level for given demand figures and lead times, the
mode choice does not affect the delivery times of the goods at the customer’s location, as
the production schedule is adjusted accordingly.

We assume that the transport activity is outsourced and executed by a Third Party Lo-
gistics Provider or a carrier. If transport would be executed by company-owned vehicles,
a modal shift may in fact be a capital investment decision. Moreover, in that case utiliza-
tion of vehicles is very important and few transport alternatives may exist. So, reducing
emissions by shifting company-owned transport modes is not likely to be the most cost-
efficient alternative. The company indicates per customer a maximum allowed transport
time which indirectly determines the transport mode to use. The assumption that trans-
port is outsourced has implications for our cost function and emissions structure: we only
consider a variable component per unit shipped.

We assume that the producer voluntarily imposes a constraint on the emissions for
the group of products, even if the transport emissions of the producer are not regulated.
Self-imposed targets have been observed in practice and have been investigated by Reid
& Toffel (2009) and Short & Toffel (2010). Companies may expect additional benefits by
disclosing their emission targets and moving beyond environmental regulation, such as
increased valuation of the firm or customer value, as studied by among others Klassen &
McLaughlin (1996), Reinhardt (1999), Dowell et al. (2000), and Jacobs et al. (2010).

Table 3.1 provides the relevant notation of this chapter. Let J = f1,2, . . . , ng ( j 2 J)
denote the set of customers to which units are to be shipped. In the remainder of this
article we use the term “product” to refer to a combination of a customer (location) and
a product type. Note that the model allows for multiple production locations but each
product is supplied to a customer from one production location. For each unit of product
j produced the company incurs a unit cost, which is denoted by k j (k j � 0). Note that
this unit cost includes the direct labor and material cost incurred to manufacture one
item. The weight of one unit of product j is denoted by w j (w j > 0).

Let I = f1,2, . . . , mg (i 2 I) denote the set of available transport modes. Please note
that unless a truck is used to execute the transport, or the origin and destination are
located near terminals, a combination of transport modes is required: intermodal rail or
water transport. If it is undesirable that a particular mode is used for a customer, e.g.
due to restrictions of the transportation network or the lead time, then the transport cost
is set to infinite.

For each unit of product j shipped with transport mode i a transportation cost is
incurred which is denoted by ci, j . The transportation cost is a function of a cost factor
t i (t i � 0), expressed as a monetary unit per ton of cargo shipped over 1 kilometer
(e.g. e /ton km), the traveled distance and the lead time. The distance traveled for
product j depends also on the transport mode used, and is denoted by �i, j (�i, j � 0).
The deterministic lead time of product j and transport mode i is denoted by li, j (li, j � 0).
The lead time is determined by the 3PL and includes waiting times between the different
legs of a trip. The unit transportation cost associated with product j and mode i is then:
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TABLE 3.1: Relevant notation

ai Unit fixed emission factor mode i
bi Unit variable emission factor mode i
� Emission constraint
ci, j Unit transport cost mode i, product j
�i, j Distance mode i, product j
D̂ j Maximum demand product j
� j Demand sensitivity wrt price product j
ei, j Unit emissions mode i, product j
hc Holding cost rate
h j Pipeline inventory holding cost product j
k j Unit cost product j
� Lagrange parameter
li, j Lead time mode i, product j
pi, j Sales price mode i, product j
t i Transport cost factor per tonne km mode i
ui, j Total logistics costs mode i per unit product j
w j Weight of product j
x i, j Indicator variable mode i is selected for product j

ci, j = t i�i, jw j . We assume that the products are paid for by the customer when they are
delivered. Hence, one unit of product j in transit corresponds with an opportunity cost
of value k j . Let h j = hck j denote the holding cost associated with product j, where hc
(hc � 0) denotes the opportunity cost (or holding cost) rate for the items in transit. The
logistics cost associated with using transport mode i for one unit of product j are then:
ui, j := ci, j + h j li, j . Note that the parameters values of intermodal transport represent a
weighted average for the total distance.

The emissions associated with transporting one unit of product j with mode i are
denoted by ei, j . We approximate ei, j with the following structure, which is based on
emission measurement methodologies, e.g. NTM (2011):

ei, j = w j(ai + bi�i, j),

where ai and bi are mode-specific emission constants. The fixed emission factor ai
(ai � 0) is associated with the emissions generated during the beginning and end of a
trip (most notably for air transport) and the variable emission factor bi (bi > 0) denotes
the emissions generated per kilometer traveled. Both values are expressed per weight
unit, e.g. kg, of load transported. Several methodologies are available to estimate the
emission factors, such as Defra (2010) and NTM (2011).

In the remainder of this section we describe our problem formulation, in Section
3.3.1, and the Lagrangian relaxation of the problem formulation, in Section 3.3.2.

3.3.1 Problem formulation

We assume that the company sets the price and observes demand. Let pi, j denote the
sales price of product j when mode i is used and the demand (per time unit) is de-
noted by d j(pi, j). Note that the sales price would differ when a different mode with its
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corresponding cost is used for product j. We use an additive demand function:

d j(pi, j) = D̂ j � � j pi, j ,

where D̂ j (D̂ j � 0) corresponds with the maximum demand and � j (� j � 0) denotes
the sensitivity of demand for product j to the sales price. To ensure that a nonnegative

quantity is sold we restrict pi, j: pi, j �
D̂ j

� j
.

The objective function is the profit per time unit which is denoted by �i, j(pi, j), for
product j and mode i, and is determined by the profit per unit (pi, j � (ui, j + k j)) and the
quantity sold (d j(pi, j)):

�i, j(pi, j) = � j

�

�p2
i, j + pi, j

�

ui, j + k j +
D̂ j

� j

��

� D̂ j(ui, j + k j). (3.1)

Observe that the profit associated with mode i and product j is quadratic in the sales
price pi, j .

The total emissions per time unit (denoted by �i, j(pi, j)), for product j and mode i,
are determined by the unit emissions (ei, j) and the quantity sold (d j(pi, j)):

�i, j(pi, j) = ei, j(D̂ j � � j pi, j). (3.2)

The total emissions are linear decreasing in the sales price pi, j .
We conclude this section with the definition of Problem (P) in which one transport

mode is selected for each product and the sales price is set to maximize profit under an
overall emission constraint. The maximum allowed amount of overall carbon emissions
is denoted by � (� > 0). Let x i, j (x i, j 2 f0, 1g) denote whether mode i is used for
product j or not. In addition, this implies that when a positive quantity is sold for product
j, it is shipped with mode i. Further we define the vectors p j = (p1, j , p2, j , . . . , pm, j),
x j = (x1, j , x2, j , . . . , xm, j), for j 2 J and p= (p1, . . . ,pn), x= (x1, . . . ,xn).

(P) max
p2P,x2X

�(p,x) =
P

j2J

P

i2I
x i, j�i, j(pi, j)

subject to �(p,x) =
P

j2J

P

i2I
x i, j�i, j(pi, j)� � ,

where P= (P1, . . . ,Pn), X= (X1, . . . ,Xn), P j = fp j 2 Rmjpi, j �
D̂ j

� j
g, and

X j = fx j 2 Rmjx i, j 2 f0, 1g, 8i 2 I ,
P

i2I
x i, j = 1g for j 2 J . Note that �(p,x) and �(p,x)

are nonlinear, so it is a nonlinear problem. Note that by varying the emission target,
different solutions (in terms of average profit and total emissions) are obtained.

Special case: Cost-minimization model If the sales price and quantity are fixed for all
products (on the medium-long term), then the problem reduces to selecting the mode for
each product that minimizes costs given the overall emission constraint. Let d j denote
the sales quantity for product j, which is independent of the mode used. The revenue
for product j is then fixed and the only costs that are impacted by the transport mode
decision are the logistics cost. Hence, the objective function is the total costs per time
unit, denoted by Ci, j for product j and mode i:

Ci, j = d j � ui, j (3.3)
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and the corresponding emissions are �i, j = d jei, j . The problem formulation in the cost-
minimization model follows directly from Equation (3.3) and Problem (P).

3.3.2 Lagrangian relaxation

Problem (P) is a special type of a knapsack problem, an assignment problem, i.e. for
each product one transport mode is assigned (Fisher, 1981). We decompose this problem
into multiple single-product problems by Lagrange relaxation. In Lagrange relaxation, a
penalty cost is introduced for violation of the constraint. The Lagrangian function for
Problem (P) is defined as

L(p,x,�) =
X

j2J

 

X

i2I

x i, j�i, j(pi, j)

!

��

0

@

X

j2J

 

X

i2I

x i, j�i, j(pi, j)

!

� �

1

A , (3.4)

where � � 0 is the Lagrange multiplier. As � increases, it reduces the emissions by
charging a higher penalty. Since the profit and emission function are separable in j as
are the implicit constraints ((p,x) 2 (P,X)), the Lagrangian is also. Hence, we rewrite
the Lagrangian as:

L(p,x,�) =
X

j2J

L j(p j ,x j ,�) +�� , (3.5)

where
L j(p j ,x j ,�) =

X

i2I

x i, j�i, j(pi, j)��
X

i2I

x i, j�i, j(pi, j) (3.6)

is the decentralized Lagrangian for product j. Note that the Lagrangians are only con-
nected by a single multiplier � of the emission constraint.

For a given value of � let (p�j (�),x
�
j (�)) denote the solution that maximizes the decen-

tralized Lagrangian of product j over (p j ,x j) 2 (P j ,X j). Then the solution (p�(�),x�(�)),
where p�(�) = (p�1(�), . . . ,p�m(�)) and x�(�) = (x�1(�), . . . ,x�m(�)) maximizes the La-
grangian over (p,x) 2 (P,X) for that value of �.

If � = �(p�(�),x�(�)), then, by the Everett result (Everett, 1963), (p�(�),x�(�)) is the
optimal solution to Problem (P) and the constraint will be met with equality. By varying,
the value of � we obtain different optimal solutions to problem (P) for specific values of
� . It follows from Theorem 1 in Fox (1966) that these solutions are efficient solutions
for the multi-criteria problem (Q) (without constraints):

(Q) max
p2P,x2X

�(p,x)

min
p2P,x2X

�(p,x).

The decentralized Lagrangian can be separated further in mode i, because it is sepa-
rable and only connected by the implicit constraint ((p j ,x j) 2 (P j ,X j)). We denote this
function by Li, j(pi, j ,�): Li, j(pi, j ,�) = �i, j(pi, j)���i, j(pi, j). The decentralized Lagrangian
can then be rewritten as follows, which follows directly from Equation (3.6):

L j(p j ,x j ,�) =
X

i2I

x i, j Li, j(pi, j ,�). (3.7)
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Solving the Lagrangian relaxation of Problem (P), for a specific �, is then done in time
proportional to nm by evaluating max

i2I ,pi, j�
D̂ j
� j

Li, j(pi, j ,�) for each j and setting the associated

x i, j = 1 and the remaining x i, j to zero (Fisher, 1981).

3.4 Analysis

In this section we describe the solution procedure to determine the optimal solution of
the Lagrange relaxation of Problem (P). First, we describe the solution for a fixed value
of the emission penalty cost (�), in Section 3.4.1. For each of the products, we first solve
the pricing problem and then solve the assignment problem. The solutions for each of
the products straightforwardly determine the solution to the Lagrangian relaxation of
Problem (P). In Section 3.4.2, we vary the emission penalty cost and investigate the im-
pact on the profit and sales price and illustrate it with a two-product example. Lastly, we
describe in Section 3.4.3 how the product characteristics impact which mode is selected
and how the total set of available transport modes can be reduced to include only modes
that are selected for some range of the emission target.

3.4.1 The fixed emission cost problem

The pricing problem Function Li, j(pi, j ,�) is derived from Equation (3.1) and (3.2):

Li, j(pi, j ,�) = � j

�

�(pi, j)
2 + pi, j

�

zi, j(�) + k j +
D̂ j

� j

��

� D̂ j(zi, j(�) + k j), (3.8)

where zi, j(�) := ui, j+�ei, j which represents the logistics cost including emissions. For this
function it is easily observed that it can also represent a situation in which an emission
cost (�) applies to transport. We observe that Li, j(pi, j ,�) is concave in pi, j and linear in
�. Let p�i, j(�) maximize Li, j(pi, j ,�), then:

p�i, j(�) =minf 1
2

�

zi, j(�) + k j +
D̂ j

� j

�

,
D̂ j

� j
g,

d j(p�i, j(�)) =max
ƒ

1
2

�

D̂ j � � j(zi, j(�) + k j)
�

, 0
'

.
(3.9)

The optimal sales price (sales quantity) is increasing (decreasing) in �, h, k j , li, j , ci ,
�i, j , and w j . The optimal sales price and quantity are decreasing as a function of � j
and increasing as a function of D̂ j . The corresponding maximum value is denoted by
L�i, j(�) := Li, j(p�i, j(�),�).

L�i, j(�) =

(

1
4

�

� j(zi, j(�) + k j)2 � 2D̂ j(zi, j(�) + k j) +
D̂2

j

� j

�

if zi, j(�)�
D̂ j

� j
� k j ,

0 otherwise.
(3.10)

It is easily observed that L�i, j(�) is quadratically decreasing for zi, j(�) �
D̂ j

� j
� k j and

constant (at 0), otherwise. Thus, the decentralized Lagrangean is quadratic in �. From
the expressions, it can be seen that a tighter emission constraint, i.e. an increase of �,
results in an increase in the optimal price and a decrease in optimal demand, profit and
emissions. This is caused by the fact that an emission reduction for product j and mode
i is realized by selling less products at a higher price.
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The assignment problem We next describe the solution that maximizes the decentral-
ized Lagrangian of product j: determine the mode that maximizes L j(p j ,x j ,�) given the
value of � and the optimal sales prices p�j (�). For a given �, only the value of zi, j(�)
determines the differences in the values of L�i, j(�) for different modes of product j. This
implies that if the values of zi, j(�) for the two modes are equal, then we are indifferent
between selecting a product with lower logistics cost and higher emissions, and higher
logistics cost and lower emissions. We next present a result that states which mode is
selected for product j given the optimal sales price and Lagrange parameter �.

PROPOSITION 3.4.1. Consider product j 2 J and �� 0. Mode y maximizes the decentralized
Lagrangian, L�j (�) = L�y, j(�) and x y, j = 1 for y = argmin(zi, j(�) : i 2 I).

PROOF. Proof in Appendix B.1.

So, for product j the transport mode that minimizes total logistics cost including
emission cost is selected. It can be concluded from Proposition 3.4.1 that a mode is not
selected if another mode has both lower logistics cost and unit emissions. By simply com-
bining the selected mode and corresponding optimal sales price for each of the products,
one finds the solution to the Lagrangian relaxation of Problem (P).

We note that, allowing multiple modes to be used per product would not affect the
optimal solution compared to our model, because only one mode is selected for a given
value of �, as long as the demand is deterministic.

Special case: cost-minimization In the cost-minimization model the decentralized
Lagrangian follows from Equation (3.3) and (3.7):

L0j(x j ,�) =
X

i2I

x i, jd jzi, j(�).

Minimizing the decentralized Lagrangian over x j 2 X j is equivalent to selecting the mode
that minimizes zi, j(�) and the results for the profit-maximization model apply. For the
cost-minimization model, the Lagrangean is linearly decreasing in �.

3.4.2 The impact of the emission target

In this section we examine how the emission target impacts the optimal sales price and
profit. We measure the impact by changing the value of � (�� 0) on the optimal solution
for product j. For a sufficiently small range of � two possibilities exist when comparing
all solutions in that range of �: It contains a switch from one mode to another or not.
We therefore restrict our attention in this section to the modes (at most two) that are
selected for product j for the range of � considered. This is sufficient to derive structural
results on the optimal profit and sales price of product j.

Consider a certain range of � and let mode i1 be the mode that is selected for product
j for smaller values of �, within this range, and mode i2 is chosen for larger values of �.
Using the result of Proposition 3.4.1 it must then hold that ui1, j < ui2, j and ei1, j > ei2, j , for
i1, i2 2 I . This ensures, as was described in Chapter 2 that if mode i1 yields lower profits
than mode i2 for a certain emission cost value, then this also holds for all emission costs
larger than this value. As a result, 9�̃ � 0 such that zi1, j(�̃) = zi2, j(�̃), which implies that
mode i1 is selected for �� �̃ and mode i2 for �� �̃.
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The total emissions associated with d j(p�i, j(�)), mode i, and product j are denoted by
��i, j(�):

��i, j(�) =
1

2
ei, j

�

D̂ j � � j(ui, j +�ei, j + k j)
�

. (3.11)

It holds that for a given mode i the total emissions are linearly decreasing in �. Now let
��j (�) = �

�
i, j(�) when mode i is selected. The switch from mode i1 to i2 leads to a strict

decrease of emissions (��i1, j(�̃) > �
�
i2, j(�̃)), which can be observed from Equation (3.11)

and the fact that ei1, j > ei2, j . So for product j the total emissions are piecewise linearly
decreasing at a decreasing rate. This implies that not for every value of the emissions � j ,
say , there exists a value of � such that = ��j (�).

The optimal sales price for product j and mode i, as given in Equation (3.9), can
be rewritten as a function of the optimal emissions (��i, j) denoted by  (by inserting
�= (��i j)

�1()):

p�i, j() = D̂ j �


ei, j
.

It follows that for a given product and mode, p�i, j is linearly decreasing in  (increasing in
emission reductions), i.e. the price is highest when the emissions are 0. This implies that
the rate of increase is increasing when switching from mode i1 to i2, since ei1, j > ei2, j .
Moreover p�i1, j(�̃) = p�i2, j(�̃), i.e. the price increases continuously.

The realized profit associated with p�i, j(�), mode i and product j is denoted by��i, j(�):

��i, j(�) =
1

4

�

1

� j

�

D̂ j � � j(ui, j + k j)
�2
� � j(ei, j�)

2

�

.

The profit is quadratically decreasing in the emission penalty cost � for mode i and
product j. It is observed that ��i1, j(�̃) > �

�
i2, j(�̃), since ei1, j > ei2, j . Hence, a switch from

mode i1 to mode i2 results in a decrease in profit. Let the total emissions (��i, j) be  then

��i, j() =
1

ei, j

�



�

D̂ j

� j
� (ui, j + k j)

�

�
1

� jei, j
2

�

.

From this equation, it follows that ��i, j is quadratic and increasing in  (decreasing in
emission reductions) for a given product and mode. Moreover, a switch occurs to a mode
with lower unit emissions ei1, j > ei2, j and therefore the profit is decreasing faster if a
switch is made to a less polluting mode. So there is a diminishing rate of return, i.e.
emission reductions become increasingly costly. This also implies that for low values of
emission reduction, the solution (in terms of profit and sales price) is relatively insensi-
tive but as the constraint tightens (the reduction increases) the solution becomes more
sensitive. Note that this result also holds for the solutions to Problem (Q), since they
follow from addition of the solutions for each of the products. We next illustrate these
results with an example.

Example Consider J = fa, bg and I = f1, 2,3, 4,5, 6g, and the following parameter
values: Qa = 100,Qb = 80,�a = 1.25,�b = 1.10, ka = 15, kb = 6. The logistics cost and
unit emissions for each mode and product are given in Table 3.2.
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TABLE 3.2: Parameter values for logistics cost and unit emissions

Mode i 1 2 3 4 5 6
ei,a 1.00 0.80 0.60 0.55 0.25 0.10
ui,a 5 10 13 20 30 50
ei,b 2.00 1.90 1.91 1.25 1.20 0.90
ui,b 10 12 15 20 21 25

We determine for each mode and each product the sales price that maximizes the
Lagrangian (L�i, j(�)) as we vary the value of �. Then we select that mode that maximizes
the value of L�i, j(�) over all modes to find the value of L�j (�). These values, as a function
of �, are displayed in Figure 3.1. We observed that for each product some modes are not
selected for any value of �: for product a modes 2 and 4 and for product b modes 2,
3, and 5. For both products mode 1 is chosen for � = 0 and as � increases a different
mode with lower unit emissions is chosen. Observe that at several points the slope of L�j
changes, this implies that for that product a different mode is selected. For product a this
occurs for �= 20,49, and 133, and for product b this occurs for �= 13, and 14.

FIGURE 3.1: The optimal solutions to the Lagrangian relaxation of Problem (P) as a
function of �

Next, we determine for each of the solutions the corresponding profit, and total emis-
sions as a function of �, which are presented in Figure 3.2. A switch from one mode to
another for a product is represented by a ‘gap’ in the figures. Then, we determine the
maximum profit, sales price as a function of the emission reduction relative to the solu-
tion for � = 0, which is displayed in Figure 3.3 (a) and (b), respectively. As described
before, it can be seen that the sales price (profit) for product a, and b, is piecewise linearly
increasing (quadratically deceasing) in the emission reduction for each mode, where it
is defined. A property of Lagrangian relaxation is that all solutions that are generated
are efficient, i.e. there is no solution with higher profits given that emission target, but
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(a) (b)

FIGURE 3.2: Maximum profit (a) and total emissions (b) as a function of Lagrange pa-
rameter

not all efficient solutions are generated. If an emission constraint is not represented by
a Lagrangian solution, then additional solutions can be generated by increasing the sales
price of the mode that was selected for smaller values of � and decreasing the price of
the mode which is selected for larger values of �. E.g. for product a an emission target
of 50% can be achieved by manually increasing the sales price of mode 1 and decreasing
the sales price of mode 3 and selecting the mode that results in highest profit.

(a) (b)

FIGURE 3.3: Profit (a) and sales price (b) as a function of emission reductions

The efficient solutions to Problem (Q) for the example are displayed in Figure 3.4.
The solutions are found by simply adding the total profit and emissions for product a and
b. The solutions, in terms of which mode is selected for which product, are displayed in
Table 3.3.
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TABLE 3.3: All possible solutions in terms of the selected modes for both products

Solution Mode selected
Product a Product b

1 1 1
2 1 4
3 1 6
4 3 6
5 3 -
6 5 -
7 6 -

Note that also the combined profit for both products is quadratic in the total emissions
reduction where it is defined. As a result, the solution is increasingly sensitive to the
emission reduction. It is expected that the gaps decrease when the number of products
increases, since each single products contributes a smaller part of the total emissions.

FIGURE 3.4: The maximum profit as a function of emission reductions (Solutions to
Problem (Q))

Lastly, we determine the share of emission reductions that is due to increasing the
sales price and the share due to switching to modes with lower unit emissions. Figure
3.5 displays the shares of both categories, where the emission reduction shares are de-
termined using the total emissions for �= 0. Observe that a horizontal part of the graph
implicates a switch to a less polluting mode. In this case around 30% of all reductions
are caused by mode switches of which the first switch (from mode 1 to 4 for product b)
generates the largest reduction.
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FIGURE 3.5: The share of emission reductions due to mode switches vs. due to sales price
increase, as a function of the total emission reductions

3.4.3 Results on mode selection

In this section we derive conditions that ensure that a mode is selected for at least one
emission target. Consider two modes i1 and i2 (i1, i2 2 I) and assume w.l.o.g. ui1, j � ui2, j .

We define � j
i1,i2

such that L�i1, j(�
j
i1,i2
) = L�i2, j(�

j
i1,i2
) (and zi1, j(�

j
i1,i2
) = zi2, j(�

j
i1,i2
)), then:

�
j
i1,i2

:=
ui1, j � ui2, j

ei2, j � ei1, j
=

hck j(li1, j � li2, j) +w j(t i1�i1, j � t i2�i2, j)

w j(ai2 � ai1 + bi2�i2, j � bi1�i1, j)
. (3.12)

Equation (3.12) represents a threshold value of � such that mode i1 is preferred over
mode i2 for � values less than the threshold value or vice versa. As before, note that
�

j
i1,i2
� 0 only if ei1, j > ei2, j . The expression for � j

i1,i2
provides us with a number of

insights.

Observation Consider two available transport modes for product j: i1, i2 2 I and
ui1, j � ui2, j , and ei1, j > ei2, j . Using Equation (3.12) we derive the following results.

a) As the weight of product j increases, the value of � j
i1,i2

decreases, i.e. for heavier
products a switch to mode i2 occurs for a smaller emission reduction target (for smaller
values of �). So for heavier products cleaner and more expensive modes are used for
smaller emission reductions.
b) As the value of product j increases, the value of � j

i1,i2
increases, i.e. for more valuable

products a switch to mode i2 occurs for a larger emission reduction target. So for more
valuable products pipeline inventory is more expensive, favoring a mode with shorter
lead time.
c) If li1, j � li2, j , then an increase in li1, j decreases � j

i1,i2
. A longer lead time results in more

pipeline inventory and relatively more costs, compared to mode i2. A similar observation
is made for an increase in t i1 if t i1, j � t i2, j .
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d) If the unit emissions are more similar for mode i1 and i2, then � j
i1,i2

increases. This
implies that if the savings in emissions is marginal, a switch to mode i1 is not made until
profits have decreased to a larger extent.

The properties just described hold for any pair of modes. However, a change in one
of the variables may ensure that a particular mode does not maximize the profit for any
value of the emission reduction (and Lagrange parameter), which is described next.

For product j, the total available set of transport modes can be reduced to only those
modes that are selected for at least one value of �, which allows for faster execution of
the solution procedure. This is formalized by two conditions in the following theorem.

THEOREM 3.4.2. Consider i2 2 I and any i1, i3 2 I such that ui1, j < ui2, j < ui3, j and ei1, j >
ei2, j > ei3, j . Transport mode i2 is selected for at least one value of � if it meets conditions (a)
and (b) for any i1, i3 which are selected:
Condition a ei2, j � ẽ j

i1,i2
,

Condition b ei2, j � ē j
i2
(i1, i3),

where

ẽ j
i1,i2
= ei1, j

D̂ j
� j
�k j�ui2, j

D̂ j
� j
�k j�ui1, j

, ē j
i2
(i1, i3) = ei1, j + (ei3, j � ei1, j)

ui1, j�ui2, j

ui1, j�ui3, j
. (3.13)

PROOF. Proof in Appendix B.1.

It is easily observed that the mode that minimizes the total logistics cost for product
j is preferred for small values of �, i.e. at least for � = 0. Condition (a) in the theorem
ensures that Equation (3.12) represents a value in the range of � for which L�i j is positive.
Condition (b) follows from interpolation of mode i1 and i3 and requires that all selected
modes form a convex hull (in terms of ui j and ei j). An increase in one of the parameters
may ensure that one of the conditions is not met and that that particular mode is not
selected.

Special case: cost-minimization The results presented in Theorem 3.4.2 also hold for
the cost-minimization case with a small exception. Condition (a) is less strict for the
cost-minimization model: it is only required that ui1, j � ui2, j and ei1, j > ei2, j .

3.5 Case study

In this section we apply our method to a real life case study. The case applies to the prod-
ucts of a particular business unit of Cargill which are produced and shipped to customers
in Europe. The products are food ingredients that are supplied to the customers in ded-
icated containers. Cargill decided to cap the emissions from transport by shifting away
from road (or ferry) transport to intermodal transport. In a Request for Quotation (RFQ),
Third Party Logistics Providers were asked to provide Cargill with intermodal bids, which
are used in our analysis. The emissions were calculated using the NTM methodology,
which is described in Section 3.5.1. The market in which Cargill operates are typically
agricultural commodity goods in which limited flexibility exists for sales prices. Hence,
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we apply the cost-minimization model to the case study data in Section 3.5.2. Never-
theless, we still apply a profit-maximization model in Section 3.5.3 to not confine our
study to the setting of Cargill and investigate for other products the impact of demand
sensitivity on emission reductions.

3.5.1 Emission calculation

An approximate calculation methodology has to be used to calculate transport emissions,
unless the fuel consumption of vehicles is known exactly. We have used the NTM method-
ology because it focuses on Europe (which is where our data applies), allows for a high
level of detail and provides parameter estimates (NTM, 2011).

First, a transport modality and vehicle, plane or vessel type has to be specified. Then
the emission calculation is done in two steps: first calculate the emissions for the entire
vehicle and subsequently allocate the appropriate part to one unit of product, where the
allocation is done based on the weight of the product. 3PLs use the volumetric weight of
a product for their transport cost to account for the fact that for low-density products, the
volume of the product is restricting, in contrast to the weight for heavier products. For
the products we consider the weight is restricting, so we allocate emissions based on the
weight. Recall that we use the following formula for the unit emissions (in kg of CO2):

ei, j = w j(ai + bi�i, j).

Data obtained from the 3PLs are the payload (the maximum load of a shipment), the
modality type, the vehicle/vessel type, and the loading and unloading location (location
of the intermodal terminal). In Appendix B.2 the required parameters and the assump-
tions for the emission calculation are specified.

3.5.2 Cost-minimization model

The required data for solving the model are the transport cost, lead time, (both are ob-
tained from the 3PL), the annual demand and the unit cost of the product (obtained from
Cargill), and emissions per ton of cargo per product-mode combination. The company
always ships full containers, therefore the number of shipments is determined by the
payload. In total the data set contains 56 products, of which the origins and destinations
are all located within Europe. The 3PLs made 279 intermodal bids and the amount of
bids per product varies from 0 to 14 (no intermodal bids were received for 5 products).
Multiple bids of the same modality type, e.g. rail, for one product are allowed as long
as they differ in terms of lead time, transport cost, or emissions. In total 335 product-
mode combinations are available, including the current modality: road or ferry for each
product.

The annual demand (d j) varied between 300 and 6,000 tonne (on average 1,500),
which corresponds with 11 to 240 shipments per product per year (payload between 21
and 29 tonne). The lead time (li, j) is between 1 and 12 days. The transport cost per
shipment (ci, j), which takes into account the distance of the route and the weight of the
shipment, expressed in normalized monetary units varies between 1 and 6.2 (on average
1.9). The distance of the product (�i, j) varies from 300 km to 3,300 km (on average
1,150 km). A holding cost rate of 25% per year was assumed.
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FIGURE 3.6: The cost-efficient solutions as a function of emission reduction

Five transport modality types are used: road transport, intermodal rail transport,
intermodal water transport (coastal shipping or short sea), ferry transport (road transport
plus a ferry crossing) and inland water transport (using rivers and/or canals). Note that
ocean shipping is not taken into account since our data set is limited to locations in
Europe. For the remainder of the article, we denote these modes by road, rail, short sea,
ferry and inland water.

Applying the solution procedure while varying the Lagrange parameter has resulted in
a set of efficient solutions, which are displayed in Figure 3.6. The solutions are expressed
in terms of cost increase and emission reduction compared to minimum cost solution
(� = 0). When comparing the cost-minimizing solution to the actual setting applied in
practice, we observe that some cost reductions are possible that also decrease emissions.
For our analysis we assume that the cost-minimizing is applied in absence of emission
targets. It can be seen that the costs increase exponentially, i.e. a diminishing rate
of return which is in line with our finding in Section 3.4.2. As a result, the curve is
relatively flat for the first 10% emission reduction. A maximum emission reduction of
27% can be achieved, at a cost increase of 30%. Given the size of the total cost over all
products (several million euros), this is substantial. The total emissions are in the order
of several thousand tonnes per year. In this case the company can reduce emissions by
10% virtually without a cost increase (0.7%).

Moreover, Figure 3.7 displays the cost per tonne of unit emissions as a function of
the emission reductions. Note that the vertical axis Figure 3.7 has a logarithmic scale.
The first 10% emission reductions correspond with a marginal cost of e 100 /tonne
of CO2. This value is higher than current prices of allowances in the EU ETS (around
e 15/tonne). This is in line with a finding in the EU Transport GHG (2011) study that
a high CO2 tax is expected to substantially reduce emissions from transport, whereas
a lower cost has very limited impact: e 180 /tonne in 2050 results in 20% emission
reductions in 2050, compared to 1990 levels (in contrast to only 1.4% reduction for
e 20 /tonne).
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FIGURE 3.7: The marginal emission cost required to realize total emission reductions

In addition we determined the share of emissions attributable to each of the modality
types for the solutions, represented by Figures 3.8 and 3.9. Observe that inland water is
never selected because other modes result in lower emissions.

FIGURE 3.8: The share of lanes per modality type as a function of the emission reductions

Moreover, in Table 3.4 the emissions per modality type are compared for the minimum-
cost transport allocation and the minimum-emission transport allocation. All emissions
are expressed as a share of the emissions of the minimum-cost solution. In the minimum
cost solution the majority of emissions are due to road transport and rail transport is
the second largest contributor. This is reduced to less than 10% in the emission-optimal
solution, mainly due to a shift towards rail transport. Also note that a switch is made
from ferry transport to short sea transport for 1 product. It can be concluded that for this
case study switching from road transport to rail transport provides the largest emission
reduction potential.
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FIGURE 3.9: The fraction of emissions per modality type as a function of the emission
reductions

TABLE 3.4: Distribution between modes for two solutions

Cost-optimal Emission-optimal
transport assignment transport assignment

No. of Emission No. of Emission
products share products share

Road 31 76% 6 9%
Rail 16 19% 38 53%

Short sea 8 4% 12 11%
Ferry 1 1% 0 0%

Inland water 0 0% 0 0%

From this case study we obtain the following insights: Firstly, in contrast with the
general belief, intermodal transport is not necessarily the most cost-efficient option in
meeting emission targets. In particular, we observe that for a number of products (31)
road transport results in lowest total logistics cost, which implies that for those partic-
ular products, although intermodal might result in lower emissions than road transport
it is also more expensive. The cost difference is due to longer lead times and additional
handling costs. We believe that this observation is not restricted to our case study. Sec-
ondly, we observe that for this case study the biggest emission reduction comes from
shifting from road to rail transport. This finding is not generalizable because location
to rail terminals and available capacity of the rail network may limit the applicability of
intermodal rail transport in other cases. Nevertheless, it holds in general that emission
reductions will be obtained by switching from air to road, road to rail, road to water or
short sea, and rail to water or short sea, see e.g. (Defra, 2010).
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3.5.3 Impact of price sensitivity

We next examine the impact of price sensitivity on the profit reduction for a certain
emission reduction target. This requires the estimation of demand parameters for all
products (� j and D̂ j). For each product the actual demand is already given in the case
study. We set the demand parameters such that the demand corresponds with the actual
demand when � = 0, the case without an emission constraint. Given a value of � j , D̂ j
can be calculated with the following formula:

D̂ j = 2d̃ j + � j(k j + u1, j),

where d̃ j is the actual demand and u1, j is used since mode 1 is always chosen when �= 0.
Unless stated otherwise, the value of � j is the same for all products and we remove the
subscript j. In a linear demand function, the demand elasticity varies as a function of
pi, j , hence the same value of � may refer to different elasticity values across products.
Therefore we vary the value of � j for products.

FIGURE 3.10: Compares the optimal solutions for the item approach and aggregate ap-
proach with similar elasticities

Firstly, we consider the situation that the price sensitivity is equal among all products
and consider three different values: � 2 f0.01, 1,10g. We believe that this range of �
covers a broad range of realistic values for our data set. We also determine the solutions
for the item approach for �= 1 in which an emission constraint is set per product instead
of per group of products. We vary the value of the individual targets to obtain the set
of solutions. In Figure 3.10, we present the relative profit, as a function of the emission
reduction, for these scenarios.

The absolute value of the profit for a product and mode, and as a consequence the
total profit, is decreasing in �. When demand is less sensitive to price, higher prices can
be charged. From Figure 3.10, it can be seen that a diminishing rate of return applies as
described in Section 3.4.2. For a 1% profit reduction, 30 to 38% emission reductions can
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be realized, depending on the value of �, compared to 16% emission reduction when the
item approach is used.

For a given emission reduction target the profit reduction of the item approach vs. the
aggregate approach for � = 1 differs up to 21% (relative to the maximum profit without
emission reduction) which is substantial. The difference is already substantial but might
be even higher when the unit cost of the products (k j) is more diverse across products
and when the total logistics cost are higher compared to the unit cost. We also observe
that the larger �, the larger the profit reduction for a given value of the total emissions
because a price increase leads to relatively larger demand decrease (the differences are
small though).

We also display the share of emission reductions due to a switch in transport modes,
as a function of the total emission reduction. And the share of emission reductions due
to increasing the sales price. The distribution of emission reductions between these two
variables is presented in Figure 3.11. Observe that at most 27% of emission reductions

FIGURE 3.11: The share of emission reductions attributable to mode switches and price
increases

are due to mode switches, which coincides with the 27% emission reduction observed in
Section 3.5.2. In contrast to the example presented in Section 3.4.2 for small emission
reductions (up to 20%) the majority is due to mode switches. The explanation is that for
the case study a switch to a less polluting mode is not so costly for several products. We
also observe that for some products the majority of the emission reductions are attributed
to modal switches, rather than price adjustment. A switch from one mode to another can
result in emission reductions as high as 80% for certain products.

We also consider two instances in which � j is non-homogenous across products. We
divide the 56 products in three groups: low-demand (18), medium-demand (19), and
high-demand (19) and assign the following values � j = 0.01, 1, or 3, to each group
respectively, which is denoted by High-demand highly elastic in the graph. In the second
instance, � j = 3 is assigned to lanes with low demand and � j = 0.01 to lanes with high
demand, which is denoted by Low-demand highly elastic in the graph. In the first case the
majority of the business value is represented by price-elastic demand and in the second
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case the majority is represented by price-inelastic demand. As a result, the total profit (in
absolute terms) is much higher in the first case.

FIGURE 3.12: Solutions for scenarios with different demand elasticities between product
groups (low, medium and high demand)

If the price elasticity is non-homogenous, then the absolute value of the total profit is
smaller than when � = 0.01 and larger than when � = 10. When the price elasticity is
non-homogenous, the profit reduction is smaller than for the case � j = 0.01, for a given
value of �. This is explained by the fact that the profit of the high-demand products is
smaller compared to e.g. the situation in which � = 0.01. Emission reductions are first
realized by reducing emissions for high-demand products, which leads to large emission
reductions for relatively smaller profit reductions. For the Low-demand highly-elastic case,
the high-demand products dominate the solutions and as a consequence it resembles the
�= 0.01 graph more.

For different levels of � the set of preferred modes per product changes, since the
threshold values of the conditions change. When high-volume demand is price-inelastic,
the company can achieve emission reductions with less profit loss by switching modes
and adjusting prices of high-volume product accordingly.

From this extended case study we generate the following insights: First, large emis-
sions reductions can be achieved at relatively small profit losses. Second, while the re-
quired profit reduction to obtain a certain emission reduction target is determined by
the price-sensitivity of customers, the solutions are relatively robust the price elasticity.
Finally, we find that the portfolio effect can achieve emissions reduction at at most 21%
higher profits (compared to the maximum profit in the situation without emission reduc-
tion) than an item approach.
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3.6 Conclusion

In this chapter, we studied the situation of a profit-maximizing producer that sets the
sales price and determines what transport modes to use for customers, while meeting an
overall emission constraint. The problem is decomposed into several single product (or
customer) problem using Lagrangian relaxation. As a result, our model also enables us
to estimate what emission cost levels are required to reach certain emission reduction
targets. The pricing decision can be solved separately and used as input to the transport
mode selection decision. We have shown that the optimal price is linear in the total
emissions and the profit is quadratic in the total emissions, for a given mode and product.
This observation extends to the multi-product setting. We conclude that a diminishing
rate of return applies, i.e. emission reductions become increasingly expensive.

In this research we have assumed that the customer pays once the products arrive,
which is motivated by the fact that the customer cannot select the transport mode. How-
ever, if we change the assumption and the customer pays for the products once the order
is placed, then the lead time is irrelevant. The pipeline inventory costs are non-existent
for the producer and therefore only the transport costs (plus emissions) determine which
mode is preferred. If the mode that minimizes the unit transport costs also minimizes the
unit emissions, then only that mode is chosen and no switches occur. As a result emission
reductions only occur by increasing the sales price and decreasing demand. In that case
the company had better consider other emission reduction opportunities since reducing
emissions by only reducing sales is not preferable.

We have applied our method to a real-life case study and we found that intermodal
transport, which is typically less carbon emitting, is more expensive (in terms of total
logistics cost) than road transport for 63% of the customer lanes, implying that cost and
emissions are not aligned (our experience with other companies showed that this obser-
vation is not unique to Cargill). Moreover, we observed that the transport emissions can
be reduced by as much as 27%. The first 10% of emission reductions require a 0.7% in-
crease in the total logistics costs. This corresponds with a marginal cost of e 100 /tonne
of CO2. This suggests that a larger cost is required to reduce transport emissions com-
pared to production emissions, which is in line with estimated carbon costs for transport
in EU Transport GHG (2011).

In the profit-maximization extension of the case study we found that the emissions
can be reduced by 30% for at most a 1.2% profit reduction, which does not appear to
be sensitive to different price elasticity scenarios. The value of allocating the emission
target to individual products in such a way that the portfolio effect is exploited rather
than using the same target for individual products is very significant: For example, an
emission reduction of 50% results in a profit loss of 5% using the portfolio effect, whereas
the profit loss for the same reduction without using portfolio effect is 13% under the same
price sensitivity.

For this data set the emission reductions are mainly achieved by switching from road
transport to rail transport, due to the characteristics of the European network and the
problem environment. The general belief about transportation emissions is that the
cheaper a mode is, the less carbon it emits. While this intuition holds for single mode
transport in general, it is not necessarily the case for intermodal transport. In particular,
our case study shows that intermodal transport is often more expensive than road trans-
port due to longer lead times and additional handling costs associated with intermodal
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transport, but it results in low emissions. Hence, this demonstrates that maximizing profit
does not necessarily result in minimizing emissions.

The emission reductions in the case study are achieved for relatively small profit
reductions (or cost increase). In particular, a 10% emission reduction at only a 0.7% cost
increase in the case study is a significant reduction given the fact that we only consider
lanes within Europe (maximum distance 3,300 km) and that road transport is currently
used. If the method is applied to a large-scale case study with intercontinental transport,
one can expect larger emission reductions, because switching from air to ocean freight
results in an extremely substantial emission reduction. Note that for intercontinental
transport the less carbon emitting transport options (ocean or rail) have a higher share
in the total transport as the first and last leg will be only a small part of the total distance.
Nevertheless, this comes at the cost of increased lead times and furthermore ocean freight
is not necessarily less costly for expensive items, considering the pipeline inventory costs.



4
A MULTI-ITEM EMISSION CONSTRAINED DUAL

SOURCING PROBLEM

4.1 Introduction

In this chapter we explore the opportunity to use both a fast and a slow supply mode to
attain an emission target at a lower cost by being responsive when this is required and
otherwise using the slow, low-emitting mode. Consider a company that orders several
products from suppliers, which can be fulfilled via a fast or a slow channel, e.g. transport
by road and transport by barge. We assume that in absence of emission considerations,
the company uses the fast channel for all shipments for each of the products since it
results in lowest expected total logistics cost. Because of the importance of being highly
responsive and the simplicity the company is currently using only a single mode per
product. When ordering each of the products in a period, the company can indicate at
the supplier how much should be delivered by the slow channel and how much by the
fast channel. The transport activity is outsourced to a logistics service provider and the
transport mode used is influenced by imposing a maximum allowed lead time.

We consider the situation in which the two transport modes to use for dual sourcing
have already been chosen. If additional suitable (in terms of expected total period costs
and unit transport emissions) transport modes are available, the analysis presented in
this chapter can be repeated for different pairs of modes.

It can be expected that transport costs will increase in the future by upcoming carbon
emission regulations, applied to the logistics service providers, or by increasing trans-
port costs, e.g. by increasing fuel taxes or oil prices. Either by anticipated transport cost
increase or voluntary emission targets, the producer has decided to cap the total emis-
sions for the group of products by a (self-imposed) emission constraint. Emissions are
reduced by (partially) shifting transportation to the slow channel, since this change is
easy to realize and allows for a more balanced trade-off between inventory, transport,
and emissions.

We use a so-called single index inventory policy and determine the optimal parameter
values for a given emission target. This particular policy is used since it is easy to un-
derstand and implement. The total emissions per product are determined by a single
variable and it is computationally less demanding than for example a dual index policy
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(Scheller-Wolf et al., 2007). Moreover the performance of the single index policy is rea-
sonably good. In this research we investigate the effectiveness of using dual sourcing
when reducing transport emissions. The research questions studied in this chapter are:

When is it more profitable to use both the fast and slow mode for a product?

What is the advantage of using fast and slow modes for a group of products?

The contributions of this research are threefold. First, we analyze the dual sourcing
model in a multi-item setting. Secondly, we derive some structural results for the model
under exponential demand and a lead time difference of one period. Lastly, in a numeri-
cal study we investigate under what conditions the benefit of dual sourcing compared to
single sourcing is larger.

In Section 4.2 we position our work without the existing body of literature. Then, in
Section 4.3 we introduce the model for our problem. The analysis is described in Section
4.4. In Section 4.5 we present the results of our numerical study and in Section 4.6 we
end with the conclusions.

4.2 Related literature

The dual sourcing or order splitting problem has been studied both in the inventory man-
agement literature and in the transportation literature. Few articles exist that incorporate
sustainability or carbon emissions into dual sourcing. We note that dual sources can refer
to distinct supply sources, e.g. local and offshore, or to distinct delivery options, or trans-
port modes, for shipments from one supplier. Below we give an overview of the articles
most important and most related to our work. An extensive review on the multi-supplier
problem is given by Minner (2003).

In the inventory management literature the dual supply problem typically assumes
deterministic lead times and was first studied for a single period setting by Barankin
(1961). Fukuda (1964) shows that the single-index policy is optimal if the lead time
difference of the fast and slow mode is exactly one period. Veinott (1966) derived the
optimal policy for a finite horizon, a lead time difference of one period, and instantaneous
emergency supply. Whittemore & Saunders (1977) extended this to the general case with
arbitrary lead time differences. The dynamic programming problem is complex since one
needs to keep track of all deliveries that are arriving in future periods.

As a result of this complexity most work has since then focused on finding the optimal
parameter values for a given inventory policy. One stream of articles has focused on
extensions of the continuous review (s,Q) policies incorporating fixed order costs, see
e.g. Moinzadeh & Nahmias (1988). Another stream of articles considers a so-called
standing order policy, which implies that every period a fixed amount is delivered and
additionally an emergency order can be placed to deal with shortages. This model was
studied by Rosenshine & Obee (1976) for instantaneous emergency supply and Janssen
& de Kok (1999) for a positive emergency lead time. Allon & Van Mieghem (2010)
consider combining a constant supply from a (low-cost) offshore location with production
nearshore only when inventories drop below a target. Chiang (2007) derives the optimal
control policy, consisting of an order-up-to and a dispose-down-to level for the standing
order problem.
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For the periodic review situation yet another field focuses on basestock-type policies.
Veeraraghavan & Scheller-Wolf (2008) apply a dual-index policy in which two measures
of the inventory position are kept track off: the amount including arrivals within the
emergency lead time and the amount including arrivals within the regular lead time.
They use a simulation-based optimization procedure. Sheopuri et al. (2010) generalize
the dual-index policy of Veeraraghavan & Scheller-Wolf (2008) by presenting two classes
of policies: one has an order-up-to structure for the regular supplier and the other one for
the emergency supplier. In this article we apply the single-index policy of Scheller-Wolf
et al. (2007) in which only the total amount of outstanding orders is tracked, both emer-
gency and regular, which provides a less complex policy and only two policy parameters
need to be determined. No closed-form expressions are available for the optimal values
of the parameters, but they can easily be determined numerically.

In transportation using two or more supply modes is generally applied in situations
with stochastic lead times. A (critical) review of articles on order-splitting to reduce lead
time risk is given by Thomas & Tyworth (2006). Articles in this field consider continuous
review and fixed ordering cost, making the realized savings not easily observed and not
realized for all settings. The issue of keeping track of outstanding orders for the deter-
ministic lead time case translates to the notion of effective lead time, as first introduced
by Sculli & Wu (1981).

One article of particular interest in the light of emissions due to transport activity is
Dullaert et al. (2005), who consider the splitting of orders over a number of transport
modes while imposing that the capacity of the vehicle is always fully utilized. They con-
sider road and inland water transport and their problem is a combinatorial optimization
problem that is solved by evolutionary algorithmic techniques. By utilizing the full ca-
pacity it is ensured that for that particular mode the emissions are minimized. However,
this technique cannot be applied if other modes, e.g. air and rail transport, are used
that always carry load from other parties as well, or if transport is outsourced and more
expensive goods are considered.

Kiesmüller et al. (2005) considers the dual sourcing problem for a situation in which
a slow mode can be used in addition to a fast mode motivated by moving away from road
transport to barge transport. One of the conclusions of this work is that it is economically
beneficial to use the slow mode, especially for low-value items. To the best of our knowl-
edge, only one article by Rosič & Jammernegg (2010) incorporates carbon emissions
directly in a dual sourcing setting. They consider an onshore and an offshore production
location and transport emissions from the offshore location are subject to emission reg-
ulation. Both a tax and a cap-and-trade system are considered and they observe that a
cap-and-trade system is preferred if the cap is set at the right level.

The setting studied in this chapter concerns a multi-item, dual-sourcing setting incor-
porating a constraint on the total transport emissions. To the best of our knowledge, we
are the first to consider these aspects jointly.

4.3 Model description

We model an overall emission constraint for a group of products in a setting where the
firm decides per product to what extent to use the fast order channel and to what extent
the slow channel. Transport of items from the supplier to the producer is done by a
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Third Party Logistics Provider. We assume that a contract has been specified in which any
quantity can be ordered from either channel in each period and only a variable transport
cost is incurred. Since the transportation is not done by dedicated vehicles we only
consider variable unit emissions.

Out of several possible transport modes, the company has selected two modes to use
for each product. The modes need not be equal for the different products. One mode
results in lower expected total logistics costs (inventory and transport costs) and higher
unit transport emissions (Mode 2) and another mode results in higher total period costs
and lower unit transport emissions (Mode 1). We use this notation to be in line with the
literature. In absence of emission concerns, the company uses Mode 2, the fast mode,
that results in lowest period costs but due to emission reduction initiatives, Mode 1, the
slow mode, is used as well. For ease of reference Table 4.1 presents the notation used in
this chapter.

TABLE 4.1: Relevant notation

� Emission constraint
ci, j Unit transport cost mode i, product j
c j Transport cost difference, c2, j � c1, j
� j Order up-to level difference, S1, j � S2, j
D j(� j) Random variable denoting total outstanding orders product j
d j(n) Demand for product j in period n
e j Unit emission difference, e2, j � e1, j
ei, j Unit emissions mode i, product j
f j(x) pdf of demand product j
F j(x) cdf of demand product j
h j Holding cost product j
� Lagrange parameter
li, j Lead time mode i, product j
l j Lead time difference, l1, j � l2, j
� j Expected demand product j
r j Penalty cost product j
� j Standard deviation demand product j
Si, j Order up-to level for mode i, product j
X i, j Order quantity mode i, product j

Let J = f1,2, . . . , jJ jg ( j 2 J) denote the set of products which need to be shipped. Let
I = f1,2g (i 2 I) denote the set of available transport modes, where Mode 1 represents
the slow mode and Mode 2 the fast mode. To avoid trivial cases we assume that the
expected total period costs of Mode 1 are larger than those of Mode 2. For each unit of
product j shipped with transport mode i a unit order or transportation cost is incurred
which is denoted by ci, j (c1, j , c2, j � 0). The deterministic lead time of product j and
transport mode i is denoted by li, j (l2, j � l1, j and li, j 2 N0, where N0 = N [ f0g). The
emissions associated with transporting one unit of product j with mode i are denoted by
ei, j (e2, j � e1, j � 0), which is expressed in tonne of CO2 per unit shipped. Observe that
no assumption is made on the ordering of the unit transport costs, in contrast to most
dual sourcing literature. The emission constraint may ensure that is mode is used even
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if it is slower and (slightly) more expensive. For brevity reasons, we define the following
variables: c j := c2, j � c1, j , e j := e2, j � e1, j , and l j := l1, j � l2, j .

We consider an infinite time horizon which is divided into periods of unit length.
Demand per period for product j is independent of demand for other products and is
denoted by random variable d j(n) for period n (n � 0). The general period demand is
denoted by random variable d j , follows a continuous distribution and is characterized
by mean � j and standard deviation � j (� j ,� j > 0). Demands in different periods are
assumed to be independent and identically distributed (i.i.d.). Let f j(x) and F j(x) denote
the probability density function and cumulative distribution function of period demand.

Let I L j(n) be the inventory level for product j at the beginning of period n and I Pj(n)
be the inventory position (combining the orders for the fast and slow mode) for product
j at the beginning of period n before the placement of orders. Let h j (h j > 0) denote the
per-period holding costs for one unit of product j. A penalty cost r j (r j > 0) is incurred
per unit on backorder at the end of a period of product j. The average number of items
on stock and backordered at the end of a period for product j are denoted by E[I L+j ],
and E[I L�j ], respectively. We end this section with the objective function: let C j denote
the expected total period cost for product j:

C j = r jE[I L�j ] + h jE[I L+j ] + c jE[X2, j] + c1, j� j , (4.1)

where the random variable X2, j denotes the number of products shipped with Mode 2 in
an arbitrary period.

In the remainder of this section we describe the single-index inventory policy in Sec-
tion 4.3.1. Our problem formulation and the Lagrangian relaxation of the problem for-
mulation are presented in Sections 4.3.2, and 4.3.3, respectively.

4.3.1 Single index inventory policy

For the general problem with a lead time difference of more than one period, the optimal
policy may be very complex. We therefore use a special type of base stock policy: a
so-called single index policy, as defined in Scheller-Wolf et al. (2007). In a single-index
policy two order-up-to levels are employed and for each mode the difference between
the inventory position and the order-up-to level for that mode is ordered. Note that the
order-up-to level for the slow mode is at least as high as for the fast mode. Please note
that the single index inventory policy is the optimal policy when l j = 1 (Fukuda, 1964).

In a single index policy a single measure of inventory is used to capture all orders in
the pipeline, i.e. we do not specify by which mode a certain order is fulfilled. The target
level for each mode is compared to the inventory on hand, plus all outstanding orders,
minus backorders. If the level falls below the level for Mode 2, then an order for the
fast mode is placed to bring the level up to the target. After that, an order with the slow
mode is placed to bring the inventory position up to the target level for Mode 1.

Let Si, j denote the order-up-to level for mode i and product j and the difference
between the order-up-to levels is denoted by � j := S1, j � S2, j � 0. At the beginning
of period n � 1 the inventory position is at level S1, j and after that demand d j(n � 1)
occurs. As a result, at the start of period n (but before the order decisions are taken) the
inventory position is given by I Pj(n) = S1, j � d j(n� 1) = S2, j +� j � d j(n� 1).
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The quantities that are ordered by the fast and slow mode are then:

X2, j(n) = (d j(n� 1)�� j)+,
X1, j(n) =minf� j , d j(n� 1)g, (4.2)

where X i, j(n) denotes the number of units op product j ordered by Mode i in period n.
As � j increases, less units are shipped with Mode 2 and more with Mode 1. Observe that
as a result of the single-index policy at most � j units are shipped by Mode 1 in a period.
Mode 2 (the fast mode) is only used if the difference between the inventory position and
the target level exceeds � j . Moreover, observe that if � j = 0 or � j =1 the single index
dual sourcing problem reduces to a single sourcing situation in which only the fast, or
slow mode is used, respectively.

The inventory level at the beginning of period n can be derived from the expression
of the inventory position:

I L j(n) = I Pj(n)�
n�1
P

k=n�l2, j�1
X2, j(k)�

n�1
P

k=n�l1, j�1
X1, j(k)

� S1, j � D j(� j)
(4.3)

where the random variable D j(� j) is defined by:

D j(� j)�
l2, j+1
X

k=1

d j(k) +
l1, j+1
X

k=l2, j+2

minfd j(k),� jg. (4.4)

We have applied the property that all demand from the last l2, j periods is due to arrive
and moreover, for the l1, j � l2, j periods before, only the amount sourced from the slow
channel is yet to arrive. This implies that the beginning-of-period inventory level follows
the distribution of S1, j�D j(� j). Hence, the inventory position, which is our single index
used to determine the order-up-to levels, follows from D j(� j). Let F̂ j(x) denote the
cumulative distribution function of D j(� j).

Lastly, we present the expressions that are required to obtain the expected total logis-
tics costs:

E[I L�j ] = E[(D j(� j)� S1, j)+]
E[I L+j ] = S1, j �E[D j(� j)] +E[(D j(� j)� S1, j)+]
E[X2, j] = E[(d j �� j)+]

(4.5)

where E[D j(� j)] = (l1, j + 1)� j � l jE[(d j �� j)+].

4.3.2 Problem formulation

The expected cost function C j(S1, j ,� j) associated with this type of order policy, for given
S1, j and � j values (S1, j ,� j � 0), is equal to:

C j(S1, j ,� j) = h j(S1, j �E[D j(� j)]) + (r j + h j)E[(D j(� j)� S1, j)+]
+c jE[(d j �� j)+] + c1, j� j .

(4.6)

The expected total emissions per period (denoted by �̃ j(� j)), for product j and mode
i, are determined by the unit emissions (ei, j) and the amount of products shipped with
Mode 2, the fast mode (X2, j):

�̃ j(� j) = e jE[(d j �� j)
+] + e1, j� j . (4.7)
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Note that the emissions are bounded from below by the emissions under 100% usage
of Mode 1 (e1, j� j). Therefore we define the additional emissions associated with usage
of the fast mode � j(� j): � j(� j) = e jE[(d j � � j)+], which represents the emissions
impacted by the policy parameters.

We conclude this section with the definition of Problem (P) in which the order up-
to levels are determined for each product under an overall emission constraint. The
maximum allowed amount of overall carbon emissions is denoted by �̃ (�̃ >

P

j2J
e1, j� j),

which translates directly to a target for the extra emissions for the use of Mode 2:
� = �̃ �

P

j2J
e1, j� j . Further we define the vectors S1 = (S1,1, S1,2, . . . , S1,jJ j), and

�= (�1,�2, . . .�jJ j).

(P) min
S12S1,�2D

C(S1,�) =
P

j2J
C j(S1, j ,� j)

s.t. �(�) =
P

j2J
� j(� j) � � .

where S1 = fS1 2 RjJ jg, and D = f� 2 (R+)jJ jg.

4.3.3 Lagrangian relaxation

Problem (P) is a type of a knapsack problem. We decompose this problem into multiple
single-product problems by Lagrange relaxation. In Lagrange relaxation, a penalty cost
is introduced for violation of the constraint. The Lagrangian function for Problem (P) is
defined as

L(S1,�,�) =
X

j2J

C j(S1, j ,� j) +�

0

@

X

j2J

� j(� j)� �

1

A , (4.8)

where � � 0 is the Lagrange multiplier. Since the cost and emission function are separa-
ble in j, the Lagrangian is also. Hence, we rewrite the Lagrangian as:

L(S1,�,�) =
X

j2J

L j(S1, j ,� j ,�)��� , (4.9)

where
L j(S1, j ,� j ,�) = C j(S1, j ,� j) +�� j(� j) (4.10)

is the decentralized Lagrangian for product j. Note that the Lagrangians are only con-
nected by a single multiplier � of the emission constraint. As was also described in
Chapter 3, varying the value of � results in a set of efficient solutions to the problem in
which both total costs and emissions are minimized. The decentralized Lagrangian can
then be rewritten as follows, which follows directly from Equations (4.6) and (4.10):

L j(S1, j ,� j ,�) = h j(S1, j �E[D j(� j)]) + (r j + h j)E[(D j(� j)� S1, j)+]
+(c j +�e j)E[(d j �� j)+] + c1, j� j .

(4.11)
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4.4 Analysis

In this section we describe how to set the decision variables (S1, j and � j), from which
the order up-to levels are derived, for product j to minimize overall logistics cost for a
given emission target. The procedure to obtain these expressions is described in Section
4.4.1 for the general case. Since no closed-form expressions are available for the general
case, we focus on a special case, with a lead time difference of one period and demand
follows an exponential distribution, in Section 4.4.2, to allow for the derivation of some
structural results for the optimal order-up-to levels. Lastly, in Section 4.4.3 we consider
a special case with two products to derive insights in the value of setting a target for
a group of products. The solution to Problem (P) is obtained from the single product
solutions by simply adding total costs and total emissions.

4.4.1 General procedure

Please note that all results in this section are a summary of the results in Scheller-Wolf
et al. (2007) for the penalty cost model, except for Proposition 4.4.1. Concerning the
decentralized Lagrangian of product j, several observations can be made. First of all,
note that the expected ordering costs only depend on the value of � j . Additionally,
for a fixed value of � j , the expected inventory costs (holding and backorder) are de-
termined solely by S1, j . Moreover it should be noted that the problem of finding the
optimal value of S1, j given a value of � j reduces to an infinite horizon news-vendor
problem. As a result, the optimal value of S1, j (S�1, j(� j)) meets the critical fractile condi-

tion: S�1, j(� j) = F̂�1
j

�

r j

r j+h j

�

, using the distribution of D j(� j). Let��j denote the optimal

value of � j . We next describe a procedure to obtain the optimal values.

Algorithm
The following procedure can be used to find the optimal single index policy for product
j and Lagrange parameter �:
1. Set � j = 0.

2. For the given � j find an optimal S�1, j(� j): S�1, j(� j) = F̂�1
j

�

r j

r j+h j

�

.

3. Find the cost of the pair (S�1, j(� j),� j): L j(S�1, j(� j),� j ,�).
4. Update � j according to some procedure and go to 2.

The result is the pair (��j , S�1, j(�
�
j )) that minimizes the decentralized Lagrangian.

Inserting the values in the total cost and emission function results in the total logistics
costs and emissions associated with penalty cost �.

Remark As� j increases, E[(d j�� j)+] decreases to 0. Hence, for product j any emission
reduction target can be realized: E[(d j �� j)+] is continuously decreasing as a function
of � j .

If � = 0, then the pair (� j , S�1, j(� j)) that minimizes the Lagrangian also minimizes
the cost function as given by Equation (4.6). Let k j denote the value of product j which
determines the holding and penalty cost: r j = k j rc and h j = k jhc . We next present
several monotonicity results for this problem.
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PROPOSITION 4.4.1. Consider product j. Assuming that for every value of� j , S1, j = S�1, j(� j),
it holds that ��j is increasing in c j , �, and e j and decreasing in k j .

PROOF. In Appendix C.1.

As the Lagrange parameter � increases,��j increases and more units are shipped with
the slow mode, since the cost associated with using the fast mode increases. Moreover, it
is easily observed that an increase in a cost parameter result in increased expected total
costs.

To minimize the decentralized Lagrangian, Equation (4.11), we need the inverse cu-
mulative distribution function of D j(� j) and the loss functions of d j and D j(� j) (F̂ j(x),
E[(d j �� j)+], and E[(D j(� j)� S1, j)+]). Observe that E[(d j �� j)+] follows from the

loss function for single period demand: E[(d j � x)+] =
1
R

x
(y � x) f (y)d y .

Recall from the expression for D j(� j), Equation (4.4), that it represents the sum of
l2, j + 1 period demands plus l j truncated demands. Let the random variable Ŷ m,n

j be
defined as the sum of m truncated demands and n regular demands (m, n 2 N0). Follow-
ing the approach of Scheller-Wolf et al. (2007), we apply a transformation to D j(� j) by
considering residual demands d̃ j = (d j �� j jd j �� j). The following result motivates the
transformation: minfa, bg= b� (b�a)+. Specifically, let Ỹ m,n

j denote a random variable
consisting of m residual demands and n regular demands (m, n 2 N0).

Let Ĝm,n
j (G̃m,n

j ) denote the cumulative distribution function of Ŷ m,n
j (Ỹ m,n

j ) and be
defined as follows (Lemma 4.1 in Scheller-Wolf et al. (2007)):

Ĝm,n
j (x) =

m
X

s=0

(�1)s
�

m

s

�

(p̄ j)
s

s
X

t=0

(�1)t
�

s

t

�

G̃s�t,m+n�s
j (x � s� j), x 2 R, (4.12)

where p̄ j = Pfd j � � jg. From this expression we can find the value of S1, j that satisfies
the critical fractile, for a given value of � j , by taking m= l j and n= l2, j + 1.

Lastly, we need an expression for E[(D j(� j)� S1, j)+]. Let K̂m,n
j (x) = E[(Ŷ m,n

j � x)+]
and K̃m,n

j (x) = E[(Ỹ m,n
j � x)+] and be defined as follows (Equation (11) in Scheller-Wolf

et al. (2007)):

K̂m,n
j (x) =

m
X

s=0

(�1)s
�

m

s

�

(p̄ j)
s

s
X

r=0

(�1)r
�

s

r

�

K̃ s�r,m+n�s
j (x � s� j), x 2 R. (4.13)

Taking m = l j and n = l2, j + 1 and x = S1, j yields the required expression we need. In
Appendix C.2 we provide some details on the derivation of Equation (4.12) and (4.13).

As it is generally not possible to give a closed-form expression for the cost function
given values of S1, j and � j , we next introduce a simplified case in which demand follows
an exponential distribution to obtain some closed-form expressions and derive structural
results.

4.4.2 Special case with Exponential distribution

Let l1, j = 1 and l2, j = 0 and period demand follows an exponential distribution with
parameter � j: d j � Exp(� j). Then D j(� j) � d j + minfd j ,� jg, i.e. one regular pe-
riod demand and one truncated period demand. Note that for x � � j , D j(� j) mimics
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an Erlang-2 distribution with scale parameter � j , for which the cumulative distribution
function is denoted by E2,� j

(x). The cumulative distribution function F̂ j(x) for product j
of D j(� j) is as follows:

F̂ j(x) =
�

1� (1+ � j x) e�� j x if x �� j ,
1� (1+ � j� j) e�� j x if x >� j .

(4.14)

The inverted cumulative distribution function is F̂�1(y) = 1
� j
(ln(1+ � j� j)� ln(1� y))

for y � F̂(� j). If y � F̂(� j), then y follows from the inverse cumulative Erlang-
2 distribution and the value of y does not depend on the value of � j . Moreover,

E[D j(� j)] =
2
� j
� e�� j� j

� j
. Lastly, the overage quantities are defined as follows:

E[(d j � x)+] = e�� j x

� j

E[(D j(� j)� x)+] =

8

<

:

(x� j+2)e�� j x�e�� j� j

� j
if x �� j

(� j� j+1)e�� j x

� j
if x �� j .

(4.15)

Let S�1, j(� j) denote the optimal value for the order-up-to level of Mode 1 given a value

of � j . Recall that S�1, j(� j) = F̂�1(� j), where � j =
r j

r j+h j
. From Equation (4.14) we see

that the expression for S�1, j is different for the cases F̂�1(� j)>��j and F̂�1(� j)���j . Let
us first assume the first case and afterwards derive the condition for this assumption to
hold.

First, assume that F̂�1(� j)>��j for a given value of �. Then inserting S�1, j(� j) in the
Lagrangian yields the following equation:

L j(S�1, j(� j),� j) =
1
� j

�

(h j + c j +�e j)e�� j� j + h j ln(1+ � j� j) + c1, j � h j(1+ ln(1�� j))
�

. (4.16)

In the next proposition we describe the optimal value of � j given S�1, j(� j).

PROPOSITION 4.4.2. The decentralized Lagrangian with the optimal order-up-to level for
Mode 1 given a value of � j (L j(S�1, j(� j),� j)) is decreasing in � j for � j = 0 and strictly
increasing in � j for � j ���j , if F̂�1(� j)>��j . Hence, ��j > 0 and follows from:

��j = E�1
2,� j

�

c j +�e j

c j +�e j + h j

�

(4.17)

PROOF. Proof in Appendix C.1.

This implies that ��j represents another critical fractile of the Erlang-2 distribution.
It can be shown that F̂(y) � E2,� j

(y). Hence, if r j � c j + �e j , the necessary condition
(S�1, j ��

�
j ) is met.

Secondly, we assume that F̂�1(� j) � ��j (or c j + � je j � r j) for a given value of �.
Then inserting S�1, j , which is independent of the value of � j , in the Lagrangian yields:

L j(S�1, j ,� j) =
1
� j

�

(c j +� je j � r j)e�� j� j + (r j + h j)(S�1, j� j + 2)e�� jS
�
1, j + c1, j + h j(S�1, j� j � 2)

�

.

(4.18)
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Since we assume that c j + � je j � r j , it is easily observed that ��j = 1 minimizes the
Lagrangian. This implies that it is cheaper to wait one period and deliver the product
with the slow mode and incur the penalty cost than to use the fast mode instead.

Lastly, we examine the impact of � on ��j in the next proposition.

PROPOSITION 4.4.3. Let �̂ j be such that c j + �̂ je j = r j , then the cost-minimizing parameter
values are:

��j = E�1
2,� j
(

c j+�e j

c j+�e j+h j
) and S�1, j =

1
� j
(ln(1+ � j��j )� ln(1� y)) for � 2 [0, �̂ j],

��j =1 and S�1, j = E�1
2,� j
(� j) for � 2 [�̂ j ,1].

PROOF. Proof in Appendix C.1.

We end this section with a few insights. First of all if � = 0, the total costs (and
emissions) decrease when setting� j =��j compared to the situation with single sourcing
(only using Mode 2, � j = 0). Secondly, let ��j (0) denote the optimal value for product
j and � = 0 and the corresponding emissions are denoted by �̂ j = e jE[(d j ���j (0))

+]
and let � j denote the emission constraint for product j. Then for � j � �̂ j , the costs are
minimized for � j = ��j (0) and � j = �̂ j , i.e. emissions are reduced beyond the target.
Lastly, applying Lagrangian relaxation to our problem implies that as opposed to the cost-
minimizing value of � j (��j (0)) a larger value is chosen to reduce emissions. The result
of the proposition implies that the total costs increase as a result. It is therefore optimal
to reduce emissions exactly to the target value for � j � �̂ j .

4.4.3 Two product situation

We now consider two product setting to examine how an aggregate emission constraint
impacts the costs and distribution of the usage of the fast mode for both products. We
first show results for the general case and then a few additional results are presented for
the special case considered in the previous section.

Let us consider two products a and b and Mode 1 and 2 are the same, in terms of
lead time, emissions, and transportation costs, for the two products. The expected total
emissions due to shipments with Mode 2, the fast mode, are:

� = eaE[X2,a] + ebE[X2,b], (4.19)

where E[X2, j] = E[(d j �� j)+] for j = a, b. Observe that as � j increases, the emissions
associated with the fast mode decrease. Recall that � denotes the emission target for
the additional emissions for product a and b. As was shown before if � � �̂a + �̂b, it is
optimal to reduce the emissions to the target value. We next examine the impact of an
increase in one of the variables of product b on the emissions and costs for product a and
b.

Consider two situations, in the first product a and b are identical with respect to all
parameter values. In the second situation product b has a higher value on one parameter.
We set an emission target of � for both products and adjust the values of ��j such that
the constraint is met in both situations. The effect of a change in one parameter on the
values of the optimal solution is described in the next proposition.
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PROPOSITION 4.4.4. Compared to the situation with identical products, an increase in

� the transport cost difference (cb � ca) ensures that the emission target is attained for
a smaller value of �.

� the product value difference (kb � ka) ensures that the emission target is attained for
a larger value of �.

� the emission difference of product b (eb � ea), results either in attaining the emission
target at a smaller value of � or at a larger value of �.

The effects are summarized in Table 4.2.

TABLE 4.2: Impact of a change of a parameter of product b

Parameter � E[(da ���a)
+] E[(db ���b)

+] C�a C�b
cb - + - - +
kb + - + + +
eb +/- +/- +/- +/- +

PROOF. Proof in Appendix C.1.

Observe that if kb increases, the emission target is met at overall larger cost, both the
average costs for product a and b increase. For the other two cases, both situations can
occur depending on the value of the difference.

For the special case described in Section 4.4.2, demand follows an exponential distri-
bution, and l2 = 0 and l1 = 1 for both products, we derive a few additional results.

PROPOSITION 4.4.5. Compared to the situation with identical products, an increase in

� the demand rate of product b (�b � �a), ensures that the emission target is attained
for a smaller value of �.

� the holding of product b (hb � ha), ensures that the emission target is attained for a
larger value of �.

The effects are summarized in Table 4.3.

TABLE 4.3: Impact of a change of a parameter of product b

Parameter � E[(da ���a)
+] E[(db ���b)

+] C�a C�b
hb + - + + +
�b - + - - -

PROOF. Proof in Appendix C.1.

Observe that if �b increases, the emission target is met at overall larger cost, both the
average costs for product a and b increase and the overall costs decrease if �b increases.
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4.5 Numerical study

In this numerical study we consider the more general case with respect to the transporta-
tion times, i.e. l1, j � l2, j � 0. Moreover, we fit a mixture of Erlang distributions, all
with scale parameter � j (� j > 0) to the mean and standard deviation of a single period
demand, such that

F j(x) =
1
X

k=1

�k, j Ek,� j
(x), (4.20)

where �k, j denotes the probability that demand follows an Erlang-k distribution and as
before, Ek,� j

(x) denotes the cumulative distribution function. As a result, the residual

demand per period (d̃ j) is also a mixture of Erlang distributions with scale parameter
� j . And the sum of l2, j + 1 demands and l j residual demands (D j(� j)) then is also a
mixture of Erlang distributions with scale parameter � j . For the derivation of the mixture

probabilities of D j(� j) and the closed-form expressions for E[(d j �� j)+], G̃(m,n)
j (x) and

K̃ (m,n)
j (x), we refer to Appendix C.3.

We consider the situation of a producer that obtains products from the Far East, e.g.
Singapore, and ships them to a production location in Europe, e.g. Amsterdam. When
considering intercontinental transport, air and ocean shipping are the most appropriate
transport modes. Note that i = 1 corresponds with ocean shipping and i = 2 corresponds
with air shipping in this case. In this section we suppress the subindex j if a certain
variable has the same value for all products. From ECOTransIT (2011) we obtain the
distances and carbon emissions per ton of goods shipped: 11,030 and 15,490 km and
7.4945 and 0.0799 tonne of CO2 per tonne of cargo for air and ocean transport, respec-
tively. Note that both the distance and the unit emissions associated with truck shipping
to and from the airport/harbor is taken into account. Including preparation times, we set
the transportation time for air transport at 1 week (l2 = 1) and for ocean transport the
transportation time is set at 6 weeks (l1 = 6).

For each of the products we introduce two variables: value (k j) and weight (w j
in tonne). We assume that the transport costs ci, j and unit emissions ei, j are linearly
increasing in weight and distance. Moreover, the penalty and holding cost rate are a
function of the value of the product. Transportation costs are usually specified in a cost
per tonne of goods shipped over 1 km: tonne km. We assume that ocean shipping incurs
a cost of e 0.01 /tonne km, in line with data we obtained from an LSP in a case study
we conducted at a manufacturer of agricultural goods. We assume that air transport
results in a cost of e 0.10 /tonne km. We assume that the penalty and holding cost are
determined by the value of the product k j . Let the holding (penalty) cost rate refer to
a fraction per e/week and be denoted by hc (rc). We assume that a 25% holding cost
rate per year applies, which results in hc = 0.005 per e per week. And the penalty cost
rate is rc = 0.095 per e per week. In the numerical study presented in this section, we
therefore assume the following relations:

c1, j = 154.90 �w j , c2, j = 1103.00 �w j ,
e1, j = 0.0799 �w j , e2, j = 7.4945 �w j ,
h j = 0.005 � k j , r j = 0.095 � k j .

In the remainder of this section we present the numerical study we conducted for the
setting just described. We first consider a single product situation, in Section 4.5.1, to
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get insight into the advantage of using dual sourcing for a single product. We consider
situations for which only air transport is cheaper than only ocean transport, and vice
versa. Then, in Section 4.5.2 we study a two-product setting with an overall emission
constraint to obtain insights in the the effects of applying dual sourcing in a multi-item
setting with an overall constraint.

4.5.1 Single product results

In this section we observe the effect of dual sourcing on emission and costs in a single
product setting. Firstly, we consider settings for which only using air shipments is cheaper
than only ocean shipments, in terms of expected total costs. Secondly, we consider set-
tings for which only using ocean shipments is cheaper than only air shipments.

Only air shipping preferred We first determine for a test bed for a single product the
impact of using dual sourcing and a single index policy compared to single sourcing. We
have varied the level of the coefficient of variation of demand (cv), the weight of the
product (w), the value of the product (k), and the penalty cost rate (rc). The test bed,
consisting of 24 instances, is described in Table 4.4. The remaining parameters were
kept constant at the following levels: � = 10, l1 = 6, l2 = 1 and hc = 0.005. The other
parameter values were determined with the formulas specified before.

TABLE 4.4: Test bed parameter values

Parameter No. of values Values
cv 3 0.25,1,2
w 2 0.0005,0.002
k 2 600,1000
rc 2 0.095, 0.495

We have displayed the following solutions in Table 4.5 from left to right. First of all,
for the cost-minimizing single-index policy solution (without considering emissions) we
present the expected costs and the relative emission reduction. We also determined the
minimal expected costs that are associated with obtaining at least x% emission reduc-
tion, where we consider 50%, 70%, and 90%. Also, we present the minimum expected
costs associated with only using the fast mode (�= 0) or only the slow mode (�=1).
Moreover, we have determined the cost savings associated with the cost-minimizing sin-
gle index policy and using only the fast mode. Lastly, the maximum relative emission
reduction that can be obtained while ensuring that the expected total cost do not exceed
the single sourcing fast mode cost is presented. This indicates to what extent emissions
can be reduced while maintaining the same cost level from using only the fast mode.
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Firstly, we observe that the emission reduction associated with the cost-minimizing
single index policy solution is decreasing in the coefficient of variation of demand, in-
creasing in product weight, decreasing in product value, and decreasing in the penalty
cost rate. These observations are in line with Proposition 4.4.1 for product weight and
value. Observe that the product weight increases the transport cost difference c j . When
considering the maximum emission reduction associated with cost-minimizing single
sourcing fast mode costs, the same observations hold.

Moreover, from Table 4.5 the following general observations can be made. Compare
two products for which the values of cv and rc are fixed. If for a certain combination of k
and w the savings between the minimum costs for single sourcing (fast mode) and dual
sourcing without emission target are larger for a product, then the difference between
the optimal costs for using only fast or slow is smaller. More specifically, this is caused by
an increase in the value-to-weight ratio w=k. Consider for example instance 1, 3, 5, and
7 to observe this effect.

The reason is that the cost function, as given in Equation (4.1), can be written as a
function of w=k under the assumptions made on the costs. This implies that there exists
a threshold value for the value-to-weight ratio such that the minimum expected costs of
both single sourcing solutions are equal. If the value-to-weight ratio of a product is less
than this threshold value, then the cost for using only the fast mode decreases compared
to the cost for only using the slow mode, and vice versa. As using only the fast mode
yields lower expected total costs than using the slow mode, one can expect that the effect
of dual sourcing is also limited. This implies that for relatively cheap and heavy products
larger gains are expected from using dual sourcing than for relatively expensive and light
products.

In Figure 4.1 this threshold value is presented as a function of the product value for
the six combinations of cv and rc considered. If the weight of a product is below the
threshold value for the product value, then using only the fast mode is cheaper than us-
ing only the slow mode and vice versa. Moreover, as the deviation from the threshold
increases the cost difference between using only the fast mode or the slow mode in-
creases. From this figure can be observed that as the coefficient of variation of demand
increases, then air transport is more attractive for heavier products. The effect of the
penalty cost is in the same direction but the effect is much smaller, but increases as the
coefficient of variation increases. From this we conclude the following.

Observation In the numerical study, we have observed that for products with a lower
value-to-weight ratio (below the threshold) larger gains are expected when using the
cost-minimizing single index policy parameters compared to using the fast mode only.

When we consider the penalty cost rate and the coefficient of variation, we observe
that an increase results in less cost savings associated with dual sourcing. Moreover, the
difference in the minimum costs associated with the single sourcing solutions increases.
For the penalty cost rate, this is explained by the fact that inventory is relatively more
expensive, therefore making the fast mode which results in less inventory more attractive.
For the coefficient of variation of demand, relatively more inventory is kept when demand
is more variable, again making a slow mode relatively more expensive.

We have conducted an analysis-of-variance (ANOVA) for the four described depen-
dent variables including the four factors and two-way interactions and have observed
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FIGURE 4.1: Threshold value-to-weight ratio that indicates which single mode is cheaper
to use

that all main effects are significant on a 5% level (p-values < 0.05). Moreover, the
averages for the different factor values are significantly different (95% confidence) ex-
cept the value for cv = 1 and cv = 2 for the savings associated with the best single index
policy solution.

Lastly, we want to emphasize that as the weight of a product increases, the slow mode
is used relatively more under the dual sourcing solution in absence of an emission target,
but the total emissions increase. The reason is that the usage of the slow mode is less
than proportionate as the unit emissions increase.

Only ocean shipping preferred We next consider a single product situation but we
assume that using only the slow mode is cheaper than only using the fast, i.e. above
the value-to-weight threshold value, and that the company is operating at the cost-
minimizing dual-sourcing solution. This situation implies that emission reduction can
only be achieved at an increase in total expected costs. To investigate the emission re-
duction potential in that situation we consider 8 products, that differ with respect to k,
w, and rc , which are presented in Table 4.6. The coefficient of variation is set at 1 and
all parameter values are as specified before.

TABLE 4.6: Scenario product parameter values

No. w k rc No. w k rc

1 0.05 100 0.095 5 0.01 100 0.095
2 0.05 100 0.495 6 0.01 100 0.495
3 0.05 250 0.095 7 0.01 250 0.095
4 0.05 250 0.495 8 0.01 250 0.495
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FIGURE 4.2: The cost minimizing solutions as a function of the emission reduction
(compared to the optimal no emission cost dual sourcing solution)

From all possible solutions associated with the different levels of � j and S�1, j(� j),
we first determine the solution that minimizes the total costs. The corresponding costs
are set as the benchmark to determine the relative cost increase of the other solutions
with lower emissions for that product. Moreover, we determine for each of the solutions
the relative expected emission reduction compared to using only the fast mode. The
solutions for products 1-4 (with w = 0.05) are presented in Figure 4.2 and for products
5-8 (with w = 0.01) are presented in Figure 4.3. Within each of the figures the emission
reduction on the horizontal axis represents the same absolute reduction for each of the
four products.

Observe that for product 1 only a single point is presented, this implies that dual
sourcing is not beneficial for this product. As was also described in Section 4.4.3, dual
sourcing is not beneficial if it is cheaper to pay the penalty cost for the additional lead
time associated with the slow mode, then to pay the additional order cost for the fast
mode.

Observe that, as before, the smaller the emission reduction for the dual sourcing
solution without an emission constraint, the larger the relative total cost increase to use
only the slow mode. Products 5-8 are less heavy than products 1-4, this implies that
the fast mode is relatively more attractive from a pure cost perspective. When we again
consider the value-to-weight ratio, it implies for this case that the larger the ratio the
more expensive using only the fast mode is compared to the slow mode.

Given that the maximum emission reduction is 98.93% for all products, for products
1-4 the difference between the dual sourcing solution without an emission constraint and
the single sourcing slow mode, is not that different (at most 2% increase and at most 1%
cost reduction). For products 5-8 the differences are somewhat larger. If using only the
slow mode is more attractive from a pure cost perspective, then the best dual sourcing
solution and using only the slow mode are more similar. In practice, one might consider
using only the slow mode since this is easier to manage and also reduces emissions as
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FIGURE 4.3: The cost minimizing solutions as a function of the emission reduction
(compared to the optimal no emission cost dual sourcing solution)

much as possible.
On the other hand, if using only the fast mode is not that much more expensive, then

the cost-minimizing dual sourcing solution results in fewer emission reductions, e.g. for
product 8 emissions are reduced by 88%. This implies that emissions can be reduced to
a larger extent by shipping more products with the slow mode, however this is relatively
more expensive.

To conclude, it can be observed that for the products studied, the emission reduction
associated with the cost-minimizing dual sourcing solution is relatively high, at least 88%.
This is in line with the observation we made for the case in which using the fast mode
only is cheaper, i.e. that a solution with more usage of the fast mode is chosen if this is
relatively cheaper than the slow mode. If the slow mode results in lower expected total
costs, then it can be expected that the cost-minimizing dual sourcing solution employs
more usage of the slow mode.

Observation For the case study, we observe that as the value-to-weight ratio increases,
then the emission reduction associated with the cost-minimizing dual-sourcing solution
is increasing up to the point that it is cheapest to not use dual sourcing but only the slow
mode.

4.5.2 Two products results

In this section we consider several scenarios with two products, a and b, with a joint
emission constraint for which one or more variables are varied to determine the impact
on the use of dual sourcing, the emissions, and the costs.
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TABLE 4.7: Product weight and value for the scenarios

Product a Product b
Scenario wa ka wb kb

1 0.006 500 0.005 500
2 0.006 500 0.001 500
3 0.006 500 0.005 1000
4 0.006 500 0.001 1000

Product volume and weight scenarios First, we consider several scenarios with two
products, a and b, which differ with respect to the weight (w j), and the value (k j) of
product b, presented in Table 4.7. The coefficient of variation was set at 1, and the
penalty cost rate factor at 0.095. All other values are as specified in the previous section.

While varying the value of � from 0 to values such that only the slow mode is used,
we obtain solutions corresponding with different Problems (P) with different emission
targets. We have expressed each of the solutions as the expected total cost as a function
of the expected total emission reduction, both are compared to the ‘current’ expected
total costs and emissions (using only the fast mode for both products).

Additionally, in Figure 4.4, we present two single sourcing solutions for each scenario:
air for product a and ocean for product b, and ocean for both products (ocean for product
a and air for product b is not efficient). An overview of the solutions in terms of relative
total emission reduction and expected total cost increase, compared to using the fast
mode for both products, is given in Figure 4.4.

FIGURE 4.4: The cost-minimizing solutions for 4 scenarios that differ with respect to
weight and value of product b



4.5 NUMERICAL STUDY 85

FIGURE 4.5: The usage of the fast mode for product a and b for 2 scenarios as a function
of emission target

In Figure 4.5 we present for Scenario 1 and 2 the average number of products shipped
by air for the dual sourcing solutions. We indicate both the expected amount of air
shipments for product a and the combined number for product a and b, from which the
share of product b can be derived.

Observe that for the dual sourcing graphs the left-most value indicates the value for
� = 0, i.e. dual sourcing is applied in absence of emission regulation. This point also
represents the extent to which cost and emissions can be reduced for those products,
which directly follows from adding the solutions of both products, as derived in Section
4.4.1.

The dual sourcing solutions correspond with a value of the Lagrange penalty cost
for which a certain emission reduction results. Consider two cases, one in which dual
sourcing is applied to product a and b1 and another in which dual sourcing is applied
to product a and b2. If for a certain value of � the emission reductions for product b2
are lower than for product b1, then this implies that to reach a certain emission target
the emissions of product a are reduced more when it is combined with product b2 than
with product b1. This can be observed when comparing the values of E[(da ��a)+] for
Scenario 1 and 3 (and 2 and 4).

The maximum total emission reductions that can be achieved are 98.93% for the test
bed (follows from the emissions per tonne km as specified). From Figure 4.4 we can
also observe the total emission reduction that can be achieved while maintaining the
cost level associated with using the fast mode for both products (the 0 point). For the
instances considered it appears that at least 90% emission reductions can be achieved
without increasing the costs. This difference is smallest for instances for which the total
cost increase associated with using only the slow mode is largest. Observe also that
the difference in the emission reduction is smaller than the difference in cost increase,
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FIGURE 4.6: The cost-minimizing solutions for 4 scenarios that differ with respect to
penalty cost rate of product b

e.g. 8.24% vs. 34.84% and 97.29% vs. 91.79%. From this we conclude that for these
instances the advantage of using dual sourcing compared to single sourcing is larger.

Penalty cost scenarios We have also conducted a similar analysis for scenarios in which
we changed the penalty cost rate of product b. For product a: rc = 0.095 and for product
b we used values of 0.195, 0.295, 0.395 and 0.495 for Scenario 1-4, respectively. The
coefficient of variation was set at 1, the weight was set at 0.006 and the value was 500
for product a and b. All other values are as specified before. As before, we present the
expected total costs and emissions compared to the values associated with using only the
fast mode, the results are in Figure 4.6. Observe that for the four scenarios considered
the cost increase as a function of emission reduction is very similar. A higher value
of rc results in a smaller emission reduction if dual sourcing is applied in absence of
emission regulation, and it results in a higher total cost increase to reduce emissions to
the minimum (use only the slow mode).

Demand variability scenarios We have also conducted a similar analysis for scenarios
in which we changed the coefficient of variation of demand of product b. Product a: cv =
0.25 and for product b we used values of 0.5, 1, 1.5 and 2 for Scenario 1-4, respectively.
The penalty cost rate was set at 0.095, the weight was set at 0.001 and the value was
500 for product a and b. All other values are as specified in the previous section. The
results are presented in Figure 4.7. Observe that the differences between the scenarios
are relatively large. Moreover, the difference in emission reductions that can be achieved
while not increasing total costs compared to using only the fast mode is relatively large
(between 75% and 90%) and this resembles the cost increase difference associated with
using only the slow mode (between 33% and 48%).
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FIGURE 4.7: The cost-minimizing solutions for 4 scenarios that differ with respect to
demand variability of product b

4.6 Conclusion

In this chapter we studied a multi-item dual-sourcing problem subject to an emission
constraint. A single-index order policy was used that specifies two order-up-to levels,
one for each mode. As a result, the expected period emissions per product follow directly
from these inventory levels. Lagrangian relaxation was applied to find solutions for the
multi-item setting that meet the emission constraint. In a special case in which demand
follows an exponential distribution and the lead time difference is equal to one period,
we observe that a tighter emission constraint first results in using the slow mode for a
larger share of shipments and ultimately results only in usage of the slow mode. We
also studied the effect of products that differ with respect to one variable on attaining an
emission target and observed how the optimal solutions of both products change.

In a numerical study we first investigated for a test bed the usage of dual sourcing.
We observed that emissions are reduce by at least 17% when the dual-sourcing solution
is used in absence of an emission target. If the cost level associated with only using the
fast mode is maintained then emissions are reduced by at least 29%. If we consider the
situation that the company is already using the optimal dual-sourcing solution in absence
of an emission constraint, then we observe that using dual sourcing is more attractive
when the fast mode is relatively less expensive.

Lastly, we also considered several two product scenarios. When we compare the emis-
sion reduction that can be achieved while not increasing costs and the total cost increase
associated with only using the slow mode, we observe that the emission reduction is rel-
atively robust for large cost changes while changing the value and weight of a product.
The penalty cost has little impact on the dual sourcing solutions obtained with Lagrangian
relaxation. The coefficient of variation of demand has a large impact on the solutions,
both in absolute and relative terms. Moreover, we do not observe the robustness in the
emission reduction as the total costs associated with the slow mode increase relatively.
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5
CARBON LEAKAGE: INVESTMENT DECISIONS

AND PREVENTING MEASURES

5.1 Introduction

In this chapter we study the problem of a manufacturer that is deciding how much to
invest in technology and production capacity under uncertain and (asymmetric) carbon
emission regulations. We consider a producer of an energy-intensive commodity good for
which production emissions are subject to carbon emission regulations, such as cement
and pulp and paper producers in the EU, and in the future also aluminium producers. If
the emission price is increased, then production in the regulated market with the current
production technology will become unprofitable. To anticipate future emission prices, the
company has two investment options available to reduce emission related costs: investing
in a cleaner technology (in the regulated market), or building production capacity in a
market that is not subject to emission regulation but requires an additional cost for trans-
portation. Carbon leakage refers to the effect that global emissions increase as a result of
emission regulations, i.e. due to shifting production to locations without regulations and
thereby increasing emissions from transportation and possibly production.

When the investment decisions are made uncertainty exists about the value of the
emission price once the technology or capacity is operational. Moreover, the regulator
may implement a policy to reduce carbon leakage, i.e. an anti-leakage policy. We consider
three policies: a carbon border tax, which charges for each product imported to the
regulated market, output-based allocation, and grandfathering. The last two policies
exempt a certain part of emissions in the regulated market from regulations by allocating
a certain amount of allowances for free. With output-based allocation the amount of
allowances is based on actual production and with grandfathering the amount is based
on historic production figures.

The company needs to decide how much to invest in making the current technology
cleaner and how much capacity to built off-shore. These decisions are made given uncer-
tainty with respect to emission regulations at the time when it becomes operational. The
actual production quantity in the on-shore (and off-shore) location is determined, when
the capacity becomes operational and the emission price is realized.
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In this chapter we study the investment decisions of a producer and investigate three
research questions. First, we study carbon leakage in a situation without an anti-leakage
policy and we investigate:

What investments should a company, facing uncertain and asymmetric emission regula-
tions, make in production technology and capacity to remain profitable on the long term?
Then, we consider several scenarios, each corresponding with a different anti-leakage
policy and we investigate:

How are these investment decisions impacted by an anti-leakage policy?
Lastly, we take the view of a regulator and investigate:

What is the impact of an anti-leakage policy on the emissions?
Moreover, in a numerical study we investigate for a test bed based on data from an
European cement manufacturer what policy is preferred by the company and what policy
by a regulator.

We observe when the company chooses to invest in existing technology, when to
invest in adding capacity offshore, and when in both. This allows us to derive under
which conditions carbon leakage may occur and how variables influence the extend of
leakage. We investigate how each of the policies impacts carbon leakage and what the
differences are. We furthermore show the impact of the policies that combat carbon
leakage on the amount produced and in which location. In addition we investigate the
impact of parameters on the amount invested in capacity, the production quantity in each
location, and the emissions.

In Section 5.2 we position our work in the existing body of literature. The model and
underlying assumptions are presented in Section 5.3. In Section 5.4 the analysis of the
model is described. In a numerical study, presented in Section 5.5 we apply the analysis
to a case study. In Section 5.6, we end with a conclusion.

5.2 Literature

The research described in this chapter deals with capacity and technology investment
under uncertain emission regulation. In this section we describe the areas of literature
most related and how our work contributes to these areas.

Within Operations Management the fields of capacity investment and outsourcing are
related to this article. An extensive overview of capacity investment under uncertainty
regarding one or more variables is given by Van Mieghem (2003). In our work the un-
certainty is related to the emission cost which impacts the operating margin, which is
similar to the exchange-rate risk. Ding et al. (2007) considers two regions with produc-
tion and sales and the opportunity to hedge by allocating products to markets after the
exchange rate is realized. In our model we hedge against the risk of low production
margin by investing in technology or building capacity in the unregulated market. If our
model is applied to a situation with an emission trading scheme that provides futures,
then financial hedging can also be considered. This is outside the scope of this research.

The outsourcing literature is also related to our work. In those articles outsourcing is
done in addition to production in the ‘home’ location to deal with uncertainty regarding
production capacity and/or demand, see e.g. Van Mieghem (1999) or Yang et al. (2005).
The outsourced production is usually done by external party which reduces the fixed cost
component and the time between decision and implementation considerably. Wang et al.



5.2 LITERATURE 91

(2011) studies the outsourcing question subject to non-tariff barriers which is related
to our work. They consider several supply chain strategies and consider the impact of
the mean and variance of the price on the preferred strategy. Our model is different
in that we explicitly model capacity and technology investment decisions in addition to
production quantities.

Within the field of Environmental Economics the capacity and technology investment
decision is also studied. The articles mostly focus on the impact of environmental reg-
ulation on the technology choice or capacity investment. A literature review on tech-
nological change and the environment is given by Jaffe et al. (2003). Two studies that
study the investments in technology subject to emission regulations and are applied to
the power industry are Heutel (2011) and Fan et al. (2010). This decision is also studied
in this work but we additionally investigate investments in capacity in a region without
emission regulations.

Another related area of research within the field of Environmental Economics inves-
tigates from an economic perspective the impact of emission regulations on company
performance, emissions, and in particular on carbon leakage. The problem is studied
from the regulator’s or society’s perspective whereas we focus on a production company.
Some articles investigate the impact of development of carbon prices, such as Smale et al.
(2006), which examines five energy-intensive industries: cement, newprint, petroleum,
steel, and aluminium. Other articles incorporate several anti-leakage policies and com-
pare the impact and effectiveness, such as Demailly & Quirion (2006) and Fischer &
Fox (2009). Demailly & Quirion (2006) compare two methods for free allocation of
allowances: grandfathering and output-based allocation and investigate the impact on
competitiveness of the European cement industry using a simulation model based ap-
proach. In a Cournot competition model they consider producers that choose an abate-
ment level and a production quantity. Fischer & Fox (2009) use a computable general
equilibrium model to investigate the impact of the carbon price on certain emissions-
intensive sectors. In contrast to our model, foreign firms may enter the market and
supply to the home market as a result of asymmetric emission regulations. Our work dif-
fers from this field since we focus on the company’s investment decisions under emission
regulation and how it is impacted by different anti-leakage policies. We moreover com-
bine the sourcing question, how much to produce where, with technology investment
decisions. Lastly, we consider the impact of emission cost uncertainty.

Within Operations Management technology investment under emission regulation is
also investigated. A few articles are currently available that include (carbon) emissions
in the model. Yalabik & Fairchild (2011) is most related to tour work as they inves-
tigate the technology investment decision under emission regulation in a monopolistic
and two-company setting. Our model extends the work of Yalabik & Fairchild (2011) by
investigating the opportunity to build production capacity in a region without emission
regulation and how policies aimed at reducing this effect impact investment decisions.

In a particularly relevant work, Drake et al. (2010b) study the situation that several
technologies are available and capacity investments for each technology type are made.
They consider different types of emission regulations (i.e. carbon tax and cap-and-trade)
and investigate what the impact is on the selected technology, the emission reduction
investment and company profit. As in our model uncertainty exists with regard to the
emission regulation but we also consider the possibility to produce in a region that is
not covered by emission regulation and investigate how the investment decisions are
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impacted by emission regulation alternatives that aim at reducing the amount of carbon
leakage. Two articles that study carbon leakage from a regulator’s perspective when com-
panies can shift production or use an alternative technology and the impact of border
tax adjustments are Drake (2011) and Plambeck et al. (2011). Drake (2011) consid-
ers domestic and foreign firms compete in Cournot competition and the domestic firm
can choose the production location. Moreover, production are set for several available
technologies that do not require investments. Plambeck et al. (2011) study in a similar
setting how much to produce in a domestic and foreign region under emission cost un-
certainty. Our work is distinguished from these works as we consider both investments
related to technology and capacity building simultaneously. Moreover, we consider more
anti-leakage policies and compare the effectiveness.

The contribution of this chapter is summarized as follows: Our work focuses on an
individual company, which has both the possibility to shift production to an unregulated
market and the opportunity to reduce the emissions per unit produced in the regulated
market. Moreover, we incorporate uncertainty regarding the emission cost and compare
the impact of different anti-leakage policies. We specifically investigate the investment
decisions taken by the production company in the light of uncertainty in emission regu-
lation.

5.3 Model framework

We consider a manufacturer that is currently producing goods in a facility in a market
with emission regulation, the regulated market. As a consequence, a cost is incurred for
emissions from production: the emission price. In this market, uncertainty exists with
regard to the development of the emission price in the future. An increase in the emission
price makes the current production setting unprofitable so the company considers two
avenues to reduce the cost increase. The first possibility is to invest in emission abatement
in the current production facility, i.e. to reduce the amount of emissions generated in the
production of one unit. The second possibility is to build production capacity in a location
not subject to emission regulation, the unregulated market. Both alternatives require an
upfront capital investment and significant amount of time to become operational.

We model this situation with a two-stage model. At the beginning of Stage 1, it has to
be decided how much capacity to build and/or to what extent to invest in new technology
that reduces emissions under uncertainty regarding the Stage 2 emission price. The built
capacity and implementation of the new technology become available at the beginning
of Stage 2 and the uncertainty regarding the emission price is then resolved. In Stage 2
it has to be decided how much to produce in each market. Since the capacity expansion
decision does not influence the available capacity in Stage 1, the decision of how much
to produce in Stage 1 is outside the scope of our model.

As described before, the absence of emission regulation in the unregulated market
makes production economically more attractive. If production takes place in the unregu-
lated market, the total emissions of the chain increase due to increasing transport emis-
sions, and possibly additional emissions from production. The attractiveness is mainly
determined by the amount of emissions generated during production and/or the amount
of energy consumed during production. We therefore consider a firm which produces
an energy-intensive commodity good, e.g. cement or aluminium. In general, the most
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energy is consumed in the early stages of the product chain to create commodity goods.
In the remainder of this section we first describe the model in Section 5.3.1. The prob-

lem formulations for the four different scenarios are described in Section 5.3.2. We con-
sider a baseline scenario, in which no carbon leakage mitigation policy is implemented,
and three scenarios in which an anti-leakage policy is implemented: a carbon border tax,
and two free allowance allocation scenarios. Two free allowances allocation policies exist
(Demailly & Quirion, 2006): output-based allocation and grandfathering of allowances,
in which the amount of allowances is based on current and historical production figures,
respectively.

5.3.1 Model description

In Table 5.1 an overview of the model parameters is given. Let subscript j ( j 2 fr, ug) cor-
respond with the (un)regulated production market. For each unit produced we consider
the production cost and the unit emissions. Let cp

j (cp
j > 0) denote the unit production

cost in market j, which includes material, labor and other variable costs. For a product
produced in the unregulated market an additional transport cost is incurred to ship the
product to the regulated market, this cost is included in cp

u . We assume that only direct
emissions from production in Stage 2 denoted by p

j (p
j > 0) are included in the emis-

sion regulation. The unit production emissions for the regulated market at the beginning
of Stage 1 are denoted by +. The unit production emissions in Stage 2 in the unregu-
lated market are equal to those in the regulated market in Stage 1 (p

u = 
+). This holds

since we assume that the new capacity built in the unregulated market uses the same
technology as used in Stage 1 in the regulated market.

TABLE 5.1: Relevant notation

� Reduction factor in output-based allocation
�u Unit capacity investment cost unregulated market
�r Emission reduction cost regulated market
+ Current unit production emissions
� Unit production emissions for best available technology


p
j Unit production emissions market j
t

u Unit transport emissions unregulated market
� Total expected Stage 2 emissions
ce Emission cost realization
C e Random variable emission cost
cp

j Unit production cost market j
� Demand elasticity wrt price
K Production capacity unregulated market
� Production cost change for emission intensity reduction
� Stage 2 profit function, given emission cost ce

p Sales price
p̃ Maximum sales price
q j Stage 2 production quantity market j
Q̃ Maximum market size
Z Two-stage profit function
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The emission price charged per unit of direct emissions in Stage 2 is denoted by ce.
We assume that the production emissions are subject to a carbon cost, which corresponds
with the situation of a carbon tax or an emission trading scheme in which all allowances
have to be purchased (from an auction). To reflect the uncertainty regarding the emission
cost in Stage 2 when the investment decisions are taken, we assume that the emission
cost is a random variable, denoted by C e. For each unit produced in the unregulated
market additional transport emissions are incurred, compared to a unit produced in the
regulated market, which are Scope 3 emissions and we denote these emissions by t

u
(t

u > 0). The implicit assumption is that a product produced in the unregulated market
is shipped to the production location in the regulation market and from there the products
are shipped to customers. Emissions from shipping the products to customers are outside
the boundary of this research. The total emissions attributable to producing one unit in
Stage 2 are p

r and p
u + 

t
u for the regulated and unregulated market, respectively.

Let q j (q j � 0) denote the quantity produced in market j, which are the decision
variables in Stage 2. We assume that the demand is sensitive to the charged price, which
impacts demand negatively. Let � (� > 0) denote the demand elasticity with respect
to price. The higher the value of �, the higher the sensitivity of the customer to price.
Let p (p � 0) denote the sales price charged for the end-product by the producer. The
sales price is directly determined by the total offered quantity (qr + qu). The size of the
market is denoted by Q̃ (Q̃ > 0), this corresponds to the amount of products sold when
both price and emissions are equal to 0. The demand function as a function of the sales
price is denoted by q(p): q(p) = Q̃� �p, this implies that a single price is charged for all
end-products, irrespective of the product location. From the inverse demand function,
we obtain the price p inserting the produced quantities qr and qu:

p(qr , qu) = p̃�
1

�
(qr + qu), (5.1)

where p̃ = Q̃(�)�1, which represents the maximum price that the products can be sold.
The Stage 1 the decision variables are the amount of capacity build in the unregulated

market (K) and the emission abatement effort undertaken in the current production
facility in the regulated market (p

r � 
+). For brevity reasons we refer to p

r as  for
the remainder of this paper. The emissions cannot be reduced below a level � which
represents the best available technology for the production of the product. The cost of
building capacity is linear in the amount of capacity and represents a marginal capacity
cost and is denoted by �u (�u > 0). We assume that sufficient capacity exists in the
regulated market to produce the required quantity in Stage 2. This is motivated by the
fact that the company is already producing in the regulated market and has optimized
the amount of capacity previously. The total emission investment cost is quadratic in the
emission reduction and linear in the abatement cost factor �r (�r > 0): �r(�+)2. This
formulation reflects the general notion that it becomes increasingly more difficult (and
expensive) to reduce emissions. In addition, as  is decreased the unit production costs
may also change, which is reflected in a change in the production cost with linear factor
� (� 2 R): cp

r + �(
+ � ).
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5.3.2 Problem formulations

We first present the problem formulation for the baseline scenario. At the beginning of
Stage 2 the values of K ,  and ce are fixed. The second stage profit function �(qr , qujce,)
as a function of qr and qu is:

�(qr , qujce,) =�
1

�
(qr + qu)

2 + qr(p̃� cp
r � 

+� � (ce � �)) + qu(p̃� cp
u ). (5.2)

We make two observations here: First, only the total production quantity qr + qu de-
termines the price and secondly, the Stage 2 profit is quadratic in the total production
quantity. The Stage 2 optimization problem is then:

(P2) max �(qr , qujce,)
s.t. qr � 0

0� qu � K

Let ��(ce,, K) denote the maximum profit for the second-stage optimization for a fixed
emission cost ce. Since the Stage 2 emission cost value is uncertain, the expected max-
imum Stage 2 profit, Ece[��(ce,, K)], determines the expected two-stage profit. The
two-stage profit function is denoted by Z and given by the following equation for given
values of  and K:

Z(, K) = Ece[��(ce,, K)]� �r(� +)2 � �uK . (5.3)

Observe that the two-stage profit is quadratic in the emission intensity and linear in the
off-shore production capacity. Problem (P), the two-stage problem, is then:

(P) max
,K

Z(, K)

s. t. K � 0
� � � +

The total expected Stage 2 emissions are denoted by � = E[�r] +E[�u] where E[�r] =
Ece[qr] and E[�u] = EC e[qu](p

u + 
t
u). The three anti-leakage policy scenarios only

differ from the baseline scenario with respect to the Stage 2 profit functions, which are
described next.

Scenario 1: Carbon border tax In Scenario 1 a carbon border tax applies in Stage 2
to each product produced in the unregulated market and imported to and sold in the
regulated market. As suggested by Ismer & Neuhoff (2007) we assume a border tax
that uses an emission price equal to the emission price in the regulated market and the
unit emissions taxed are based on the emissions of the best available technology in the
regulated market. The tax incurred per unit produced in the unregulated market is then
ce�. As before, the unit emissions for one produced with the best available technology
is denoted by �. The Stage 2 profit function in Scenario 1, the Border Tax Scenario, is
(given the values of K ,  and ce):

�I(qr , qujce,) =�
1

�

�

qr + qu
�2+qr(p̃� cp

r �
+��(ce��))+qu(p̃� cp

u � ce�). (5.4)
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Scenario 2: Output-based allowance allocation For output-based allocation a num-
ber of allowances related to current production levels is granted. The amount of al-
lowances obtained for free is determined by three factors: a product-specific benchmark,
the production figure and a factor to reflect decreasing emission targets set by author-
ities. This structure is in line with what is used in Phase III of the EU ETS (European
Commission, 2011a). We assume that the product-specific benchmark is equal to the
minimum amount of emissions, or the best available technology benchmark: �. And �
(� 2 [0,1]) represents the reduction factor. The resulting Stage 2 profit function is then:

�I I(qr , qujce,) =�
1

�

�

qr + qu
�2+qr(p̃�cp

r �
+�+ce���(ce��))+qu(p̃�cp

u ). (5.5)

Scenario 3: Grandfathering A different approach is to based the amount of allowances
on historical production, which is referred to as grandfathering, in which the amount of
allowances granted is independent of the current production behavior. Let 
 (
 > 0)
denotes the total amount of allowances obtained for free per time unit. This value is likely
related to the current, i.e. before Stage 1, production quantity, which is investigated in
the numerical study. The Stage 2 profit function in Scenario 3 is then:

�I I I(qr , qujce,) =�
1

�

�

qr + qu
�2+qr(p̃�cp

r�
+��(ce��))+qu(p̃�cp

u )+ce min(
, qr).
(5.6)

Note that grandfathering only applies when production takes place in the regulated mar-
ket. If grandfathering is applied, then a fictional capacity exists in the regulated market
for which the operating margin equals: p̃ � cp

r � �(
+ � ). The amount of capacity is

dependent on the emission intensity, however.

5.4 Analysis

In this section we present the analysis of and comparison between the different scenarios.
We first present the analysis of the baseline scenario in Section 5.4.1. The Border Tax Sce-
nario is then described in Section 5.4.2. The description of the Output-based allocation
Scenario is given in Section 5.4.3 and for the Grandfathering Scenario in Section 5.4.4.
In the analysis we assume that cp

r < cp
u to justify the fact that production is currently done

in the regulated market.

5.4.1 Baseline scenario

We first solve the Stage 2 production quantity problem, Problem (P2) (assuming that
K , ce, � 0 are fixed). Let the pair (q�r , q�u) denote the optimal production quantities
for Problem (P2). Let q0r(c

e,) (q0u) denote the profit-maximizing production quantity
if production is solely done in the regulated (unregulated) market, assuming infinite
capacity. The optimal production capacity in the unregulated market (K) never exceeds
q0u, hence we assume in the remainder of the analysis that production is always up to
capacity if positive in the unregulated market. For brevity reasons, we introduce the
following expressions for the operating margin: mr(ce,) := p̃� cp

r �
+��(ce��) and

mu := p̃ � cp
u . Let ̃ denote the value of  that equates the operating margins for both
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markets (̃= (cp
u� cp

r �
+�)(ce��)�1). As seen in Lemma 5.4.1 this impacts the optimal

production strategy.

LEMMA 5.4.1. Given ce,, K � 0, the profit-maximizing Stage 2 production quantities are:

(q�r , q�u) =

¤

(q0r(c
e,), 0), if � � � ̃,

�

(q0r(c
e,)� K)+, K

�

, if ̃� � +,
(5.7)

where q0r(c
e,) = �

2
mr(ce,).

PROOF. Proof in Appendix D.1.

This implies that if the emission intensity is small, it is optimal to produce only in the
regulated market. And if the emission intensity is larger, then it is optimal to produce up
to capacity in the unregulated market and the remainder, if any, in the regulated market.
This lemma allows us to distinguish three strategies: Full (F ), production is only done
in the regulated market, Null (N ), production is only done in the unregulated market,
and Partial (P ), production is done in both markets. The transition from the Partial to
the Null strategy depends on the value of  as a function of K , denoted by ̄(K) such that
q0r(c

e,) = K , which depends on the value of ce.
In the remainder of the paper we assume that the emission cost, represented by ran-

dom variable C e, follows a two-point distribution: ce
1 (with probability �), ce

2 (w.p. 1��),
and 0� ce

1 � ce
2. The emission cost before Stage 1 is denoted by ce

0.
A production Strategy pair specifies how much is produced in Stage 2 in each of the

locations for either realization of the emission cost: (s1, s2) where strategy sk is employed
for C e = ce

k and sk 2 fF ,P ,N g, for k 2 f1,2g. As the threshold values, ̃ and ̄(K),
depend on the value of ce monotonously (P ,F ), (N ,P ), and (N ,F ) do not repre-
sent profit-maximizing Stage 2 production strategies for any pair (, K). As a result, we
find that for a given pair (, K) one (or two) of the following production Strategy pairs
maximizes the Stage 2 profit: (F ,F ), (F ,P ), (F ,N ), (P ,P ), (P ,N ), or (N ,N ).

We use the subindex i in the remainder of this article to refer to a Stage 2 production
Strategy. Let Zi(, K) denote the two-stage profit function imposing the use of Strategy
i, which are given in Appendix D.1. The two-stage profit functions of Strategy (F ,P )
and (P ,P ) are linear in K , therefore the profit functions are dominated: (F ,P ) is
dominated by (F ,F ) or (F ,N ) and (P ,P ) is dominated by (F ,F ) or (P ,N ). As a
result, only four production Strategies remain of which one represent the overall optimal
profit for a given parameter setting.

Stage 1 problem In the first stage the optimal emission intensity (�) and production
capacity in the unregulated market (K�) that maximize the two-stage profit function are
determined (given that optimal two-stage production quantities are implemented once
uncertainty is resolved). Let q�j,i(c

e
k) denote the optimal production quantity in market

j for Strategy i for j 2 fr, ug and k 2 f1,2g. For the problem studied in this paper it is
not possible to derive closed-form solutions for the investment quantity and production
strategy directly. Therefore, we proceed in a backward fashion: first we impose a pro-
duction strategy and calculate � and K� from first-order conditions assuming that the
functional form is met. Then, we check if the solution is self-consistent, i.e. whether
it is contained in the region of (, K) for which we know that the imposed production
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strategy maximizes the profit or not. Only if a strategy is self-consistent it may be the
overall profit-maximizing strategy. We end up with a set of production strategies for
which (�, K�) is self-consistent and select that strategy which maximizes the two-stage
profit.

Let �i and K�i denote the profit-maximizing investment quantities while imposing the
use of Strategy i which follow from first-order conditions assuming that the functional
form is met. To ensure that for each of the four strategies Zi(, K) is concave in , we
assume that E[(C e � �)2]< 4

�
�r and �

1�� (c
e
1 � �)

2 < 4
�
�r .

PROPOSITION 5.4.2. From the two-stage profit functions associated with Strategy i (Zi(, K)),
we obtain the optimal investment quantities, represented in Table 5.2, where
W(F ,F )(ce

1, ce
2) =

2�r mr (E[C e],+)
4
�
�r�E[(C e��)2] , Y = mr Var(ce��)

(E[C e]��)( 4
�
�r�E[(C e��)2]) ,

W(F ,N )(ce
1) =

2�r mr (ce
1,+)

4
�
�r��(ce

1��)
2 , W(P ,N )(ce

1) =
2�r (mr (ce

1,+)�(mu��u))
4
�
�r (1��)��(ce

1��)
2 , and K 0 = �

2
(mu � �u).

The optimal production quantities follow directly from (�i , K�i ) and the optimal production
quantities in Lemma 5.4.1.

TABLE 5.2: The profit maximizing investment quantities for the strategies

Strategy �i K�i
(F ,F ) min

n

+,max
n

�,+ � E[(C e��)2]
2�r (E[C e]��)

W(F ,F )(ce
1, ce

2) + Y
oo

0

(F ,N ) min
n

+,max
n

�,+ � �(ce
1��)

2�r
W(F ,N )(ce

1)
oo �

K 0 �� �
2
( �u

1��
)
�+

(P ,N ) min
n

+, max
n

�,+ � �(ce
1��)

2�r
W(P ,N )(ce

1)
oo

�

K 0 ��W(P ,N )(ce
1)
�+

(N ,N ) + K 0

PROOF. Proof in Appendix D.1.

If the profit-maximizing is Strategy (F ,F ) or (N ,N ), then investment and produc-
tion occur in the same market. If the profit-maximizing is Strategy (F ,N ) or (P ,N ),
then investments are made in both markets and with probability 1�� no production is
done in the regulated market, despite investments. For Strategy (F ,N ) there is slack
capacity in the unregulated market with probability �.

Strategy (F ,F ) results in investments in technology and production in the regulated
market. The optimal production quantities follow from: q�r(c

e
k) =

�

2
mr(ce

k,�1). The total
emissions and production quantity are dependent on the emission cost realization. This
is the only strategy that depends on both emission cost values, ce

1 and ce
2.

Strategy (F ,N ) requires investment in both technology in the regulated market and
capacity in the unregulated market. The production in Stage 2 is only done in one market,
depending on the emission cost realization. As a result investments are made in a market
in which nothing is produced in Stage 2. If C e = ce

1, then the production quantity in the
regulated market equals W(F ,N ).
Strategy (P ,N ) also requires investments both in technology and capacity but with
certainty production is done in the unregulated market. With probability � a certain
quantity, W(P ,N ), is produced in the regulated market. As a result, the expected total
production quantity is equal to K 0, i.e. equal to the expected production quantity for
Strategy (N ,N ).
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(a) (b)

FIGURE 5.1: Two possible structures of optimality regions

Strategy (N ,N ) only requires investment in capacity in the unregulated market and as
a result the investment quantity and profit are independent of the emission cost.

Remark When determining for each combination of ce
1 and ce

2 values (and fixed �) the
Strategy that maximizes the two-stage profit one out of two possible structures emerges.
In Figure 5.1 the only two possible structures are presented. Please note that the bound-
aries between Strategy (F ,F ) and (F ,N ), (P ,N ), (N ,N ) are arbitrary. The following
properties are used to establish this structure. Strategy (F ,F ) maximizes the profit for
ce

1 = ce
2 = 0 (cp

r < cp
u ). The optimal profit associated with Strategy (F ,F ) and (F ,N ) is

decreasing in ce
1, and the profit of Strategy (F ,F ) is decreasing in ce

2.

We next present some structural results on the optimal investment quantities.

PROPOSITION 5.4.3. It holds that �i (q�r,i) is weakly decreasing (increasing) in p̃� cp
r , and

weakly increasing (decreasing) in �r and +. And K�i is weakly increasing in mu and weakly
decreasing in �u.

PROOF. Proof in Appendix D.1.

The operating setting of the company largely determines the investment and produc-
tion strategy. Companies with a larger operating margin in the regulated market invest
and produce more in the regulated market, for a given strategy. As a result, the two-stage
profit of Strategy (F ,F ) and (F ,N ) increases more, favoring these strategies. Similarly,
if a company has a larger operating margin for production in the unregulated market,
Strategy (P ,N ) and (N ,N ) are favored. A larger investment cost for the capacity or
technology has the opposite effect, i.e. favoring a Strategy with more investment in the
other source. In line with Yalabik & Fairchild (2011), we find that a company, which has
already invested in technology in the past, invests more in technology in the regulated
market and a strategy with more production in the regulated market is more likely to be
the profit-maximizing strategy.
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In the next sections we analyze several anti-leakage policies and observe the effect
in terms of the optimal investment quantities and the selected strategy. To be able to
structurally derive the impact of a policy, we need results on the ordering of the profit-
maximizing investment levels for the different strategies, for a given emission cost distri-
bution, which we derive in the next proposition.

PROPOSITION 5.4.4. Let �i (c
e
1, ce

2) represent the profit-maximizing emission intensity for a
given emission cost distribution. It holds that �(F ,F )(c

e
1, ce

1)� 
�
(F ,N )(c

e
1, ce

2)� 
�
(P ,N )(c

e
1, ce

2),
and K�(F ,N ) � K�(N ,N ) and K�(P ,N ) � K�(N ,N ). Moreover if Z�(P ,N ) � Z�(F ,N ), then K�(P ,N ) �
K�(F ,N ).

PROOF. Proof in Appendix D.1.

When we consider the two-stage profit function associated with Strategy (F ,F ), it
does not hold in general that �(F ,F )(c

e
1, ce

1) � 
�
(F ,F )(c

e
1, ce

2). More specifically, if �r is
large and if ce

2 is large, then there exists a value of ce
2 such that �(F ,F )(c

e
1, ce

2) is weakly
increasing for ce

2 larger than this threshold. Since both the investment cost and the unit
emission cost are high when this effect occurs, we believe that it likely that Strategy
(F ,F ) is not self-consistent in these cases, i.e. another strategy maximizes the two-stage
profit. For the remainder of this article we therefore assume the following:

ASSUMPTION 5.4.5. If Strategy (F ,F ) is self-consistent for �(F ,F )(c
e
1, ce

1) and �(F ,F )(c
e
1, ce

2),
then it holds that �(F ,F )(c

e
1, ce

1)� 
�
(F ,F )(c

e
1, ce

2) and as a result �(F ,F ) � 
�
(F ,N ).

Example We next present a running example that is used throughout this section to
illustrate the results. The data are based on a cement manufacturer in Europe and
are described in more detail in Section 5.5. We use the following parameter settings
mr = 343.63� (ce � 18.24), mu = 349.49, �u = 10.1, �r = 36.608 � 106, + = 0.7,
� = 0.075. In Figure 5.2 we present the optimal production strategy for a range of
emission cost estimates, ce

1 and ce
2 and the probability � = 0.5. Please note that the ver-

tical axis represents ce
2 � ce

1. Strategy (F ,F ) is represented by 1, Strategy (F ,N ) by 2,
Strategy (P ,N ) by 3, and Strategy (N ,N ) by 4.

If the uncertainty is small and then a strategy with investment in only one market is
chosen. In these cases it is too costly to invest in both markets to hedge the emission cost
uncertainty. It can be observed that companies choose a strategy with investment in both
technology and capacity if there is great uncertainty in the emission cost and ce

1 � 25.
Moreover, a smaller value of ce

1 results in more investment in technology to reduce the
emission intensity and less investment in capacity in the unregulated market.

5.4.2 Scenario 1: Border tax

In the Border Tax scenario, the operating margin for the unregulated market is now
dependent on the emission cost: mu(ce) = mu � ce�. This is however not influenced by
any decision variable, hence optimization follows along the same lines as for the baseline
scenario. Let �,Ii and K�,Ii denote the profit-maximizing investment levels for Strategy i
if a border tax is applied. The optimal investment quantities and production quantities
follow the structure as described in Table 5.2, with W(F ,F )(ce

1, ce
2), W(F ,N )(ce

1) as before
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FIGURE 5.2: The optimal production strategy as a function of emission cost distributions

and K I ,0 = �

2
(mu(E[C e])� �u) and

W I
(P ,N )(c

e
1, ce

2) =
2�r(mr(ce

1,+)� (mu(E[C e])� �u))
4
�
�r(1��)��(ce

1 � �)2
.

Since the magnitude of the border tax is determined by �, it is easily observed that if �

increases, the border tax is more effective, i.e. results in a switch to a strategy with more
production in the regulated market for lower emission cost values. This implies that the
effectiveness of the border tax is decreasing in the current emission intensity +, or it is
more effective for companies for which the current technology is cleaner.

Comparing Border Tax and Baseline scenario We next examine the impact of a Bor-
der Tax Policy by comparing the optimal investment quantities and production strategy
under the baseline scenario and the border tax scenario. One out of two situations oc-
curs: first, the same production strategy is optimal and the investment quantities differ,
or another production strategy is optimal and the investment quantities differ. We next
describe the impact of a border tax policy when Strategy i is imposed.

PROPOSITION 5.4.6. Given emission cost distribution (ce
1, ce

2,�) and impose production Strat-
egy i, then the capacity in the unregulated market and the emission intensity are smaller for
the Border Tax Scenario (K I ,�

i � K�i and I ,�
i � 

�
i ). The expected total production quantity is

smaller for Strategy (P ,N ) for the Border Tax Scenario, as it is equal to K I ,0
i . The expected

total emissions are smaller for the Border Tax Scenario for Strategy i (�I ,�
i � �

�
i ).

PROOF. Proof in Appendix D.1.

A carbon border tax results in less capacity in the unregulated market and weakly
more production in the regulated market with fewer unit emissions.

Let strategy pair (i, i0) denote that Strategy i maximizes the two-stage profit in the
baseline scenario and that Strategy i0 maximizes the two-stage profit in case of a border
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TABLE 5.3: Impact border tax scenario on key parameters for strategy pair (i, i0) for low
and high emission cost

Optimal C e = ce
1 C e = ce

2
strategies � K� q�r p �r �u � q�r p �r �u �

((F ,F ), (F ,F )) 0 0 0 0 0 0 0 0 0 0 0 0
((F ,N ), (F ,N )) 0 - 0 0 0 0 0 0 + 0 - -
((F ,N ), (F ,F )) - - + - +/- 0 +/- + +/- + - +/-
((P ,N ), (P ,N )) - - + - +/- - +/- 0 + 0 - -
((P ,N ), (F ,N )) - - + - + - +/- 0 + 0 - -
((P ,N ), (F ,F )) - - + - +/- - - + +/- + - +/-
((N ,N ), (N ,N )) 0 - 0 + 0 - - 0 + 0 - -
((N ,N ), (P ,N )) - - + +/- + - +/- 0 + 0 - -
((N ,N ), (F ,N )) - - + +/- + - +/- 0 + 0 - -
((N ,N ), (F ,F )) - - + +/- + - +/- + +/- + - +/-

tax policy. Table 5.3 describes the impact of a carbon border tax on investment and
production quantities, sales price and total emissions, where an increase (decrease) is
denoted by + and �, respectively. Moreover, �r = �q�r(c

e
k,�) and �u = (+ + t

u)K
�.

In general it can be observed that if the low (high) emission cost is realized, the sales
price is smaller (larger) as a result of the implementation of the border tax. The reason
behind it is that for ce

1 a strategy with more production is implemented and as a result
lower prices follow.
Example - continued We now continue with the example presented in Section 5.4.1 to
examine the impact of a border tax. For each combination of emission cost values we
determine the profit-maximizing strategy for the baseline and border tax scenario, which
is denoted as before by strategy pair (i, i0), where Strategy 1,2,3, and 4 are defined as
before. Figure 5.3 summarizes these results. We observe that the boundaries between
the regions for which Strategy i is optimal shift, favoring strategies with production in
the regulated market over production in the unregulated market. Moreover, if a border
tax is applied the profit is dependent on the values of ce

1 and ce
2 for all strategies, and as

a result the boundaries are as well. The range of emission cost values for which Strategy
(P ,N ) is optimal is increased compared to the Baseline Scenario.

5.4.3 Scenario 2: Output-based Allowance Allocation

It can be observed from Equation (5.5) that if output-based allocation of allowances is
applied, then the operating margin increases by ce�� compared to the baseline sce-
nario. The optimal investment quantities are derived straightforwardly and are found by
inserting the following quantities in Table 5.2:

W I I
(F ,F )(c

e
1, ce

2) =
2�r (mr (E[C e],+)+E[C e]��

4
�
�r�E[(C e��)2] ,

W I I
(F ,N )(c

e
1) =

2�r (mr (ce
1,+)+ce

1�
�

4
�
�r��(ce

1��)
2 ,

W I I
(P ,N )(c

e
1) =

2�r (mr (ce
1,+)+ce

1�
��(mu��u))

4
�
�r (1��)��(ce

1��)
2 .
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FIGURE 5.3: A comparison of the optimal production strategies for the Baseline and
Border Tax Scenario

Comparing output-based allocation with the baseline scenario When we compare
the profit-maximizing investment quantities for a given strategy and emission cost distri-
bution for the Baseline Scenario and the Output-based Allocation Scenario we observe
the following effects. It is easily observed that the profit-maximizing emission intensity
is smaller (and the resulting production quantity is larger) for Strategy (F ,F ), (F ,N ),
and (P ,N ). As a result, the capacity in the unregulated market and the total expected
emissions are smaller for Strategy (P ,N ). Please note that the profit-maximizing capac-
ity in the unregulated market for Strategy (F ,N ) (N ,N ) are not affected by output-
based allocation.

The impact on the expected emissions in the regulated market, can be in both di-
rections when we compare the emissions for a given Strategy for the Border Tax and
Output-based allocation Scenario. As an emission intensity reduction leads to increased
production in the regulated market. This implies that if Strategy (F ,F ), (F ,N ), or
(P ,N ) is optimal, applying output-based allowance allocation results in increased emis-
sions in the regulated market. If Strategy (F ,F ) is chosen in the Baseline Scenario, then
free allocation of allowances does more harm than good.

Remark If in absence of an anti-leakage policy measure production is (mainly) done
locally, then output-based allowances allocation may increase emissions (in the regulated
market). Hence, it is required that it is only applied to industries to which it is a serious
risk. This is in line with the rule being implemented in Phase III of the EU ETS.

In Table 5.4 we indicate the impact of output-based allocation on the investment
quantities and emissions for Strategy pair (i, i0).
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TABLE 5.4: Impact output-based allocation on key parameters for strategy pair (i, i0) for
low and high emission cost

Optimal C e = ce
1 C e = ce

2
strategies � K� q�r p �r �u � q�r p �r �u �

((F ,F ), (F ,F )) - 0 + - +/- 0 +/- + - +/- 0 +/-
((F ,N ), (F ,N )) - 0 + - +/- 0 +/- 0 0 0 0 0
((F ,N ), (F ,F )) - - + - +/- 0 +/- + - + - +/-
((P ,N ), (P ,N )) - - + - + - - 0 + 0 - -
((P ,N ), (F ,N )) - - + - +/- - +/- 0 + 0 - -
((P ,N ), (F ,F )) - - + - + - +/- + +/- + - +/-
((N ,N ), (N ,N )) 0 0 0 0 0 0 0 0 0 0 0 0
((N ,N ), (P ,N )) - - + - + - +/- 0 + 0 - -
((N ,N ), (F ,N )) - - + - + - +/- 0 + 0 - -
((N ,N ), (F ,F )) - - + - + - +/- + +/- + - +/-

Example - continued We have assumed that � = 1 and in Figure 5.4 the impact of
output-based allocation on the chosen strategy is displayed. Since output-based alloca-
tion only impacts the operating margin for production in the regulated, the structure of
the regions is similar but shifted compared to the baseline scenario.

FIGURE 5.4: Compares the Strategies for the baseline and the output-based scenario

Note that as � = 1, the Border Tax and Output-Based Scenario both affect the op-
erating margin by factor ce�, decrease in the unregulated market and increase in the
regulated market, respectively. This implies that the emissions in the unregulated market
always decrease if a border tax is implemented, but if Output-Based is applied the total
emissions in the regulated market may increase.
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Ideally an anti-leakage measure should be most effective if production is done in the
unregulated market in absence of the measure, i.e. impact the region for which Strategy
(N ,N ) is optimal. The border tax does exactly this, which in the worst case is only
reducing emissions in the unregulated market. The Output-Based Scenario, however, has
no effect if the emission cost is large enough. This may suggest that the border tax policy
is preferred over output-based allocation of allowances. In Section 5.5 we elaborate on
this observation.

5.4.4 Scenario 3: Grandfathering of Allowances

In this scenario a certain amount of allowances (at most 
) is obtained for free, provided
that production takes place in the regulated market. As a result, there is a fictional
capacity in the regulated market for a given value of , 
�1 for which the operating
margin is mr(0,). As a result, we extend the result of Lemma 5.4.1 by considering
this additional capacity. Given ce,, K � 0, the profit-maximizing Stage 2 production
quantities are:

(q�r , q�u) =

8

<

:

(q̄r(ce,), 0), if mr(0,)� mr(ce,)� mu,
(maxfKr , q0r(c

e,)� Kg,minfK , (0.5�mu � Kr)+g), if mr(0,)� mu � mr(ce,),
�

(q0r(c
e,)� K)+, K

�

, if mu � mr(0,)� mr(ce,),

(5.8)
where q̄r(ce,) =maxfq0r(c

e,), Krg and Kr =minf0.5�mr(0,),
�1g.
Observe that the first and third situation are similar to the two situations in Proposi-

tion 5.4.1. In general, the ordering of the operating margins determines the preference of
production, restricted by the capacity. For the region with the highest margin as much is
produced as optimal, restricted by the capacity (
�1 or K). Then, an additional quantity
is produced in the region with the second highest margin, subject to the capacity, if this
increases profits. Lastly, an additional quantity may be produced in the regulated market
with margin mr(ce,).

Let us define the following Stage 2 production strategies for a fixed value of ce, in
addition to the already defined P and N :

F 0 : qr =maxf0.5�mr(0,), Krg, qu = 0
P0 : qr = 
�1, qu = 0.5�mu �
�1

P1 : qr = 
�1, qu = K
P2 : qr = 0.5�mr(ce,)� K , qu = K

Strategy P0, P1, and P2 are derived from the second case, mr(0,) � mu � mr(ce,),
and are defined such that a positive quantity is produced in the regulated and the unreg-
ulated market. As a result, it is required that 
�1 =minf0.5�mr(0,),
�1g, otherwise
0.5�mr(0,)� 0.5�mu and qu = 0.

Observe that the transition from one strategy being optimal to another is not al-
ways dependent on the value of ce. This holds for strategy P0 and P1, strategy P with
P0,P1, and P2 and similarly for N . As a result for fixed values of  and K and the two-
point emission cost distribution, one of the following Strategy pairs maximizes the profit:
(P ,P ), (P ,N ), (N ,N ), (F 0,F 0), (F 0,P0), (F 0,P1), (F 0,P2), (P0,P0), (P1,P1),
(P2,P1), or (P2,P2). When considering the optimal values of  and K for a given Strat-
egy and the corresponding profit, we eliminate several Strategies that never represent
the maximum two-stage profit.
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PROPOSITION 5.4.7. The profit-maximizing Strategy is one of the following:
(F 0,F 0), (F 0,P1), (P1,P1), (P2,P1).

PROOF. Proof in Appendix D.1.

We lastly derive an additional result on the optimal production quantity in the regu-
lated market for Strategy (F 0,P1).

PROPOSITION 5.4.8. For the range of (, K) for which strategy (F 0,P1)maximizes the profit
it is optimal to produce q�r(c

e,) = q0r(c
e,) units in the regulated market when C e = ce

1.

PROOF. Proof in Appendix D.1.

It is easily shown that when optimizing over  for Strategy (F 0,F 0) q�r(c
e,) =

maxf
�1, q0r(c
e,)g, since for qr = 0.5�mr(0,) the profit is increasing in  and the

investment costs are decreasing in . The optimal value of  is then at the boundary for
which 
�1 = 0.5�mr(0,).

The two-stage profit functions (Z) for each of the four strategies are given in Appendix
D.3. The profit maximizing value of K as a function of , which follow from first-order
conditions, are then:

K�(F 0,F 0) = 0

K�(F 0,P1)
() = 0.5�(mu �

�u

1�� )�

�1

K�(P2,P1)
() = 1

1��0.5�(mu � �u ��mr(ce
1,))�
�1

K�(P1,P1)
() = 0.5�(mu � �u)�
�1

Compared to the baseline scenario the optimal capacities of (F 0,P1), (P2,P1), and
(P1,P1) are equal to the optimal capacity of (F ,N ), (P ,N ), and (N ,N ) for the
baseline scenario minus 
�1. The resulting functions are not concave in  and we find
the profit-maximizing values of  with evaluation.

Compared to the baseline scenario a production strategy N is replaced by P1 for
which a number of units in the regulated market are produced such that the allowance
credit is used (and emissions are equal to 
). Thus for each strategy a certain amount
of production is done in the regulated market with certainty and the emissions in the
regulated market are at least equal to 
. Since the optimal values of  may differ for the
different strategies, the production quantity in the regulated market may differ.

Example - continued For the grandfathering scenario we examine the impact for two
values of 
: 
 = 0.33�q0r(c

e
0,+) and 
 = �q0r(c

e
0,+), to examine in more detail the

impact of the magnitude of 
. The results are presented in Figure 5.5. Strategy 1 refers
to (F 0,F 0), Strategy 2 to (F 0,P1), Strategy 3 to (P2,P1), and Strategy 4 to (P1,P1).

Observe that the boundaries between the different regions are hardly impacted by
the Grandfathering policy. There is however an impact on the emission intensity and
capacity in the regulated market. The emissions in the regulated market are three times
as high when �= 1 and the capacity in the unregulated market is much smaller.

To get more insight in the effect of Grandfathering we also analyzed a setting for
which + = 0.3875 and the results are presented in Figure 5.6. For � = 0.33 Strategy
(F 0,F 0) is now selected for a larger range of emission cost values. As a result the strategy
with only production in the regulated market is selected for a larger emission cost values.



5.4 ANALYSIS 107

(a) (b)

FIGURE 5.5: Comparing the optimal strategies of Grandfathering and the Baseline, for
�= 0.33 (a) and �= 1.00 (b)

(a) (b)

FIGURE 5.6: Comparing the optimal strategies of Grandfathering and the Baseline for
+ = 0.3875 and �= 0.33 (a) and �= 1.00 (b)

When �= 1 the structure of the regions is more different than before. It is especially
noteworthy that Strategy (F 0,F 0) is the preferred strategy for all ce

2 values for ce
1 between

15 and 45. The reason is that if the production quantity is set such that the emissions
do not exceed 
, the profit is independent of the emission cost. And especially when

 is larger this results in a relatively high profit that may exceed the Strategies with
investment in both markets. This also explains why the boundary between Strategy
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(F 0,F 0) and (P1,P1) is independent on the value of ce
2.

5.5 Numerical study

In this section we apply our model and analysis to a case study based on a cement pro-
ducer in Europe. We describe the data and the corresponding full factorial design of
experiments in Section 5.5.1. We answer the three research questions in Sections 5.5.2,
5.5.3, and 5.5.4.

5.5.1 Data set and design of experiments

We next apply our model to a real life situation in which carbon leakage is a serious
risk: cement production in Europe. In Grubb & Neuhoff (2006) cement is indicated as
one of the sectors for which emission regulation possible results in largest cost increase.
Our data are, unless noted otherwise, based on the case study presented in Drake et al.
(2010b): a European cement manufacturer. Drake et al. (2010b) describes two technolo-
gies to produce cement: the current (more polluting) technology and carbon capture and
storage (CSS) (clean technology). We consider the clean technology, with carbon capture
and storage, as the best available technology and assume that there exist sufficient alter-
natives to realize any emission intensity between the current and the CSS technology, by
using alternative fuels or using other raw materials. We approximate the change in the
operating cost as linear between the two technologies.

We assume that Egypt is chosen as the production location without emission regu-
lation. Outsourcing production to China seems infeasible because of the relatively high
transport costs compared to the typical sales price of cement: e 90 /tonne. Moreover,
Egypt is currently the biggest producer of cement in the EMEA region and much closer
to Europe (MapXL, 2012). Lafarge (2007) has purchased in 2007 a large Egyptian ce-
ment manufacturer mainly to produce for the local market in Egypt. However, this also
provides an opportunity to produce cement for the European market in the longer term.

The investment cost for the CSS technology is e 14.3 per unit of capacity, based
on a yearly production of 2 million ton and a useful life of 50 years. In our model the
investment cost is specified per period and not per unit. Hence, we take an investment
cost of 28.6 � 106 per year, which corresponds with reducing emissions to the level of �

(�r(��+)2 = 28.6 �106). For + = 0.7 and � = 0.075 we find that �r =e73.22 �106.
The unit capacity investment cost for using the current technology is �u = e 10.1.

The unit production costs per unit produced in the regulated are determined as fol-
lows. If = + then cp

r + �= 43.6 and if = � then cp
r + �= 55.0. For + = 0.7 and

� = 0.075 we then find that � = 18.24.
Lastly, we need to estimate the demand parameters � and Q. From the data of Drake

et al. (2010b) we know that the average sales price is 90 and that capacity is around 2
mi ton. In Smale et al. (2006) and Salvo (2010) demand elasticity with respect to price
of around -0.30 are mentioned for cement.

Full factorial design of experiments We next apply a full factorial design of experi-
ments to investigate the impact of several parameters. We consider four company-specific
parameters and three parameters related to the emission costs, which is summarized in
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TABLE 5.5: Factor values

Parameter Values
+ � � 0.313, 0.625
� 2,773, 5,900
�r 36.6 � 106, 73.2 � 106

(Q,�) (2.5 � 106, 6.25 � 103), (4 � 106, 2.22 � 104), (5 � 106, 3.5 � 104)
� 0.1, 0.5, 0.9
ce

1 15, 30
ce

2 � ce
1 20, 50

Table 5.5. The first factor that is varied is the difference between the maximum and
minimum emission intensity levels (+ � �). We assume that � is fixed at 0.075, i.e.
we vary the level of + (0.3875 and 0.7). Moreover, we assume two different costs as-
sociated with reducing the emission intensity to �: 28.6 � 106 and 14.3 � 106. For � we
only consider a single value: 18.24, as specified before. The cost parameters �r and � are
identical for the two emission intensity difference scenarios. This represents the situation
that the costs to reduce emissions to the lower + level have already been made in the
past. However, if + � � = 0.313, then we subtract the investment cost from reducing
the emissions intensity from 0.7 to 0.3875.

We consider two different two production facility locations in the regulated market,
which correspond with a location in the south-east of France (say Marseille) and a loca-
tion in western Europe (say Rotterdam). The distance (�) and unit transport emissions
(t

u) are taken from ECOTransIT (2011): � 2 f2, 773,5, 900g and t
u 2 f0.0271,0.0563g.

We assume that the production cost is 80% of the cost in Europe and a transport cost
of e 0.004 /tonne km applies, which is in line with Demailly & Quirion (2006). The
marginal production cost, including transport, is then: cp

u = 0.8cp
r + 0.004�.

Three demand sensitivity parameter values correspond with the situation that the
producer is a monopolist and two situations in which demand is more elastic to price
which takes into account the impact of competition. The chosen values correspond with
a price elasticity of -0.30, -1.00, and -1.70 at a price of e 90/tonne such that around 2
million tonne of cement is sold.

The probability that ce
1 is realized (�) is 0.1, 0.5, or 0.9. We consider two values for

the low emission cost realization ce
1: 15 and 30. We have taken 15 as the lower estimate

to represent the situation that the cost is not increased compared to current price (in
Phase II) of the EU ETS. We then assume that the difference between the high and low
value (ce

2 � ce
1) can be 20 or 50.

The anti-leakage policy scenarios we consider are: no policy (baseline), carbon border
tax, output-based allocation and grandfathering. For the output-based allocation scenario
we set �= 1 such that the change in operating margin is equal to the border tax scenario.
For the grandfathering scenario the amount of grandfathered emissions is determined
by: 
 = ��q̄r , where q̄r represents the historical production figure. We assume that
q̄r =

�

2
(mr � ce

0
+), where ce

0 = 15 and the value of �, mr and + is determined by the
instance. We also consider three values of � since we expect that it has an important
impact on the results, � 2 f0.33,0.67, 1g. So, in total we consider 6 anti-leakage policy
scenarios. For each Scenario we consider 288 (25 � 32) instances and 1,728 in total.

In the remainder of this section we refer to the factor + � � as the maturity of
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technology, and to �r as the emission investment cost. For demand elasticity we refer to
the different levels as inelastic, moderately elastic, and highly elastic. For the two pro-
duction locations in the regulated market we refer to them as near (France) and further
away (the Netherlands), to represent the distance between the production location in the
regulated and the unregulated market.

We have considered a model with all main effects and two-way interaction effects and
conducted an analysis of variance (ANOVA). We consider the impact of the factors on the
following dependent variables: investment quantities, production strategy, production
quantity in the regulated market, and expected emissions for both markets, where we
include emissions from transport to Europe.

For ease of reference we define the following strategies: Local for investment (and
production) in only the regulated market. Foreign for investment (and production) in
only the unregulated market. Dual for investment in both but production in only one
market, depending on the realization of the emission cost. And Hybrid refers to a strategy
with investment in both market and always production in the unregulated market and
with probability � also in the regulated market. For the Grandfathering Scenarios we use
the same strategies where the only difference is that for the Dual, Hybrid, and Foreign
Strategy there is always production in the regulated market such that emissions are at
least 
. In the next sections we describe the most important results for the three research
questions.

5.5.2 Optimal company investment decisions in baseline scenario

We first consider the optimal investment strategy of a company if there is no anti-leakage
policy to investigate under what conditions leakage is a risk (for the case study) and how
this is impacted by the uncertainty regarding future emission regulation. To answer these
questions we consider the 288 instances of the baseline scenario and the chosen strategy
and investment quantities.

TABLE 5.6: Factor values that result in the most favorable (highest) score on the invest-
ment quantities (selected strategy)

Investment quantities Selected strategy
� K� E[q�r] Local Dual Hybrid Foreign

+ � � Low Low Low Low * High -*
�r Low * * * * * -*
Demand elasticity * Low High -* -* -* -*
Location Far Far Far Far Far Near Near

In Table 5.6 we present for investment quantity variables (optimal investment quan-
tities and optimal production quantity in the regulated market) and for the four strategy
variables for which factor the most favorable score or largest share is obtained. For each
of the investment quantities but expected production quantity in the regulated market, a
low score is more favorable. If an entry reads * this implies that the factor is not signifi-
cant (with 95% confidence) for that variable. If moreover a ‘-’ is presented, then it means
that the factor has no effect on the outcome for that variable. We have also analyzed
the two-way interaction effects of the company factors and of the emission cost factors
and below we present the combined results. Observe that the strategies can in general
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be ordered in terms of decreasing leakage of carbon emissions: Local, Dual, Hybrid, and
Foreign.

The impact of company factors When we consider the impact of the company factors
on the selected strategy and optimal investment quantities, we observe the following:

� Full carbon leakage (Foreign strategy) only occurs if the regulated production loca-
tion is near and if the emission cost increases with certainty. So, for this situation
the production margin in the unregulated market is the dominant company cost
factor.

� Companies that have already invested in emission intensity reduction, i.e. a smaller
emission intensity for production in the regulated market, are less likely to leak
carbon emissions, all else being equal.

� Inelastic demand results in less capacity in the unregulated market and also less
expected production in the regulated market and vice versa.

� A more mature production technology results in relatively larger emission intensity
reduction when the production location is further away and more production in
the regulated market. Also it results in less capacity in the unregulated market.

The impact of emission cost factors To examine the impact of the emission cost fac-
tors, we determined the average investment quantities, production quantity in the regu-
lated market, and the share of strategies for all instances as a function of the expected
emission cost and variability of the emission cost, which are presented in Table 5.7.
Observe that for the average optimal emission intensity (�) we display the emission
reduction beyond the average value of the + values (0.5438). For the strategies vec-
tor (a, b, c, d,) corresponds with a instances for the Local strategy, and so on for Dual,
Hybrid, and Foreign.

TABLE 5.7: The impact of the emission cost on the average expected investment quanti-
ties, production quantity and strategies

E[ce] Var(ce) � K� E[q�r] Strategies
(x 10�4) (x 103) (x 103)

17 36 0 0 1260 (24,0,0,0)
20 225 18 284 894 (18,0,6,0)
25 100 205 326 962 (18,0,6,0)
32 36 435 650 601 (12,0,0,12)
33 36 466 647 670 (12,0,12,0)
35 225 503 650 559 (12,0,0,12)
40 100 532 793 466 (9,0,3,12)
40 625 36 901 426 (6,6,12,0)
48 36 258 946 326 (6,0,6,12)
55 625 362 937 306 (6,0,6,12)
60 225 382 1084 500 (3,9,12,0)
75 225 392 1088 312 (3,3,6,12)
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When we consider the impact of the emission cost factors on the selected strategy and
optimal investment quantities, we observe the following:

� Regulators need to set the emission cost value carefully. The largest emission re-
ductions are achieved for a moderate value, the emission cost variance plays a
significant role however.

� If there is more uncertainty regarding the emission cost in the future, then less
might be invested in reducing the emission intensity.

� The capacity in the unregulated market (the expected production quantity in the
regulated market) are increasing (decreasing), respectively, as the expected emis-
sion cost and the variance of the emission cost increase.

Effect of the emission cost variability To get a better understanding of the impact of
the expected emission cost and variability of emission cost, we have constructed a specific
study in which we take the 12 instances associated with a production location further
away in the regulated market. We vary the expected emission cost and the coefficient of
variation while keeping the probability fixed at 0.5. We considered an expected emission
cost of 20, 40, and 60 and a coefficient variation of 0.15, 0.30, 0.45, and 0.60. For these
settings the values of ce

1 are in the range [8, 50] and for ce
2 in the range [23, 96]. In Table

5.8 we present the impact of these emission cost setting on the investment quantities and
the strategy distribution.

TABLE 5.8: The impact of mean and coefficient of variation of the emission cost

E[ce] Coefficient � reduction K� E[q�r] Strategies
of variation (10�4) (103) (103)

20 0.15 115 0 1,310 (12,0,0,0)
20 0.30 105 0 1,310 (12,0,0,0)
20 0.45 88 0 1,310 (12,0,0,0)
20 0.60 64 0 1,310 (12,0,0,0)
40 0.15 1,073 295 936 (9,0,3,0)
40 0.30 1,054 283 946 (9,0,3,0)
40 0.45 1,005 272 956 (9,0,3,0)
40 0.60 78 542 952 (6,6,0,0)
60 0.15 826 596 613 (6,0,0,6)
60 0.30 808 596 612 (6,0,0,6)
60 0.45 790 585 620 (6,0,6,0)
60 0.60 785 811 527 (3,3,6,0)

Observe that we represent in Table 5.8 the difference between the realized average
emission intensity and the value that represents no reduction, i.e. 0.5438. Moreover,
for the strategies the vector represents the number of instances for which a strategy
is selected for Local, Dual, Hybrid, and Foreign, respectively. We make the following
observations:

� If the range of possible emission cost values is larger, then less investments are
made in emission reduction.
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� A strategy with a large share of production in the unregulated market (Hybrid or
Foreign) is chosen for lower values of emission cost variability. And as a result, the
capacity in the unregulated market can be decreasing in the emission cost variabil-
ity.

� And in line with that strategies with more production (and investment) in the reg-
ulated market (Local or Dual) are selected more for higher values of emission cost
variability which increases investment and production in the regulated market.

5.5.3 The impact of anti-leakage policies on optimal company
investment decisions

We next consider the impact of the anti-leakage policy on the optimal company invest-
ments. Recall that we consider 6 different policies: no policy (BL), carbon border tax
(BT), output based allocation (OB), and grandfathering (GF) with three different values
of �. We refer to grandfathering with �= 0.33 or �= 0.67 as partial grandfathering and
otherwise full grandfathering. We first consider the overall effect of the policies and then
consider the impact of the company and emission cost factors.

We consider the impact of the anti-leakage policies on the average optimal investment
quantities and the expected two-stage profit (Z�). In Appendix D.4 an overview of the
distribution of instances over strategies for each of the policies is presented. In Figure
5.7 we present the scaled average optimal investment quantities and profit, where a
higher score implies a more favorable outcome. Please note that all values are scaled to
the range 0-1, since we are mainly interested in the ordering of the output values. The
minimum and maximum value for each dependent variable are presented in Table 5.9.

FIGURE 5.7: The ordering of the optimal investment quantities and profit for the anti-
leakage policies
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TABLE 5.9: The minimum and maximum values for the optimal investment quantities
and expected profit for all policies

Variable Minimum value Maximum value
� 0.4319 0.5139
K� 451,032 692,095
E[q�r] 599,256 852,236
Z� 103,562,163 112,218,628

We make the following observations:

� If a grandfathering policy is applied, the value of � should be set carefully. As the
variation in outcomes for partial and Full Grandfathering is large and non-linear
for the production quantity and capacity.

� If an anti-leakage policy is successful in preventing that a Foreign Strategy is cho-
sen, then the Local or Hybrid Strategy is chosen under an anti-leakage policy.

� The Border Tax policy results in lowest profits, since it levels the asymmetry of emis-
sion regulation by imposing costs in the unregulated market, whereas the other
policies decrease costs in the regulated market.

� Border-Tax and Output-based allocation are more effective in terms of preventing
leakage (production takes place with certainty in the unregulated market, Hybrid
or Foreign Strategy) than any of the Grandfathering policies.

Impact company factors When comparing the factors that significantly influence the
outcome for each of the policies and how it differs from the baseline policy (presented in
Appendix D.4), we observe the following effects:

� For the Grandfathering Scenarios a more mature technology results in fewer in-
stances with production in the unregulated market. For the Border Tax and Output
Based this only holds for the dual and foreign Strategy.

� For companies that already employ a more mature production technology leakage
is prevented with an anti-leakage policy if the production location is near and the
emission cost does not increase with positive probability.

� For any anti-leakage policy, a lower emission investment cost results in less carbon
leakage and as a result less investment in capacity in the unregulated market and
more production in the regulated market.

� For the Border Tax, and Grandfathering Scenarios, highly elastic demand results
in more investment in emission intensity in the regulated market, than inelastic
demand. For Output-based allocation inelastic demand results in less capacity in
the unregulated market.
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Impact emission cost factors To observe the effect of the emission cost factors for each
of the policies, we constructed Table 5.7 for each of the anti-leakage policies. We observe
the following:

� If the expected emission cost is relatively low (E[ce] � 25), then the impact of
the anti-leakage policies is limited in terms of preventing leakage and the optimal
investment quantities.

� For the Border Tax and Output-based allocation the impact on preventing leakage
is larger for moderately low emission cost values (25� E[ce]� 35). As a result, for
this range of the emission cost there is less capacity in the unregulated market and
more production in the regulated market for these scenarios. The average emission
reduction is less than for the grandfathering scenarios, though.

� The Grandfathering policies have a higher impact for the larger expected emission
cost values (E[ce]> 35). For this range of the emission cost the impact of the Bor-
der Tax, Output-Based and Partial Grandfathering (� = 0.33) are comparable on
the investment quantities and production quantity. The other two grandfathering
scenarios result in a more favorable impact on these variables.

OBSERVATION 5.5.1. For the case study we observed that for moderate values of the emis-
sion cost the Border Tax policy is most effective in preventing carbon leakage. However,
the Full Grandfathering policy is most preferred from the company perspective, as it
results in highest profits and moreover yields the highest production in the regulated
market.

5.5.4 The impact of anti-leakage policies on emissions

We next consider the average expected emissions for each of the anti-leakage policies
in the regulated market and the unregulated market. We group the instances based
on the Strategy that is optimal under the baseline Scenario: Home (129), Dual (18),
Hybrid (69), and Foreign (72). An anti-leakage policy may however result in choosing
a different production strategy compared to the baseline scenario. For each group of
instances, we determine the average change in expected emissions in the unregulated
(regulated) market (�u and �r) from the baseline scenario for each of the anti-leakage
policies. The results are presented in Table 5.10. The expected average emissions over
all instances for the baseline scenario are 263,830 and 414,711 for the regulated and
unregulated market, respectively. From this table we make the following observations:

� The Border Tax policy results in net lower emissions (in the unregulated market
and in total) if the Hybrid or Dual strategy is chosen for the baseline scenario.
The same result holds for Output-Based allocation but the emission reductions are
larger for the Border Tax.

� The output-based allocation policy may in some instances result in higher total
emissions than in the baseline scenario, when production is done only in the regu-
lated market (Local Strategies).

� All anti-leakage policies ensure that the expected total emissions are less than in the
baseline scenario (higher emissions in the regulated market are balanced by lower
emissions in the unregulated market), and Full Grandfathering is most effective.
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� For the Grandfathering policies the total average emissions in the regulated market
decrease if the Local strategy is optimal under the baseline scenario since addi-
tional investments are made in emission reductions in companies for which the
technology is more mature.

TABLE 5.10: The change in expected average emissions for each anti-leakage policy
compared to the baseline scenario, instances are grouped by the optimal policy under
the baseline scenario

Policy Foreign Hybrid Dual Local All
Border Tax �u -110,538 -220,550 -323,363 0 -100,685

�r 83,795 100,326 97,143 0 51,057
Output-Based �u -89,710 -209,174 -313,686 0 -92,147

�r 84,436 96,371 92,809 6,901 53,089
Grandfathering �u -93,246 -85,043 -167,434 0 -54,151
(�= 0.33) �r 44,316 41,308 31,036 -91,187 -17,929
Grandfathering �u -158,463 -145,148 -185,092 0 -87,097
(�= 0.67) �r 81,161 72,939 46,604 -91,187 -441
Grandfathering �u -219,429 -210,586 -244,373 0 -119,559
(�= 1.00) �r 108,450 103,318 57,710 -90,562 15,237

OBSERVATION 5.5.2. When considering the impact of the anti-leakage policies on the total
average expected emissions, we observe that the Full Grandfathering policy is most effec-
tive in reducing emissions in the unregulated market and also leads to overall expected
emission reductions.

5.6 Conclusions

We studied the issue of carbon leakage as a result of asymmetric emission regulation from
the perspective of a production company. In the presence of asymmetric and uncertain
emission regulation, we examined both long-term investment decisions and operational
production decisions. The investments in the production capacity in the unregulated
market and the emission intensity of production in the regulated market are made when
uncertainty exists about the emission cost at the time when the investments become
operational. The production quantity in each market is then decided after the emission
cost uncertainty has resolved.

We first investigated the impact of asymmetric and uncertain emission regulation
in absence of an anti-leakage policy: the baseline scenario. We observed that for the
assumed emission cost distribution four possible optimal production strategies exist. Two
production strategies result in production in one market only and investments in emission
intensity reduction or in production capacity investment in the unregulated market: pure
strategies. In addition, two mixed strategies are distinguished in which investments are
made in both the emission intensity reduction and capacity in the regulated market. For
the first mixed strategies no production is done in the unregulated market with positive
probability, despite investments, and similarly for production in the regulated market.
For the second mixed strategy production is always done in the unregulated market and
with a positive probability also, partially, in the regulated market.
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Secondly, we investigated the impact of different anti-leakage policies aimed at re-
ducing carbon leakage. The first policy we consider is a carbon border tax that imposes
a tax for products produced outside the regulated region to be sold in the regulated
market. This policy always reduces capacity and emissions in the unregulated market
and may lead to using a different production strategy with more production in the regu-
lated market and lower emission intensity. Another policy grants companies an amount
of emissions for free per product produced: output-based allocation. Carbon leakage is
then prevented by making production in the regulated market more favorable. As a re-
sult, the total emissions in the regulated market may increase if the policy is applied to
companies for which leakage is not a risk. Moreover, if the emission costs are very high,
such that output-based allocation does not result in a different strategy, then the total
emissions in the unregulated market are not impacted.

The third policy we considered, grandfathering, grants companies a number of al-
lowances for free, independent of the actual production figures. We observed that the
amount of allowances grandfathered represents a lower bound for the total emissions in
the regulated market. If the grandfathered amount is set too low, then the policy fails to
impact the production strategy and results in the least reduction of carbon leakage, i.e.
capacity in the unregulated market. On the other hand, if the grandfathered amount is
set too high, then emissions in the regulated market increase too much which counters
the objective of emission regulation in the first place.

It is not straightforward to set the right level of grandfathering since the impact on
the selected policy and the optimal emission intensity cannot be defined structurally. It
is however certain that emissions in the regulated market are at least equal to the grand-
fathered amount for each company. The value of 
 is also dependent on the difference
between the current emission intensity of a company and the best available technology:
the cleaner the technology used, the higher the value of grandfathering and the more
probable it is that leakage is reduced.

We applied our model to a case study based on realistic numbers for a cement manu-
facturer in Europe. The study revealed that from a company perspective the full grand-
fathering policy is preferred since it impacts profits positively and with certainty results
in production in the regulated market. From a regulator’s perspective the full grandfa-
thering policy is preferred since it reduces the emissions in the unregulated market most.
However the Border Tax policy is preferred for moderate emission cost values and if a
strategy with investments in both markets is optimal. Moreover emissions are decreased
in the regulated market if grandfathering is applied to situations in which production is
already done in the regulated market.

On the aggregate level we conclude that grandfathering is the preferred policy for
the test bed considered. In some other instances it may be that one policy is preferred
from a company’s perspective and another from the regulator’s perspective. In that case
one can consider the impact of a policy on the total welfare to determine which policy
is preferred from a society’s perspective. The total welfare is defined as the companies’s
welfare (profit) minus the regulator’s welfare (emissions) taking a societal cost of carbon
into account. The societal cost of carbon then determines which policy is preferred from
the total welfare perspective.

In this chapter we have studied the impact of asymmetric emission regulations on
investment decisions regarding production. Applying emission regulations to interna-
tional transport, e.g. air transport in the EU ETS, is different. Transport activities can be
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executed by companies originating from a regulated market or an unregulated market
and emission regulation may treat transport from both companies similarly. Not apply-
ing the same regulation to companies outside the regulated region may have a negative
impact on the economy in the regulated market, as it favors using transport companies
outside the regulated region but it has no impact on emissions. WTO trade rules re-
quire that like-products cannot be treated differently. The carbon content may or may
not be a property of the product to justify likeness. For transport, carbon emissions, or
fuel consumption, are an essential part of the activity: transportation. The issue is then if
transport companies in another region can be subject to emission regulation in a region if
they provide transport to that region. Given that carbon emissions are an essential com-
ponent of transportation may justify a single emission regulation applied to companies
based in the region and outside the region even though companies perceive it as unfair.
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CONCLUSIONS

We next present the conclusions of the research presented in this dissertation. First, we
present the answers to the research questions that were specified in Chapter 1 in Section
6.1. Then, we present directions for future research in Section 6.2.

6.1 Results

In Chapter 2 we studied the decision which mode to use to ship all products, the Trans-
port Mode Selection Problem, in the presence of emission regulation. Since transport
emissions account for a substantial share of total carbon emissions, and an even larger
share of the expected growth in carbon emissions, policy makers are developing regula-
tion mechanisms that are expected to drive down emissions. Policy makers expect that
for instance the transportation mode selection decision will be affected by regulatory
frameworks that essentially charge for or limit the emission quantity. It is, however, un-
clear to what extent emission related costs will play a role in the transportation mode
selection problem, since it is obvious that emission costs are only a part of the total costs
involved. Therefore, we investigated the research question:

How is the transport mode selection decision impacted by emission regulation?

We have observed that including an emission cost factor in the transport mode se-
lection problem favors slower transport modes with lower unit emissions (and higher
inventories). The emission savings that can be realized by switching transport modes
is high but it may result in a significant increase in total logistics cost. The impact of
an emission cost is larger if a product has a higher density, or weight or if the traveled
distance is larger.

We have observed that only for very large (or small) values of a factor, a reasonable
small emission cost results in a switch to a less emitting transport mode. Including trans-
portation in the existing cap-and-trade system in Europe is likely to not result in emission
reductions by transport switches. Compared to the energy-intensive industry to which
the EU ETS is currently applied, transport generates lower emissions per product which
partly explains that a higher cost is required to make an impact. As a result, regulator’s
may set a carbon tax or a separate emissions trading scheme for the transport sector, or
by imposing emission constraints.
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Next, in Chapter 3 we investigated a situation in which a self-imposed emission con-
straint applies to shipments to multiple customers when considering the transport mode
selection decision. We defined the following two research questions for this problem:

How can the transport mode selection and sales prices jointly be optimized to meet an emis-
sion target efficiently for a group of customers?

What is the advantage of setting an emission constraint for a group of items?

Using a technique called Lagrangian relaxation our multi-item problem decomposes
into several single item problems that can be solved separately, with an emission penalty
cost factor. We first determine the optimal price for a given product and transport mode
and then determine which mode to use for each product to obtain a certain emission
target.

If an emission target is set for a group of products, then one can take advantage of
the portfolio effect. The portfolio effect describes that a target for a group of product
can be attained at a higher profit (or lower cost) by using less of target for products for
which this is less expensive, and vice versa. For our setting this implies that a switch
is made to transport modes with lower emissions for products for which it is relatively
less expensive. And as a result, if a company is committed to reducing emissions from
transport, then reducing the emissions for a group of products or lanes may provide
significant cost savings.

For the case study we considered, we observe that an additional 20% profit loss is
incurred if emission targets are set for each product individually. We expect that the
advantage of setting a target for a group of products is larger when the products are more
heterogeneous in terms of costs associated with using a low-carbon transport mode, e.g.
emission reductions are more expensive if a customer is located further away.

We applied the cost-minimization method to a case study at Cargill and observed that
a 10% emission reduction can be achieved at almost no cost increase, which is equivalent
to an emission price of e 100/ton. This result seems to contradict the result of Chapter
2 that a significant emission cost is required to result in emission reductions from mode
switches but some moderating effects are in place though. First of all, in Chapter 2 inter-
modal transport is not considered and as a result modes are ordered in decreasing costs
and emissions. In Chapter 3 intermodal transport is considered and it is observed that in
some instance intermodal transport is more expensive than road transport favoring road
transport in absence of emission regulation. Also in Chapter 3 it is observed that a very
high emission cost (or cost increase) is required to meet very strict emission targets, e.g.
30% reduction, which is in line with what is observed in Chapter 2. For companies aim-
ing at reducing emissions from transport this implies that to a certain extent emissions
can be reduced in a cost-effective way with switching transport modes but additional
measures are required to achieve large reductions in a cost-effective way.

Then, in Chapter 4 we studied the use of two transport modes simultaneously to reduce
emissions from transport in a multi-item setting, because it combines the responsiveness
of a fast mode when this is required with a slow mode for low emissions. In the chapter
we investigated two research questions:

When is it more profitable to use both the fast and slow mode for a product?



6.1 RESULTS 121

What is the advantage of using fast and slow modes for a group of products?

We assume that using only the fast mode results in lower expected total costs than
only using the slow mode. A first conclusion is that if using only one mode is much more
expensive than using only the other mode for a product, then the advantage of using the
two modes simultaneously reduces and moreover, larger cost increases are associated
with reaching a certain emission target. The advantage of using two modes, if any,
depend largely on the product settings including value and weight but also variability of
demand. For a product the slow mode, with lower unit emissions, is used more when the
emission target decreases. Using dual sourcing for a group of products ensures that an
emission target is met by using the slow mode relatively more for products for which this
is less expensive.

Lastly, in Chapter 5 we investigated the companies’ response, in terms of investment
in technology and capacity, to uncertainty in emission regulation and differences in emis-
sion regulation between regions. Firstly, we are interested when carbon leakage occurs:

What investments should a company, facing uncertain and asymmetric emission regulation,
make in technology and capacity to remain profitable on the long term?

Depending on the setting the company employs one out of four possible strategies.
Two strategies result in investment in only one market: capacity in the unregulated mar-
ket or emission intensity in the unregulated market. The other two strategies involve
investment in both markets and depending on the emission cost realization production
takes place in one or both markets.

Secondly, we investigated the impact of several anti-leakage policies, both on the
companies’ decisions and emissions:

How are these company investment decisions impacted by an anti-leakage policy?

What is the impact of an anti-leakage policy on the emissions?

A carbon border tax reduces carbon leakage by punishing production and import of
goods produced outside the regulated region. As a result, it reduces the capacity and
emissions in the unregulated market for a given strategy, even if a different strategy is
chosen.

Output-based allocation and grandfathering reduce carbon leakage by providing pro-
ducers in the regulated market an advantage. Specifically, output-based allocation in-
creases the emission intensity reduction, and the production quantity, in the regulated
market. Output-based allocation reduces the emission intensity in the regulated market
but this may result in increased total emissions in the regulated market.

Grandfathering ensures that the emissions in the regulated market are at least the
amount grandfathered. For grandfathering the impact is largely dependent on the amount
of allowances granted: if the amount is too small, then the advantage may not be large
enough for strategies with more production in the regulated market to make a difference.
However, if the amount is too large, then emissions in the regulated market increase too
much.

We have observed that the effectiveness of anti-leakage policies is largely dependent
on the setting and care should be taken by regulators to apply only when necessary
and set the policy parameters at the right level. Emissions in the regulated market may
increase if this is not done properly.
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6.2 Future research

In this dissertation we have focused on reducing emissions from transport and production
by considering a single echelon of the supply chain. In this section we first describe more
avenues to reduce emissions with a single echelon focus.

The research described in Chapter 3 can be extended by offering several transport
options, and corresponding prices, to the customer from which the customer can select
a mode. This represents for example internet sales where several delivery options are
available, standard and express, from which the customer can choose possibly at a price
premium. By offering different delivery options the producer essentially offers several
products. Demand can be modeled as being price and emission sensitive. The emission
reduction option is then to set sales prices such that customers prefer a mode with lower
emissions. This research is related to research on product design in the presence of
environmentally conscious customers.

In the research presented in this dissertation we have typically considered decisions
related to the strategic and tactical level for a production company that is aware of emis-
sions. A different approach is to focus on the transportation company and the operational
decisions related to: to which customers will be delivered in one route and when to leave
under emission considerations. The problem is then a vehicle routing problem with time-
dependent travel times and emission considerations. The emissions of transportation are
then influenced by several factors: the load that is carried and how it is distributed over
the customers, the amount of stops, and the congestion of the road. The trade-off related
to emissions are: adding loads of more customers increases the load factor of the vehi-
cle but typically also increases the distance traveled. The objective is then to minimize
total costs under an emission constraint. This research builds on the existing body of
literature on vehicle routing, which includes work on time-dependent travel times and
emission considerations separately.

From a single echelon perspective an interesting problem relates to reducing emissions
from transport and warehousing when products are shipped by dedicated or company-
owned vehicles. Consider a situation that orders are placed periodically for multiple
products which are then all shipped by one or more company-owned vehicles. If a pe-
riodic order results in spare capacity of the vehicle, then one could consider shipping
additional units for one or more products to reduce the emissions per product shipped.
The trade-off is to balance the additional inventory costs and warehousing emissions
with decreased transport emissions and possibly costs. A possible model would consider
stochastic demand and an emission cost. A fixed ordering cost is then incurred for each
shipment and a variable cost per unit shipped, which may differ for different products.
The objective is then to derive an order policy that minimizes total expected period costs.
The policy is much more complex since the inventory position of other products needs to
be take into account as well. If the inventory capacity is restricted, then this poses an ad-
ditional constraint for the problem. The research is related to literature on joint-ordering
or shipment consolidation.

Another avenue to reduce emissions (from transport) is to consider the transport
mode and stockpoint location simultaneously. When the distance between the origin and
destination of a shipment is large and if timely delivery is important, then just switching
to a slower transport mode that generates fewer emissions might be too costly. A better
option to reduce emissions, at a lower cost, might be to install an additional stockpoint
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somewhere on the trajectory. The first part of the distance is then done by a slow mode
with low emissions and the second part, from the stockpoint to the customer, can be
done with a faster mode to meet the time window. Two decisions are important in this
problem, first of all, where to locate the additional stockpoint, and secondly, how much
inventory to keep in the stockpoint. Observe that both decisions are also impacted by
the transport modes used for both legs. The model is then an extension of the model
described in Chapter 2, in which the transportation lead time is a decision variable,
through the transport mode and distance parameters. A carbon cost can be added or
a carbon constraint, and possibly also a constraint on the customer lead time to ship
products from the additional stockpoint to the customer location.

Although emissions can be reduced to a large extent by considering a single echelon,
extending the scope within or between supply chains provides alternative, or less costly,
emission reduction opportunities. For example, we concluded that switching transport
modes is an effective measure to reduce carbon emissions from transport, especially for
small emission reduction targets, e.g. up to 20%. To reduce emissions even further (given
the same infrastructure), an integrated approach that considers interactions with the 3PL
and other producers is typically more cost-efficient than switching transport modes alone.
Possible means include collaboration with other producers to decrease empty returns and
increase load factors, and sharing stock points. A few research topics that reduce supply
chains emissions by taking a wider focus are described next.

A direction to extend this research by including other parties is to incorporate a sup-
plier or customer in transportation and production decisions. Decisions could be related
to the product properties, such packaging and weight. These properties highly determine
the emissions associated with transportation. The decisions typically require investments
from one party but the other party benefits in terms of lower emissions and/or transport
costs. A game-theoretic supply chain model is then appropriate to study this problem
in which the supplier decides on one (or more) product parameter and the buyer re-
wards the supplier. Possible questions are how to distribute the costs over the parties and
what mechanisms can ensure that the supply chain optimal decisions are pursued by the
supplier.

Another direction is to collaborate with competitors or form alliances with shippers
and coordinate shipments. A typical application is for several food and beverage com-
panies that supply goods to small stores, for example in railway stations. All of the
companies have to supply goods to the same stores and utilization rates of trucks are
typically rather low. Moreover, the transport type used within cities may be restricted to
small trucks by regulation. By first shipping the goods to central storage locations and
then combining the loads of the companies for the same store, better utilization rates are
achieved and the total travel distance is reduced. The advantage in terms of emissions is
that emissions per unit shipped decrease if the vehicle has a higher load factor. Moreover,
if return loads are ensured then the empty kilometers of a trip go down and unit emis-
sions as a result as well. Possibly the bargaining power of an alliance may result in lower
transport costs. Again a (cooperative) game-theoretic model would be appropriate to
study this setting. Questions again relate to how to distribute costs between the different
companies and what schemes might result in reducing the system emissions.
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A.1 Proofs

Proposition 2.4.1 The following monotonicity results hold for the model:
a S�i is decreasing in ce,
b E[(I Li)�] is increasing in ce,
c E[(I Li)+] is decreasing in ce,
d C�i (c

e) is increasing in ce.

PROOF. Proof of part a The critical fractile (�i =
r

r+hi
) is decreasing in ce.

Hence, S�i = F�1(�i) is decreasing in ce.
Proof of part b Recall that E[(I Li)�] = G(S�i ). Applying the result of part a directly

yields that G(S�i ) is increasing in ce. Hence, E[(I Li)�] is increasing in ce.
Proof of part c Let S = S�i and denote the corresponding average inventory

H(S) = E[(I L)+] =
S
R

�1
(S� y) f (y)d y . Let �� 0, hence,

H(S + �) =
S+�
R

�1
(S+ �� y) f (y)d y

=
S
R

�1
(S� y) f (y)d y +

S+�
R

S

(S� y) f (y)d y + �
S+�
R

�1
f (y)d y

�
S
R

�1
(S� y) f (y)d y.

So H(S) is increasing in S and therefore decreasing in ce (using result of part a).
Hence, E[(I Li)+] is decreasing in ce.

Proof of part d Take ce and c̃e = ce + � and ce,�� 0.
Recall that Ci(Si jce) = hi(Si ��i) + (hi + r)Gi(Si) + (ci + ceei)�.
Let Si � 0, then Ci(Si jc̃e)� Ci(Si jce).
Let S�,�i minimize Ci(Si jc̃e) and S�i minimize Ci(Si jce).
Then Ci(S

�,�
i jc̃

e)� Ci(S
�,�
i jc

e)� Ci(S�i jc
e) and C�i (c̃

e)� C�i (c
e).

Hence C�i (c
e) is increasing in ce.
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Lemma 2.4.2 Consider transport modes i1, i2, i3 2 I such that C�i1,0 � C�i2,0 � C�i3,0, and
ei1 � ei2 � ei3 .
a) If ei2 > ēi2(i1, i3), then transport mode i2 is not selected for any ce � 0

(C�i2(c
e)>minfC�i1(c

e), C�i3(c
e)g),

b) If ei2 � ēi2(i1, i3), then C�i2(c
e) =minfC�i1(c

e), C�i2(c
e), C�i3(c

e)g for ce 2 [ce
i1,i2

, ce
i2,i3
],

where

ēi2(i1, i3) = ei1 + (ei3 � ei1)
C�i2,0 � C�i1,0

C�i3,0 � C�i1,0

.

PROOF. Proof of part a
Assume that ei2 � ēi2(i1, i3). We need to prove that C�i2(c

e)>minfC�i1(c
e), C�i3(c

e)g 8ce � 0.

We first show that ce
i1,i2
� ce

i1,i3
. Recall that ce

i1,i2
=

C�i1,0�C�i2,0

ei2
�ei1

.

�ce
i1,i2

=
C�i2,0�C�i1,0

ei2
�ei1

�
C�i2,0�C�i1,0

ēi2
(i1,i3)�ei1

=
C�i2,0�C�i1,0

ei1
+(ei3

�ei1
)

C�i2,0�C�i1,0
C�i3,0�C�i1,0

�ei1

=
C�i3,0�C�i1,0

ei3
�ei1

=�
C�i1,0�C�i3,0

ei3
�ei1

=�ce
i1,i3

(where the inequality follows since ei2 � ei1 � 0.)
Next, we show that ce

i1,i3
� ce

i2,i3
.

ce
i2,i3

=
C�i2,0�C�i3,0

ei3
�ei2

�
C�i2,0�C�i3,0

ei3
�ēi2
(i1,i3)

=
C�i2,0�C�i3,0

ei3
�ei1
�(ei3

�ei1
)

C�i2,0�C�i1,0
C�i3,0�C�i1,0

=
C�i1,0�C�i3,0

ei3
�ei1

= ce
i1,i3

.

So we find the following ordering ce
i1,i2
� ce

i1,i3
� ce

i2,i3
, which determines the ordering of

the profits for any value of ce:

C�i1(c
e)� C�i2(c

e)� C�i3(c
e) for 0� ce � ce

i2,i3
C�i1(c

e)� C�i3(c
e)� C�i2(c

e) for ce
i2,i3
� ce � ce

i1,i3
C�i3(c

e)� C�i1(c
e)� C�i2(c

e) for ce
i1,i3
� ce � ce

i1,i2
C�i3(c

e)� C�i2(c
e)� C�i1(c

e) for ce � ce
i1,i2

Recall C�i1(c
e) � C�i3(c

e) for ce � ce
i1,i3

(and vice versa). From this we can conclude that
C�i2(c

e)>minfC�i1(c
e), C�i3(c

e)g 8ce � 0.
Proof of part b
Proof is analogous to proof of part a.
If ei2 � ēi2(i1, i3), then ce

i1,i2
� ce

i1,i3
� ce

i2,i3
.

The ordering of the profits for any value of ce is:

C�i1(c
e)< C�i2(c

e)< C�i3(c
e) for 0� ce � ce

i1,i2
C�i2(c

e)< C�i1(c
e)< C�i3(c

e) for ce
i1,i2
� ce � ce

i1,i3
C�i2(c

e)< C�i3(c
e)z < C�i1(c

e) for ce
i1,i3
� ce � ce

i2,i3
C�i3(c

e)< C�i2(c
e)< C�i1(c

e) for ce � ce
i2,i3

From this we can conclude that C�i2(c
e) = minfC�i1(c

e), C�i2(c
e), C�i3(c

e)g 8ce 2 [ce
i1,i2

, ce
i2,i3
].
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A.2 Details of NTM emission calculation

In the following sections we describe the unit emission calculation for a particular vehicle
for each of the four transport types: air, road, rail, and water, which we will denote by
mode 1,2,3, and 4, respectively. The traveled distance is expressed as a fraction of the
distance for road transport, which is denoted by �. The unit emissions are expressed in
kg of CO2 as a function of the distance in km and the weight of the product in kg.

The general formula to determine the unit emissions per product shipped with mode
i is:

ei = (Ai + Bi�i)
wi

Ŵi � �i
,

where Ai and Bi represent the constant and variable emission factor for a vehicle with
maximum load. Moreover, wi

Ŵi ��i
is the allocation factor which represents the share of

emissions allocated to one unit of the product. This formula simplifies to Equation 2.1 by
applying the following transformation: ai = Ai

�

Ŵi � �i
��1 and bi = Bi

�

Ŵi � �i
��1.

Air transport

All assumptions in this section are taken from NTM Air (2008) unless indicated otherwise.
The emissions for one unit shipped by an aircraft are determined with the following
equation:

e1 = (A1 + B1 ��1)
v maxf�, �̄1g

Ŵ1�1
.

Below we describe each of the factors in more detail. We select a Boeing 757-200SF
whose emission factors represent a medium-sized aircraft.

Allocation: In an applied study (Van den Akker, 2009) on logistics service providers
it was found that the average load factor for cargo aircrafts is 80% for dedicated cargo
aircrafts, which is the value we assume (�1 = 0.80). For the Boeing 757-200SF the maxi-
mum load Ŵ1 is 29029 kg. The minimum density for air transport is 167 (�̄1 = 167 kg=m3),
which is a density commonly used by transport companies.

Distance: The flight distance is calculated with the method used by the International
Civil Aviation Organization (ICAO): the Great-circle distance formula. The Great-circle
distance formula gives the shortest distance between two locations on a sphere by fol-
lowing a path on the surface of the sphere. For a selected set of routes within Europe the
road-distance was compared to the air-distance and it was found that the air distance is
80% of the road distance on average (�1 = 0.80�).

Emission factors: In air transport the constant emission factor corresponds to the
emissions during take-off and landing. NTM provides the emission factors for load fac-
tors of 50, 75 and 100%. The emission factors for different load factors are found by
interpolation. and the corresponding emission factors are in Table A.1. Using a 80% load
factor, the emission factors are A1 = 4139.6 kg CO2 and B1 = 15.353 kg CO2=km.

Unit Emissions: The unit emissions (e1 in kg) are then in this case:

e1 = (4139.6+ 15.353 � 0.801�) v maxf�,167g
23223.2

� v maxf167,�g(1.783 � 10�1 + 5.295 � 10�4�).
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TABLE A.1: Emission factors

� [%] A1 [kg] B1 [kg=km]
50 3583.901 15.307
75 4041.709 15.351
100 4531.182 15.363

Road transport

All assumptions are taken from NTM Road (2008) unless indicated otherwise. The for-
mula to calculate the unit emissions for road transport (e2) is:

e2 = (A2 + B2�2)
v maxf�, �̄2g

Ŵ2�2

We assume that a Tractor + Semi-trailer is used, because it is a common type to use
for longer distances. Moreover, we assume that transport takes place via integrating
terminals. Hence, we assume no positioning distance or empty returns.

Allocation: We assume a load factor of 70% (�2 = 0.70), which is appropriate for
transport via integrating terminals. For a Tractor + Semi-trailer the maximum load Ŵ2 is
26 tonne. The minimum density for road transport is 250 (�̄2 = 250 kg=m3), which is a
density commonly used by transport companies.

Distance: As mentioned before, the distance for all modality types is expressed in
terms of the road distance, hence �2 = �.

Emission factor: The emission factor is determined by the fuel consumption (in
l=km) and the fuel emissions (in kg=l). The fuel consumption depends on the road type
and the values are given in Table A.2. For a load factor of 70%, the fuel consumption
is 0.3198, 0.3462 and 0.4392 l=km, for Motorway, Rural and Urban respectively. For

TABLE A.2: Fuel consumption

Road type Motor way Rural Urban
Load factor 0% 100% 0% 100% 0% 100%
Fuel consumption 0.226 0.360 0.230 0.396 0.288 0.504

several routes in Europe, we investigated the average distance on urban roads and we
found it to be 8.9 km (and in total 17.8 km for a route). The fuel emissions for diesel
fuel are F E = 2.621 kg CO2=l. To account for hilly terrain we add 5% (average value
for Europe) to the total emissions. If we implement these values in the formulas for the
constant and variable emissions (A2, in kg CO2, and B2 in kg CO2=km), we obtain:

A2 = 1.05 � 2.621 � 17.8(0.4392� 0.3198) B2 = 1.05 � 2.621 � 0.3198
� 5.849 � 0.8801.

Unit emissions: The unit emissions (e2 in kg CO2) are then in this case:

e2 = v maxf250,�g
18200

(5.849+ 0.8801�)� v maxf250,�g(3.214 � 10�4 + 4.836 � 10�5�).
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Rail transport

Two types of rail transport are distinguished; electrical and diesel. All assumptions in this
section are taken from NTM Rail (2008) unless indicated otherwise. The emissions for
one unit shipped by by rail transport (e3) are determined with the following equation:

e3 =
X

o2O

bo
3, j�

o
3w,

where the emission factors for electrical (bo
3,1) and diesel rail (bo

3,2) in country o are:

bo
3,1 = T (�o)�EEo

106
p

Wgr ��3,1�(1��)
, bo

3,2 = T (�o)�F Eo

106
p

Wgr ��3,2
. (A.1)

For rail transport, the distance is divided into distances per country because the emissions
to generate 1 kWh, and the fuel content, differ per country. Define the set of countries
through which the train travels as O and o 2 O. In our calculations, we do not distinguish
between different countries but assume Europe-averages. We also use the overall shares
of electrical and diesel rail: 75.4% and 24.6%, respectively (EUrostat, 2010).

Distance: The distance traveled in country o, �o
3, (in km) can be calculated from for

example the EcoTransIT web page (ECOTransIT, 2011). We assume that the rail distance
between two locations is equal to the road distance, �3 = d.

Emission factor (including allocation): Only a variable emission factor is used for
rail transport. It depends on the gross weight of the train, an emission constant, a cor-
recting factor for the terrain, the load factor, energy (or fuel) efficiency factor, and a
transfer loss (for electrical only). The gross weight of the train (Wgr in tonne) includes
the weight of the locomotive and the carriages, and we assume that Wgr = 1000 tonne,
which is the average value specified by NTM. The topography of country o (�o) is clas-
sified as one of three types (�o 2 f f lat, hil l y, mountainousg). Let T (�o) define the
energy (cq. fuel) consumption for a country with topography type �o. It holds that
T (mountainous) > T (hil l y) > T ( f lat). We assume that the terrain is hilly. Let EEo

denote the energy efficiency in country o, the emissions for producing 1 kWh of energy,
and let F Eo denote the fuel emissions in country o, the emissions per liter of fuel burnt.
For electrical rail, we assume that T (hil l y) = 675 Wh=km and EE = 0.41 kg CO2=kWh
(the average emissions to air when generating 1 kWh in Europe). For diesel rail, we as-
sume that T (hil l y) = 153.08 g=km, and F E = 3.175 kg CO2=kg diesel. We assume the
average value for the load factor of the train (equals the ratio of net and gross weight of
the train): �3,1 = �3,2 = 0.5. Moreover, a loss of energy � (fraction) is taken into account
during energy transfer from the power plant to the train (�= 0.10).
Combining these parameter values in Equation (A.1) yields (in kg CO2/net kg km):

b3,1 = 675�0.41
106
p

1000�0.5�0.9
� 1.945 � 10�5, b3,2 = 153.08�3.175

106
p

1000�0.5
� 3.074 � 10�5.

We combine these emission factors and the average share of electrical and diesel, to
obtain the rail emission factor b3 (in kg CO2/net kg km):
b3 = (0.754 � 1.945+ 0.246 � 3.074)10�5 � 2.223 � 10�5.

Unit emissions: The unit emissions (e3 in kg CO2, where � in km and w in kg) are
then in this case:

e3 � 2.223 � 10�5 �� �w.
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Water transport

Water transport covers short-sea transport and inland transport with diesel oil-powered
vessels. All details are taken from NTM Water (2008). The formula to calculate the unit
emissions for road transport (e4) is:

e4 =!4 � FC4 � F E4 ��4,

where !4 =
unit capacity
total capacity

. The unit of capacity is dependent on the type of ship used, it can
be weight (for bulk vessels), TEU (twenty-foot equivalent units) (for container vessels) or
lane meters (for roll-on, roll-off vessels, which transport trucks or rail carts). We assume
that inland waterways are used and select a general cargo vessel. Inland waterways
is selected because it covers a wider range of ports in Europe than short-sea. For the
selected vessel, allocation is done based on weight: !4 =

w
Ŵ4�4

.
Allocation: The cargo capacity (maximum load) of a general cargo vessel for in-

land waterways is 3840 tonne (Ŵ4 = 3840 tonne). We assume a load factor of 50%
(�4 = 0.50). This factor is relatively low since in inland waterways the transport is
shuttle-like.

Emission factor: The emission factor is determined by the fuel consumption (FC)
and the fuel emissions (F E), which are for the selected vessel 0.007 tonne diesel/km,
and 3178 kg CO2=tonne diesel, respectively.

Distance: The distance �4 in km for short-sea water transport can be obtained from,
for example the PortWorld Distance calculator web site (PortWorld Distance Calculator,
2011). We assume that the distance between two locations over inland waterways is 1.2
times the distance over road: �4 = 1.2�. Due to a lack of empirical data this value is an
educated guess.

Unit emissions: Applying these values, yields the following equation for the unit
emissions for water transport (e4 in kg):

e4 =
w

1920 � 1000
0.007 � 1.20� � 3178� 1.3904 � 10�5 �w ��.
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B.1 Proofs

Proposition 3.4.1 Consider product j 2 J and � � 0. Mode y maximizes the decen-
tralized Lagrangian, L�j (�) = L�y, j(�) and x y, j = 1 for y = argmin(zi, j(�) : i 2 I).

PROOF. To show: if mode y 2 I minimizes zi, j(�) for � � 0, then L�y, j =maxfL�i, j(�) : i 2
Ig.
Variable zi, j(�) is the only mode-specific parameter in L�i, j(�). This implies that if zi1, j(�) = zi2, j(�),
then L�i1, j = L�i2, j(�) for i1, i2 2 I . It remains to show that L�i, j(�) is non-increasing in
zi, j(�).
L�i, j(�) consists of two parts, depending on the value of zi, j(�).

For zi, j(�)�
D̂ j

� j
� k j the first-order derivative of L�i, j(�) with respect to zi, j(�) is:

@ L�i, j(�)

@ zi, j(�)
=

1

2

�

� j(zi, j(�) + k j)� D̂ j

�

.

It follows directly that L�i, j(�) is decreasing in zi, j(�) if: zi, j(�)<
D̂ j

� j
� k j .

For zi, j(�)�
D̂ j

� j
� k j L�i, j(�) is constant (at 0).

Hence, L�i, j(�) is non-increasing in zi, j(�).

Theorem 3.4.2 Consider i2 2 I and any i1, i3 2 I such that ui1, j < ui2, j < ui3, j and
ei1, j > ei2, j > ei3, j . Transport mode i2 is selected if it meets condition (a) and (b) for any
i1, i3 2 I :
Condition a ei2, j � ẽ j

i1,i2
,

Condition b ei2, j � ē j
i2
(i1, i3),

where

ẽ j
i1,i2
= ei1, j

D̂ j
� j
�k j�ui2, j

D̂ j
� j
�k j�ui1, j

, ē j
i2
(i1, i3) = ei1, j + (ei3, j � ei1, j)

ui1, j�ui2, j

ui1, j�ui3, j
.
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PROOF. Proof of Condition a Since, ui1, j < ui2, j and ei1, j > ei2, j , �
j
i1,i2

> 0. Let �̂i, j be

defined as the smallest positive value of � such that q�i, j = 0: �̂i, j =
1

ei, j

�

D̂ j

� j
� k j � ui, j

�

.

Showing that � j
i1,i2
� �̂i1, j � �̂i2, j implies that mode i2 is preferred over mode i1 for a

range of � for which L�i, j > 0.

Let ei2, j = ẽ j
i1,i2
� �, where �� 0.

Let us first show that � j
i1,i2
� �̂i1, j .

�
j
i1,i2
=

ui1, j�ui2, j

ei2, j�ei1, j
=

ui1, j�ui2, j

ei1, j

D̂ j
� j
�k j�ui2, j

D̂ j
� j
�k j�ui1, j

���ei1, j

=
ui1, j�ui2, j

ei1, j
ui1, j�ui2, j

D̂ j
� j
�k j�ui1, j

��
�

ui1, j�ui2, j

ei1, j
ui1, j�ui2, j

D̂ j
� j
�k j�ui1, j

= �̂i1, j

where the inequality follows since the nominator and the denominator are negative.
Next we show that �̂i1, j � �̂i2, j .

�̂i2, j =
1

ẽ j
i1,i2
��

�

D̂ j

� j
� k j � ui2, j

�

� 1
ẽ j

i1,i2

�

D̂ j

� j
� k j � ui2, j

�

= �̂i1, j .

where the inequality follows since
D̂ j

� j
� k j � ui, j > 0 and the last equality follows from

the definition of ẽ j
i1,i2

.

Hence, � j
i1,i2
� �̂i1, j � �̂i2, j .

Proof of Condition b If mode i2 minimizes zi j(�) for a certain value of �, then if is
preferred (follows from Proposition 3.4.1). This implies that for a given pair i1, i3,
ui2, j + �ei2, j � minfui1, j + �ei1, j , ui3, j + �ei3, jg for at least one value of �. This is shown
next.
Assume that ei2, j � ē j

i2
(i1, i3).

We first show that � j
i1,i2
� � j

i1,i3
.

�� j
i1,i2

=
ui2, j�ui1, j

ei2, j�ei1, j
�

ui2, j�ui1, j

ē j
i2
(i1,i3)�ei1, j

=
ui2, j�ui1, j

ei1, j+(ei3, j�ei1, j)
ui1, j�ui2, j
ui1, j�ui3, j

�ei1, j

=
ui3, j�ui1, j

ei3, j�ei1, j
=�� j

i1,i3

(where the inequality follows since ei2, j � ei1, j � 0.)

Next, we show that � j
i2,i3
� � j

i1,i3
.

�
j
i2,i3

=
ui2, j�ui3, j

ei3, j�ei2, j
�

ui2, j�ui3, j

ei3, j�ē j
i2
(i1,i3)

=
ui2, j�ui3, j

ei3, j�ei1, j�(ei3, j�ei1, j)
ui1, j�ui2, j
ui1, j�ui3, j

=
ui1, j�ui3, j

ei3, j�ei1, j
= � j

i1,i3
.

So we find the following ordering � j
i1,i2
� � j

i1,i3
� � j

i2,i3
, which determines the ordering

of the profits for any value of �:

ui1, j +�ei1, j � ui2, j +�ei2, j � ui3, j +�ei3, j for 0� �� � j
i1,i2

ui2, j +�ei2, j � ui1, j +�ei1, j � ui3, j +�ei3, j for � j
i1,i2
� �� � j

i1,i3
ui2, j +�ei2, j � ui3, j +�ei3, j � ui1, j +�ei1, j for � j

i1,i3
� �� � j

i2,i3
ui3, j +�ei3, j � ui2, j +�ei2, j � ui1, j +�ei1, j for �� � j

i2,i3
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Recall ui1, j+�ei1, j � ui3, j+�ei3, j for �� � j
i1,i3

and ui1, j+�ei1, j � ui3, j+�ei3, j for �� � j
i1,i3

.
From this we can conclude that ui2, j + �ei2, j � minfui1, j + �ei1, j , ui3, j + �ei3, jg for at least
one value of �.

B.2 Details of emission calculation

The required parameters and the source (assumption or actual data) to calculate the
emissions from transport with the TERRA tool in the Cargill case are:
Transport mode: Given by LSP and Cargill, road or ferry by default, intermodal rail, water
or short sea for the intermodal bids.
Distance per mode: calculated based on origin, destination, and transshipment locations.
Weight and volume of product: given by Cargill, weight is restricting factor.
Payload: given by the LSP.
TEU (twenty-foot equivalent unit): determined by product density and capacity of equip-
ment (1 or 1.5 TEU).
Vehicle/vessel type: assume for road a truck semi-trailer, for short sea a bulk water type
Feeder, for inland water default NTM values for a container vessel.
Load factor: assume for rail 72% and or short-sea load factor of 80%. For inland water
use default NTM value. For road the load factor is determined by the payload.
Cleaning: steam cleaning is assumed for all shipments.
Positioning distance: assume 20% is added to the travel distance.
Empty returns: no empty returns are assumed.
Share of electrical rail: assume 76.6% electrical and 23.4% diesel.
Gross weight of the train: assume 1,000 tonne.
Road allocation: assume 85% highway, 10 % rural and 5 % urban.
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C.1 Proofs

Proposition 4.4.1 Consider product j. Assuming that for every value of � S1, j =
S�1, j(� j), it holds that ��j is increasing in c j , �, and e j and decreasing in k j .

PROOF. Recall the expression for the total cost function for product j:

C j = (r j+h j)E[(D j(� j)�S1, j)
+]+h j

�

S1, j �E[D j(� j)]
�

+(c j+�e j)E[(d j�� j)
+]+c1, j� j .

For brevity reasons we apply the following definitions: C c
j (� j) := (c j+�e j)E[(d j�� j)+]

and C (r,h)j (S1, j ,� j) := (r j + h j)E[(D j(� j)� S1, j)+] + h j

�

S1, j �E[D j(� j)]
�

. As the last
term of C j is not dependent on S1, j or � j we do not take it into account here.
Assume that for every value of � j S1, j = S�1, j(� j). Moreover, let ��j minimize C j for
c j +�e j and � j � 0.
First, it holds by definition that E[(d j �� j)+] is decreasing in � j .

Moreover, let �0j minimize C (r,h)j (S�1, j(� j),� j) (�0j � 0). Observe that the value of �0j
only depends on the values of h j and r j .

It then holds that C (r,h)j (S�1, j(� j),� j) is continuously increasing in � j for � j � �0j . As a
result, ��j ��

0
j .

For c j +�e j and h j and r j ��j minimizes C j , which implies that

C c
j (�

0
j)� C c

j (�
�
j ) = C (r,h)j (S1, j(��j ),�

�
j )� C (r,h)j (S1, j(�0j),�

0
j).

Let��j,� minimize C j for c0j+�
0e0j = c j+�e j+� �� 0. Since C c

j (�
0
j)�C c

j (�
�
j ) is increasing

in c j +�e j it holds that ��j,� ��
�
j .

This implies that if c j , �, or e j increases, the value of ��j increases.
Moreover if r j = k j rc and h j = k j rc , then the value of S�1, j(� j) is not impacted by a

change in k j and only the costs associated with C (r,h)j (S1, j ,� j) increase. As a result, it
holds analogously that ��j is decreasing in k j .

Proposition 4.4.2 The cost function with the optimal order-up-to level for mode 1
given a value of � j (C j(S�1, j(� j),� j)) is decreasing in � j for � j = 0 and strictly increas-
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ing in � j for � j ���j , if r j � c j +� je j . Hence, ��j > 0 and follows from:

��j = E�1
2,� j

�

c j +�e j

c j +�e j + h j

�

PROOF. Let us consider the first order derivative of L j(S�1, j(� j),� j) w.r.t. � j for � j � 0.

@ L j(S�1, j(� j),� j)

@� j
=

h j+c j+�e j

1+� j� j

�

1� (1+� j� j)e�� j� j � c j+�e j

h j+c j+�e j

�

=
h j+c j+�e j

1+� j� j

�

E2,� j
(� j)�

c j+�e j

h j+c j+�e j

�

,

where E2,� j
(� j) represents the cumulative distribution function of an Erlang-2 distribu-

tion with parameter � j . It follows directly that
@ L j(S�1, j(0),0)

@� j
=�(c j +�e j)< 0.

Moreover, using the property that E2,� j
(� j) is strictly increasing in � j for � j � 0 we find

that:
@ L j(S�1, j(� j),� j)

@� j
� 0 if E2,� j

(� j)�
c j+�e j

h j+c j+�e j
and vice versa. From this we conclude that there

is only one minimum, which is attained for ��j such that :

��j = E�1
2,� j

�

c j +�e j

c j +�e j + h j

�

.

Proposition 4.4.3 Let �̂ j be such that c j + �̂ je j = r j , then the cost-minimizing parame-
ter values are:

��j = E�1
2,� j
(

c j+�e j

c j+�e j+h j
) and S�1, j =

1
� j
(ln(1+ � j��j )� ln(1� y)) for � 2 [0, �̂ j],

��j =1 and S�1, j = E�1
2,� j
(� j) for � 2 [�̂ j ,1].

PROOF. For � � �̂ j c j + �e j � r j and
c j+�e j

c j+�e j+h j
� � j . As a result ��j � S1, j and ��j =

E�1
2,� j
(

c j+�e j

c j+�e j+h j
), using Proposition 4.4.2.

For � � �̂ j c j +�e j � r j and ��j � S1, j . Applying first-order conditions to Equation 4.18,
yields �� =1 and S�1, j(�

�
j ) = E�1

2,� j
(� j) using Equation 4.14.

Proposition 4.4.4 Compared to the situation with identical products, an increase in

� the transport cost difference (cb � ca) ensures that the emission target is attained
for a smaller value of �.

� the product value difference (kb � ka) ensures that the emission target is attained
for a larger value of �.

� the emission difference of product b (eb � ea), results either in attaining the emis-
sion target at a smaller value of � or at a larger value of �.
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PROOF. For the situation with identical products a and b, let �̂ be such that �a(�̂) +
�b(�̂) = �̂ . Let �� minimize the Lagrangian for product a and b for �̂. The costs
associated with this solution are denoted by C�. We next observe how a change in a
parameter of product b impacts the cost-minimizing solution.

If cb � ca, then Cb(��) � C�. Then ��b(�̂) minimizes the decentralized Lagrangian
of product b for �̂ and ��b(�̂) ��

�, using the property of Proposition 4.4.1. As a result,
�b(��b(�̂))� �b(��) (and Cb(��b(�̂))� Cb(��)).
So, �̂ is attained for �0 (�0 � �̂) and let ��a(�

0) and ��b(�
0) be the corresponding optimal

value of � for product a and b.
For product a as a result ��a(�

0)���, �a(��a(�
0))� 0.5�̂ and Ca(��a(�

0))� C�.
For product b �b(��b(�

0))� 0.5�̂ , ��b(�
0)���, and Cb(��b(�

0))� Cb(��).
As a result, E[(db ��b)+] (E[(da ��a)+]) decreases (increases), and Cb(��b(�

0)) � C�

and Ca(��a(�
0))� C�.

If kb � ka, then Cb(��) � C�. Then ��b(�̂) � �
�, using the property of Proposition

4.4.1. As a result, �b(��b(�̂))� �b(��). So, �̂ is attained for �0 (�0 � �̂).
For product a ��a(�

0)���, �a(��a(�
0))� 0.5�̂ and Ca(��a(�

0))� C�.
For product b �b(�0)� 0.5�̂ , ��b(�

0)���, and Cb(��b(�
0))� Cb(��).

As a result, E[(db ��b)+] (E[(da ��a)+]) increases (decreases), and Cb(��b(�
0)) � C�

and Ca(��a(�
0))� C�.

If eb � ea, then Cb(��) = C� and��b(�̂)��
�, using the property of Proposition 4.4.1.

As a result, Cb(��b(�̂)) � Cb(��). The effect on �b can be in both directions, depending
on the value of � and as a result, �0 � �̂ or �0 � �̂.
If �0 � �̂, then ��b(�

0)���, �b(��b(�
0))� 0.5�̂ Cb(��b(�

0))� Cb(��).
If �0 � �̂, then�� ���b(�

0)���b(�̂) and �b(��b(�
0))� 0.5�̂ , and Cb(��b(�

0))� Cb(��).
So, Cb(��b(�

0))� C� if eb � ea.

Proposition 4.4.5 Compared to the situation with identical products, an increase in

� the demand rate of product b (�b � �a), ensures that the emission target is attained
for a smaller value of �.

� the holding of product b (hb � ha), ensures that the emission target is attained for
a larger value of �.

PROOF. Continuing with the notation introduced in Proposition 4.4.4, we derive the fol-
lowing effects.

If hb � ha, then Cb(��) � C� and ��b(�̂) � �
� using the result of Proposition 4.4.2.

As a result, �b(��b(�̂))� �b(��). So, �̂ is attained for �0 � �̂.
For product a as a result, ��a(�

0)��� and Ca(��a(�
0))� C�.

For product b �b(�0)� 0.5�̂ , ��b(�
0)���, and Cb(��b(�

0))� C�(��b(�
0))� C�.

As a result, E[(db ��b)+] (E[(da ��a)+]) increases (decreases), and Cb(��b(�
0)) � C�

and Ca(��a(�
0))� C�.

If �b � �a, then Cb(��)� C�. It holds that ��b(�̂) = �
� for �̂.

So, �̂ is attained for �0 � �̂.
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For product a ��a(�
0)��� and Ca(��a(�

0))� C�.
For product b �b(�0)� 0.5�̂ , ��b(�

0)���, and Cb(��b(�
0))� Cb(��).

As a result, E[(db ��b)+] (E[(da ��a)+]) decreases (increases), and Cb(��b(�̂)) � C�

and Ca(��a(�
0))� C�.

C.2 Details of general solution procedure

The proofs of all results presented in this section can be found in Scheller-Wolf et al.
(2002).
Define the following auxiliary function:

Hm,n
j (x) := Pf

m+n
X

r=1

d j(r)� x jdJ (r)<� j for i = 1, � � � , mg, x 2 R, m, n 2 N0,

where Hm,n
j (x) = 08x < 0. Observe that if 0� x <� j then Hm,n

j (x) = Pf
m+n
P

r=1
d j(r)� xg.

In addition, H0,0
j (x) = 0 for all x < 0 and H0,0

j (x) = 1 for all x � 0.
Then it can be shown that for all m, n 2 N0:

Ĝm,n
j (x) =

m
X

k=0

�

m

k

�

(p̄ j)
k(1� p̄ j)

m�kHm�k,n
j (x � k� j), x � 0. (C.1)

Moreover, it holds that for all m, n 2 N0:

Hm,n
j (x) =

1

(1� p̄ j)m

m
X

k=0

(�1)k
�

m

k

�

(p̄ j)
kG̃k,m+n�k

j (x � k� j), x 2 R. (C.2)

Substituting the relation of Equation C.2 into Equation C.1 yields for all m, n 2 N0:

Ĝm,n
j (x) =

m
X

s=0

(�1)s
�

m

s

�

(p̄ j)
s

s
X

r=0

(�1)r
�

s

r

�

G̃s�i,m+n�s
j (x � s� j), x 2 R.

This equation states the distribution function Ĝm,n
j (x) can be written as a linear combi-

nation of shifted distribution functions G̃s�i,m+n�s
j (x � s� j).

For the derivation of an expression for K̂m,n
j (x) we use a similar results. First define

K̂0,0
j (x) = K̃0,0

j (x) =
�

�x if x < 0;
0 if x � 0;

Lastly, we find that for each m, n 2 N0 with m� 1 or n� 1:

K̂m,n
j (x) =

m
X

s=0

(�1)s
�

m

s

�

(p̄ j)
s

s
X

r=0

(�1)r
�

s

r

�

K̃ s�i,m+n�s
j (x � s� j), x 2 R.
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C.3 Results for a mixture Erlang distributions

In this section we describe how to fit a mixture of Erlang distributions, how to derive the
mixture probability of D j(� j) and the required overage quantities. The results are taken
from Scheller-Wolf et al. (2007).

First a mixture of Erlang distributions is fitted to the first two moments of single
period demand. Moreover, we only consider a single scale parameter for product j: � j .
When cv j = � j=� j � 1, then a mixture of an Erlang-(k0, j � 1) and Erlang-k0, j , where k0, j

is chosen such that 1
k0, j
< cv2

j �
1

k0, j�1
(note that k0, j � 2). The mixture probabilities are

then set according to:

�k0, j�1, j =
1

1+cv2
j

�

k0, jcv2
j � (k0, j(1+ cv2

j )� k2
0, jcv2

j )
0.5
�

, �k0, j , j = 1��k0, j�1, j , and �k, j = 0

for all other k. Lastly, � j =
k0, j��k0, j�1

� j
.

When cv j = � j=� j > 1, then a mixture of an Erlang-k0, j and Erlang-1, where k0, j

is chosen such that k0, j � 3 and cv2
j �

k2
0, j+4

4k0, j
. The mixture probabilities are then set

according to: �1, j =
2k0, j cv2

j +k0, j�2�(k2
0, j+4�4k0, j cv2

j )
0.5

2(k0, j�1)(1+cv2
j )

, �k0, j , j = 1� �1, j , and �k, j = 0 for all

other k. Lastly, � j =
�1, j+k0, j(1��1, j)

� j
.

Recall that �k, j denotes the mixture probability for the Erlang-k distribution for single
period demand. Let �̃k, j denote the mixture probability for the residual demand in a
period (d̃ j). Then for all k 2 N, y = 0,1, � � � , k,

�̃y, j =
1
p̄ j

1
P

k=y
�k, j t

y
k, j , y 2 N,

t y
k, j =

(� j� j)k�y

(k�y)!
e�� j� j , y = 1, � � � , k

t0
k, j = Ek,� j

(� j),

where t y
k, j denotes the probability that y phases are left after � j time units given that d j

is Erlang-k distributed.
The mixture probability for m residual demands and n regular demands are denoted

by �̃(m,n)
k, j for k 2 N. The mixture probabilities are then:

�̃
(1,0)
k, j = �̃k, j �̃

(0,1)
k, j = �k, j

�̃
(m,0)
k, j =

k�1
P

s=1
�̃s, j�̃

(m�1,0)
k�s, j �̃

(0,n)
k, j =

k�1
P

s=1
�s, j�

(0,n�1)
k�s, j

�̃
(m,n)
k, j =

k�1
P

s=1
�̃
(m,0)
s, j �̃

(0,n)
k�s, j

Recall that G̃(m,n)
j (x) and K̃m,n

j (x) denote the distribution function and the loss func-
tion (E[(X � x)+]) of m residual demands and n regular demands. The following closed-
form expressions are then derived:
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E[(d j �� j)+] = p̄ j

1
P

k=1
�̃k, j

k
� j

,

G̃(m,n)
j (x) =

1
P

k=1
�̃
(m,n)
k, j Ek,� j

(x),

K̃m,n
j (x) =

1
P

k=1
�̃
(m,n)
k, j

�

k
� j
(1� Ek+1,� j

(x))� x(1� Ek,� j
(x))

�

.
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D.1 Proofs for the baseline scenario

Lemma 5.4.1 Given ce,, K � 0, the profit-maximizing Stage 2 production quantities
are:

(q�r , q�u) =

¤

(q0r(c
e,), 0), if � � � ̃,

�

(q0r(c
e,)� K)+, K

�

, if ̃� � +,

where q0r(c
e,) = �

2
mr(ce,).

PROOF. For given values of ce,, and K the optimal production quantities need to be
determined. First, we derive the solution for an unconstrained problem and then use this
to determine the solution to the constrained problem.

Step 1 Let K =1, then Problem (P2) transforms into an unconstrained problem. We
next show that the optimal production quantities for this problem are:

(q�r , q�u) = (q
0
r(c

e,), 0) if mr � (ce � �)� mu � 0,
(q�r , q�u) = (0, q0u) otherwise,

where q0r(c
e,) = �

2
(mr � (ce + �)), q0u =

�

2
mu.

To facilitate the proof, we introduce a modified expression for the Stage 2 profit
function in which we introduce Q := qr + qu:

�(Q, qr jce,) =�
1

�
Q2 +Qmu + qr(mr � (ce � �)�mu), (D.1)

where 0 � qr � Q. Note that �(Q, qr jce,) is quadratic in Q and linear in qr . Moreover,
note that �(Q, qr jce,) is separable in Q and qr .
We assume for now that mr � (ce � �)�mu � 0, but the analysis follows similar lines
when mr � (ce � �)� mu � 0. Take Q � 0, then �(qr jce,,Q) is increasing in qr and
attains its maximum value for qr =Q (and qu = 0), i.e.

max
qr

�(qr jce,,Q) =�
1

�
Q2 +Q(mr � (ce � �)).
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Then, when we determine the optimal value for Q, we find that �(qr ,Qjce,) attains its
maximum value for (qr ,Q) = (q0r(c

e,), q0r(c
e,)) ((qr , qu) = (q0r(c

e,), 0)), i.e.

max
Q,qr

�(qr ,Qjce,) =max
Q

max
qr

�(qr jce,,Q)

=max
Q
� 1
�
Q2 +Q(mr � (ce � �)) = �

4
(mr � (ce + �))2.

Therefore, (q�r , q�u) 2 f(q
0
r(c

e,), 0), (0, q0u)g are the possible profit-maximizing produc-
tion quantities for �(Q, qr jce,). And since it is a direct translation of �(qr , qujce,), it
also represents the possible optima of the unconstrained problem.

Step 2 Now consider the case that 0 � K <1, i.e. production capacity is restricted in
the unregulated market. Define ̃ such that mr � ̃(ce��) = mu: ̃= 1

ce�� (mr �mu) and

̄(K) such that q0r(c
e, ̄(K)) = K: ̄(K) = 1

ce��

�

mr �
2
�
K
�

.
Two cases can be distinguished: 1)  � ̃, then (q�r , q�u) = (q

0
r(c

e,), 0), 2)  � ̃, then
(q�r , q�u) = ((q

0
r(c

e,)� K)+, K), where a+ =maxf0, ag.
In the first case, mu � mr�(ce��), q0u � q0r(c

e,) and (qr , qu) = (q0r(c
e,), 0)maximizes

the profit Problem (P2).
(follows directly from the solution to the unconstrained problem).

In the second case, mu � mr�(ce��), the production capacity may be restricting, since
we assume K � q�u. Again, consider Equation (D.1) and Q � 0.
For Q � K , qr =Q�K ((qr , qu) = ((Q�K)+, K)) is the optimal solution to max

0�qr�Q
�(qr jce,,Q),

(follows from Equation D.1).
For 0�Q � K , qr = 0 ((qr , qu) = (0,Q)) is the optimal solution to max

0�qr�Q
�(qr jce,,Q)

(follows from Equation (D.1)).
Moreover, it follows directly from K � q0u and definition of q0u that (qr , qu) = (0, K) maxi-
mizes the profit for 0�Q � K , i.e.

max
qr=0,0�qu�K

�(qr , qujce,) = �(0, K jce,).

Combining these two results, it is concluded that (qr , qu) = (qr , K) contains (q�r , q�u)
for qr � 0. The profit function is then for qu = K:

�(qr , K jce,) =�
1

�
(K)2 + Kmu �

1

�
(qr)

2 + qr

�

mr � (ce � �)�
2

�
K
�

.

This function is concave in qr , hence the optimum follows straightforwardly and satisfies:

qr =
�

2

�

mr � (ce � �)�
2

�
K
�

= q0r(c
e,)� K .

It is required that q�r � 0, hence q�r = (q
0
r(c

e,)� K)+, i.e. (q�r , q�u) = (q
0
r(c

e,)� K , K) if
� ̄(K) and (q�r , q�u) = (0, K) otherwise.
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Two-stage profit functions Using Equation 5.2 and the results from Lemma 5.4.1, we
find the following two-stage profit functions given  and K:

Z(, K j(F ,F )) = Zr � �r(� +)2 � �uK
Z(, K j(F ,P )) = Zr + (1��)K(mu � (mr � (ce

2 � �)))� �r(� +)2 � �uK
Z(, K j(F ,N )) = �( �

4
(mr � (ce

1 � �))
2) + (1��)(� 1

�
K2 + Kmu)� �r(� +)2 � �uK

Z(, K j(P ,P )) = Zr + K(mu � (mr � (E[ce]� �)))� �r(� +)2 � �uK
Z(, K j(P ,N )) = �( �

4
(mr � (ce

1 � �))
2 � K(mr � (ce

1 � �)))� (1��)
1
�
K2 + K(mu � �u)� �r(� +)2

Z(, K j(N ,N )) =� 1
�
K2 + K(mu � �u)� �r(� +)2

where Zr = �(
�

4
(mr � (ce

1 � �))
2) + (1��)( �

4
(mr � (ce

2 � �))
2).

Proposition 5.4.2 From the two-stage profit functions associated with Strategy i
(Zi(, K)), we obtain the optimal investment quantities, represented in Table 5.2, where
W(F ,F )(ce

1, ce
2) =

2�r mr (E[C e],+)
4
�
�r�E[(C e��)2] , Y(F ,F )(ce

1, ce
2) =

mr Var(ce��)
(E[C e]��)( 4

�
�r�E[(C e��)2]) , W(F ,N )(ce

1) =
2�r mr (ce

1,+)
4
�
�r��(ce

1��)
2 , W(P ,N )(ce

1) =
2�r (mr (ce

1,+)�(mu��u))
4
�
�r (1��)��(ce

1��)
2 , and K 0 = �

2
(mu � �u). The optimal pro-

duction quantities follow directly from (�i , K�i ) and the optimal production quantities in
Lemma 5.4.1.

PROOF. For Strategy (F ,F ), (F ,N ) and (N ,N ) the two-stage profit function is sepa-
rable in  and K and first-order conditions represent the optimal investment quantities
for an imposed strategy.
For Strategy (P ,N ) the function is not separable in  and K and joint concavity needs
to be established. Concavity is implied if the Hessian is negative semidefinite, which for
a quadratic function of this form is ensured if and only if the first order principal minor
is non-positive and if the second order principal minor is nonnegative. The Hessian for
Z(P ,N ) is as follows:

H =

�

� �
2
(ce

1 � �)
2 � 2�r �(ce

1 � �)
�(ce

1 � �) � 2
�
(1��)

�

The first order leading principle minors of H are � �
2
(ce

1 � �)
2 � 2�r and � 2

�
(1��). The

first term is non-positive due to our assumption on ce
1 to ensure that the profit function

are concave in  and the second term is non-positive.
The second order leading principle minor of H is the determinant:

jHj=
4

�
�r(1��)��(ce

1 � �)
2,

which is positive by the second assumption on ce
1 to ensure that the profit function are

concave in .

Proposition 5.4.3 It holds that �i (q�r,i) is weakly decreasing (increasing) in p̃� cp
r , and

weakly increasing (decreasing) in �r and +. And K�i is weakly increasing in mu and
weakly decreasing in �u.

PROOF. Consider a Strategy i i 2 f(F ,F ), (F ,N ), (P ,N )g and let Z(, K) := Zr(, K)+
Zu(, K), i.e. we distinguish the profit and investments costs associated with production
in the regulated and unregulated market.
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Then let �̃r = �r+�, � � 0, and let ̃�i denote the profit-maximizing value of . Then
the following relation holds for a given value of K:
Zr(�i , K ,�r)� Zr(̃�i , K ,�r)� Zr(̃�i , K , �̃r).
Moreover, since for a given  Zr(, K ,�r)� Zr(, K , �̃r) is decreasing in , we find that
for  � �i Zr(�i , K ,�r)� Zr(�i , K , �̃r) � Zr(, K ,�r)� Zr(, K , �̃r), which implies that
Zr(�i , K , �̃r)� Zr(, K , �̃r). And as a result, ̃�i � 

�
i , and q�r,i(̃

�
i )� q�r,i(

�
i ).

For brevity reasons let mr,0 := p̃� cp
r . Let m̃r,0 = mr,0 + �, � � 0, and ̃�i maximizes

the profit for m̃r,0. If ce � � , then �i = ̃
�
i = 

+ and q�r,i(̃
�
i )� q�r,i(

�
i ).

If ce > � , then the following holds for a given value of K:
Zr(i , K , mr,0)� Zr(�i , K , mr,0)� Zr(�i , K , m̃r,0)� Zr(̃�i , K , m̃r,0).
Moreover, since for a given  Zr(, K , m̃r,0)�Zr(, K , mr,0) is decreasing in , we find that
for  � �i Zr(�i , K , mr,0)� Zr(�i , K , m̃r,0) � Zr(, K , mr,0)� Zr(, K , m̃r,0), which implies
that Zr(�i , K , m̃r,0) � Zr(, K , m̃r,0). And as a result, ̃�i � 

�
i and q�r,i(̃

�
i ) � q�r,i(

�
i ) (since

m̃r,0 increases and �i decreases).

Now let ̃+ = + + �, � � 0, and again ̃�i maximizes the profit for ̃+. Then the
following holds for a given value of K: Zr(�i , K ,+)� Zr(̃�i , K ,+)� Zr(̃�i , K , ̃+).
Moreover, since for a given  Zr(, K ,+)� Zr(, K , ̃+) is decreasing in , we find that
for  � �i Zr(�i , K ,+)� Zr(�i , K , ̃+) � Zr(, K ,+)� Zr(, K , ̃+), which implies that
Zr(�i , K , ̃+)� Zr(, K , ̃+). And as a result, ̃�i � 

�
i q�r,i(̃

�
i )� q�r,i(

�
i ).

From the equation of K�i for strategy (F ,N ), and (N ,N ), it is evident that K�i is
increasing in mu, and decreasing in �u. For Strategy (P ,N ) K�3 can be rewritten as
follows: K�i = K 0 ��W3, and W3 is decreasing in mu and increasing in �u and hence K�i
is increasing in mu, and decreasing in �u.

Proposition 5.4.4 Let �i (c
e
1, ce

2) represent the profit-maximizing emission intensity for a
given emission cost distribution. It holds that �(F ,F )(c

e
1, ce

1)� 
�
(F ,N )(c

e
1, ce

2)� 
�
(P ,N )(c

e
1, ce

2),
and K�(F ,N ) � K�(N ,N ) and K�(P ,N ) � K�(N ,N ). Moreover if Z�(P ,N ) � Z�(F ,N ), then K�(P ,N ) �
K�(F ,N ).

PROOF. Let Zi(, K jce
1, ce

2) denote the two stage profit for emission cost distribution (ce
1, ce

2)
and optimal stage 2 production quantities associated with Strategy i, i 2 f(F ,F ), (F ,N )g.

First, we show that �(F ,F )(c
e
1, ce

1)� 
�
(F ,N ). We compare Z(F ,F )(, 0jce

1, ce
1) and

Z(F ,N )(, K jce
1) and we use proof by contradiction. Since we are only interest in terms

relating to , we introduce the following simplified expressions that yield the same opti-
mal values of :
z(F ,F )() =

�

4
(mr � (ce

1 � �))
2 � �r(� +)2 and

z(F ,N )() =
�

4
(mr � (ce

1 � �))
2 � �r

�
( � +)2. Note that we applied a fraction 1

�
to

Z(F ,N )(, K jce
1) to obtain z(F ,N )() and that this does not impact the value of �(F ,N )(c

e
1).

From these expressions it is easily observed that compared to Strategy (F ,F ), the in-
vestment cost for Strategy (F ,N ) is inflated with a factor ��1.
Using the result of Proposition 5.4.3 that �i is increasing in �r ensures that
�(F ,N )(c

e
1)� 

�
(F ,F )(c

e
1, ce

1).
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Next, we show that �(P ,N ) � 
�
(F ,N ). Rewrite Z(P ,N )(, K), then we find:

Z(P ,N )(, K) =�
1

�
(K)2 + K(mu � �u) +�

�

�

4
(mr �

2

�
K � (ce

1 � �))
2 �

�r

�
(� +)2

�

Solving the first order condition for , yields

�(P ,N ) =
4
�
�r

+��(ce
1��)(mr�

2
�

K)
4
�
�r��(ce

1��)
2 �

4
�
�r

+��(ce
1��)mr

4
�
�r��(ce

1��)
2 = �(F ,N ) for K � 0.

Lastly, we show that if Z�(P ,N ) � Z�(F ,N ) for a given emission cost distribution, then
K�(P ,N ) � K�(F ,N ). Let us define the following functions such that Z(F ,N )(, K) = Z(F ,N ),�()+
Z(F ,N ),1��(K) and Z(P ,N )(, K) = Z(P ,N ),�(, K) + Z(P ,N ),1��(K) for Strategy (F ,N )
and (P ,N ):

Z(F ,N ),�() = �
�

�

4
(mr � (ce

1 � �))
2
�

� �r(� +)2

Z(P ,N ),�(, K) = �
�

�

4
(mr � (ce

1 � �))
2 + K(mu � (mr � (ce

1 � �)))
�

� �r(� +)2

Z(F ,N ),1��(K) = (1��)
�

� 1
�
(K)2 + Kmu

�

� �uK
Z(P ,N ),1��(K) = (1��)

�

� 1
�
(K)2 + Kmu

�

� �uK

N.B. it is required that K(P ,N ) < q0(P ,N ) since K(P ,N ) + q�r,(P ,N ) = q0(P ,N ), otherwise
q�r,(P ,N ) < 0, where q0(P ,N ) =

�

2
(mr � (ce

1 � �)) .
Firstly, observe that K�(F ,N ) maximizes Z(F ,N ),1��, so Z(F ,N ),1��(K�(F ,N ))� Z(P ,N ),1��(K(P ,N ))

for K(P ,N ) � 0. For a given value of  it is easily observed that if mu < mr � (ce
1 �

�), then Z(F ,N ),�() > Z(P ,N ),�(, K(P ,N )) for K(P ,N ) � 0 and Z(P ,N )(, K�(P ,N )) �
Z(F ,N )(, K�(F ,N )). So, if mu < mr � �(P ,N )(c

e
1 � �), Z�(P ,N ) � Z�(F ,N ). From this we

conclude that if Z�(P ,N ) � Z�(F ,N ), then mu � mr � �(P ,N )(c
e
1 � �).

Consider that K(P ,N ) < K�(F ,N ) and  = �(P ,N ). Then
@ Z(P ,N ),1��

@ K
> 0 (since K�(F ,N )

maximizes Z(P ,N ),1��).
If Strategy (P ,N )maximizes the profit, then mr�(ce

1��)
+ > mu��u, follows from the

definition of W(P ,N ), otherwise q�(P ,N ) = 0. Using this we find that �
2
(mr � �(P ,N )(c

e
1 �

�))� �

2
(mr � +(ce

1 � �))>
�

2
(mu � �u)�

�

2
(mu �

�u

1�� ) = K�(F ,N ).

So, the total production quantity for Z(P ,N ),� q0(P ,N ) > K�(F ,N ). Hence,
@ Z(P ,N ),�

@ K
> 0.

So, we find that Z(P ,N )(K(P ,N ),
�
(P ,N )) < Z(P ,N )(K�(F ,N ),

�
(P ,N )) for K(P ,N ) < K�(F ,N )

which implies that if Z�(P ,N ) � Z�(F ,N ) K�(P ,N ) � K�(F ,N ).

D.2 Proofs regarding border tax scenario

Proposition 5.4.6 Given emission cost distribution (ce
1, ce

2,�) and impose production
Strategy i, then the capacity in the unregulated market and the emission intensity are
smaller for the Border Tax Scenario (K I ,�

i � K�i and I ,�
i � 

�
i ). The expected total produc-

tion quantity is smaller for Strategy (P ,N ) for the Border Tax Scenario, as it is equal to
K I ,0

i . The expected total emissions are smaller for the Border Tax Scenario for Strategy i
(�I ,�

i � �
�
i ).
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PROOF. First we consider the definitions
W I
(P ,N )(c

e
1, ce

2) =
2�r (mr�(ce

1��)
+�(mu�E[ce]���u))

4
�
�r (1��)��(ce

1��)
2 =W(P ,N )(ce

1)+
2�r E[ce]�

4
�
�r (1��)��(ce

1��)
2 >W(P ,N )(ce

1),

and K 0,I = �

2
(mu �E[ce]� � �u) = K 0 � �

2
E[ce]� < K 0.

Then using the expressions from Table 5.2, we find that:
K I ,�
(F ,N ) = K I ,0 �� �

2
�u

1�� = K 0 � �

2
E[ce]� �� �

2
�u

1�� � K�(F ,N ).

I ,�
(P ,N ) = 

+ � �(ce
1��)

2�r
W I
(P ,N )(c

e
1, ce

2)� 
+ � �(ce

1��)
2�r

W(P ,N )(ce
1) = 

�
(P ,N ).

K I ,�
(P ,N ) = K I ,0 ��W I

(P ,N )(c
e
1, ce

2)� K I ��W I
(P ,N )(c

e
1, ce

2)� K I ��W(P ,N )(ce
1) = K�(P ,N ).

The expected total emissions are given by:
��i = �(

�q�r(c
e
1) + (

+ + t
u)q
�
u) + (1��)(

�q�r(c
e
2) + (

+ + t
u)q
�
u) for Strategy i.

Using the relations specified before we find that �I ,�
i � �

�
i for i 2 f(F ,F ), (F ,N ), (P ,N ),

(N ,N )g. Specifically, for Strategy (P ,N ) we use the facts that
K I ,�
(P ,N )+�W I

(P ,N )(c
e
1, ce

2)� K�(P ,N )+�W(P ,N )(ce
1), W I

(P ,N )(c
e
1, ce

2)�W(P ,N )(ce
1), K I ,�

(P ,N ) �
K�(P ,N ), and + + t

u � 
�
(P ,N ).

D.3 Proofs for the grandfathering scenario

Proposition 5.4.7 The profit-maximizing Strategy is one of the following: (F 0,F 0),
(F 0,P1), (P1,P1), (P2,P1).

PROOF. We next show that the maximum profit associated with imposing one of the fol-
lowing Strategy pairs is dominated by the profit of another Strategy pair.
For Strategy pairs (F 0,P2), (P2,P2), (P ,P ) are linear in K , hence the maximum profit
is weakly dominated by Strategy (F 0,F 0) or Strategy (F 0,P1), (P2,P1), or (N ,N ),
respectively.
For Strategy pairs (F 0,P0) and (P0,P0) it holds that the optimal production quantity in
the unregulated market is 0.5�mu �
�1 or 0 for a given value of . By reducing K to
0.5�mu�
�1 the investment costs go down and profits go up. In this case the Strategy
pairs coincide with (F 0,P1) and (P1,P1). Hence,the optimal profit is dominated.
For Strategy pair (N ,N ) no production is done in the unregulated market. As a result,
the profit is maximized for  = +. However, since we assume that cp

r � cp
u it holds that

mr(0,+)� mu. It is then optimal to produce a positive quantity in the regulated market
and Strategy (N ,N ) is therefore dominated.
Lastly, for Strategy pair (P ,N ) we consider two cases: (i) mr(ce

1,+)� mu��u, and (ii)
mr(ce

1,+)> mu � �u.
Case (i): if mr(ce

1,+) � mu � �u, then it follows from the definition of W(P ,N )(ce
1) that

q�r(c
e
1) = 0 (since q�r(c

e
1) = W(P ,N )(ce

1)). This implies that the optimal profit associated
with Strategy (P ,N ) coincides with that of Strategy (N ,N ), which is not the optimal
strategy under grandfathering and therefore Strategy (P ,N ) is not the optimal strategy.
Case (ii): We distinguish two cases here: a) ce

1 � � and b) ce
1 � � . Strategy (P2,P1) is

similar to Strategy (P ,N ) except that 
�1 units are produced in the regulated market
instead of the unregulated market for a given . The profit difference is:

�1(�(mu��u)+(1��)mr(0,)+�(�mr(0,)+(1��)mr(ce

1,))), where � 2 [0, 1]
indicates the additional units that can be produced up to the capacity 
�1. We next
show for both cases that for � associated with Strategy (P ,N ), this difference is posi-
tive and therefore the profit of Strategy (P ,N ) is dominated by Strategy (P2,P1).
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If ce
1 � � , then mr(ce

1,) is increasing in . The two-stage profit associated with Strategy
(P ,N ) is:

Z(, K) = �
��

4
mr(c

e
1,)2 + K(mu �mr(c

e
1,))

�

+(1��)
�

1

�
K2 + Kmu

�

�uK��r(�+)2.

For given value of K mr(ce
1,)( �

4
mr(ce

1,)�K) is increasing in  as mr(ce
1,) is increasing

in . Hence, + maximizes the profit for every value of K . However, since mr(0,+) �
mr(ce

1,+)> mu � �u, the profit difference is positive.
If ce

1 � � , then mr(ce
1,+) > mu � �u implies that mr(ce

1,) � mr(ce
1,+) > mu � �u. It

then holds for every values of :

�(mu��u)+(1��)mr(0,)+�(�mr(0,)+(1��)mr(c
e
1,))��(mu��u)+mr(c

e
1,)� 0

As a result, the profit difference is positive for �.

Proposition 5.4.8 For the range of (, K) for which strategy (F 0,P1) maximizes the
profit it is optimal to produce 0.5�mr(ce,) units in the regulated market when C e = ce

1.

PROOF. We need to show that for the range of [, K] for which Strategy (F 0,P1) max-
imizes the profit, it it optimal to produce 0.5�mr(ce

1,) units in the regulated market
when C e = ce

1. First, we define the situation in which this occurs for at least one value
of (, K) and define the range of [, K] for which Strategy (F 0,P1) maximizes the profit
[̃(ce

1),maxf̃(ce
2),Kg]. Lastly, we show that for  2 [̃(ce

1),K] it it optimal to produce
0.5�mr(ce

1,) units in the regulated market, which concludes the proof.
The transition from Strategy P1 to Strategy F 0 for a given value of ce is defined ei-
ther by the constraint that 0.5�mu > 
�1 or if the ordering of the operating mar-
gin changes (mr(ce,) > mu or mr(0,) < mu). Observe that in only one case the
value of ce impacts the boundary. So, Strategy (F 0,P1) is only optimal for a cer-
tain range of (, K) if for  = ̃(ce

1) 0.5�mu > 
�1. Let K be defined such that
0.5�mu = 
K . Moreover, the smallest value of  for which Strategy (F 0,P1) maxi-
mizes the profit is defined by the maximum of ̃(ce

2) and K . So Strategy (F 0,P1) is
optimal for  2 [̃(ce

1), maxf̃(ce
2),Kg].

For  < ̃(ce
1), 0.5�mr(ce,) > 0.5�mu. And as a result, the value of  such that

0.5�mr(ce,) = 
 is less than the value of  such that 0.5�mu = 
 (K). Therefore, if
we impose only production in the regulated market, it is optimal to produce 0.5�mr(ce

1,)
units for � K .

The two-stage profit functions (Z) for the four strategies are as follows:

Z(F0 ,F0)(, K) = �
�

� 1
�
(q̄r (ce

1,))2 + q̄r (ce
1,)mr (ce

1,) + ce
1 minf
, q̄r (ce

1,)g
�

+(1��)
�

� 1
�
(q̄r (ce

2,))2 + q̄r (ce
2,)mr (ce

2,) + ce
2 minf
, q̄r (ce

2,)g
�

� �r (� +)2

Z(F0 ,P1)
(, K) = �

�

� 1
�
(q0r )

2 + q0r mr (ce
1,) + ce

1 minf
, qrg
�

+ (1��)zu(, K)� I(, K)
Z(P2,P1)(, K) = �

�

� 1
�
(q0r )

2 + q0r mr (ce
1,) + K(mu �mr (ce

1,)) + ce
1

�

+ (1��)zu(, K)� I(, K)
Z(P1,P1)(, K) = zu(, K)� I(, K)

where zu(, K) =� 1
�
(K+
�1)2+
�1mr(0,)+Kmu and I(, K) =��uK��r(�+)2.
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D.4 Details of the numerical study

FIGURE D.1: Distribution of the selected strategy over the instances

TABLE D.1: Indicates which factors are significant (and most favorable value) for all
strategies

Dependent variable
Factor � K� E[q�r ]
+ � � *: none *: none *: none

l: all l: all l: all
�r *: none *: 0 *: 0

l: all l: 1,2,31,32,33 l: 1,2,31,32,33
Demand elasticity *: 0,2 *: 1,31,32,33 *: none

h: 1,31,32,33 l: 0,2 h: all
Location *: none *: none *: none

h: all h: all h: all

TABLE D.2: Indicates which factors are significant (and most favorable value) for all
strategies

Selected strategy
Factor Local Dual Hybrid Foreign

+ � � *: none *: 0 *: 1,2 -: 0
l: all h: 1,2,31,32,33 h: 0,31,32,33 h: 1,2,31,32,33

�r *: 0 *: 0,31,32,33 *: 0,1,2,31,32 -: 0,1,2
l: 1,2,31,32,33 h: 1,2 h: 33 h: 31,32,33

Demand elasticity -: 0 -: 0,31,32 -: 0,2 -: 0,1,2
*: 1,2,31,32,33 *: 1,2,33 *: 1,31,32,33 *: 31,32

l/m: 33
Location *: none *: none *: none -: none

h: all h: all l:all l: all
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Tech. rept. NTM.

NTM Water. 2008. Environmental data for international cargo sea transport. Tech. rept.
NTM.

Pan, S., Ballot, E., & Fontane, F. 2010. The reduction of greenhouse gas emissions from
freight transport by pooling supply chains. International Journal of Production Eco-
nomics. Article in press.

Penkuhn, T., Spengler, Th., Püchert, H., & Rentz, O. 1997. Environmental integrated pro-
duction planning for the ammonia synthesis. European Journal of Operational Research,
97, 327–336.

Pindyck, R., & Rubinfeld, D. 2008. Microeconomics - 7th edition. Upper Saddle River, NJ:
Pearson/Prentice Hall.

Plambeck, E. L., Taylor, T. A., & Islegen, O. 2011. Variability in Emissions-Cost: Implica-
tions for Facility Location, Production & Trade. Working Paper. Presented at the MSOM
Annual Conference, Ann Arbor, Michigan, June 26-28, 2011.

Pochampally, K. K., Nukala, S., & Gupta, S.M. 2009. Strategic Planning Models for Reverse
and Closed-Loop Supply Chains. CRC Press.

PortWorld Distance Calculator. 2011. Ship Voyage Distance Calculator. http://www.
portworld.com/map/.

Reid, E. M., & Toffel, M. W. 2009. Responding to public and private politics: corporate
disclosure of climate change strategies. Strategic Management Journal, 30, 1157–1178.

Reinhardt, F. 1999. Market Failure and the Environmental Policies of Firms: Economic
Rationales for “Beyond Compliance” Behavior. Journal of Industrial Ecology, 3, 9–21.

http://www.ntmcalc.se/index.html
http://www.portworld.com/map/
http://www.portworld.com/map/


BIBLIOGRAPHY 155

Rich, D., & Karp, L. 2004. Climate Change, Carbon Taxes, and International Trade: An
Analysis of the Emerging Conflict between the Kyoto Protocol and the WTO. Working
paper - University of California Berkely, USA.

Rosenshine, M., & Obee, D. 1976. Analysis of a Standing Order Inventory System with
Emergency Orders. Operations Research, 24, 1143–1155.

Rosič, H., & Jammernegg, W. 2010. The economic and environmental performance of
dual sourcing. Working paper, Vienna University of Economics and Business, Austria.

Salvo, A. 2010. Inferring market power under the threat of entry: the case of the Brazilian
cement industry. The RAND Journal of Economics, 41, 326–350.

Sasikumar, P., & Kannan, G. 2009. Issues in reverse supply chain, part III: classification
and simple analysis. International Journal of Sustainable Engineering, 2, 2–27.

Scheelhaase, J., Grimme, W., & Schaefer, M. 2010. The inclusion of aviation into the
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SUMMARY

Design and Control of Carbon Aware Supply Chains

In this dissertation the impact of carbon emissions on the design and control of supply
chains is studied. Increasing awareness for global warming and the role of greenhouse
gasses in this has made companies more aware of carbon dioxide emissions caused by
supply chains. As a result of this awareness, carbon emission regulations have been
developed enforcing companies to incorporate a carbon cost (for certain activities in
certain regions). Moreover, companies are voluntarily restricting their carbon emissions
by specifying emission reduction targets, as a response to pressure from customers and
stakeholders. In this dissertation we develop models with emission regulation and also
with voluntary emission targets.

We study well-known trade-offs in the field of Operations Management, such as be-
tween inventory and transport costs, by incorporating a carbon emission component,
historically often neglected, and investigate the impact of the emissions on decisions. It
is important for companies to take carbon emissions explicitly into account in decision
making as carbon related costs are expected to increase in the future. Carbon emis-
sions can be reduced to a certain extent by taking efficiency measures that both reduce
emissions and costs. As companies can also invest in these measures from a pure cost
perspective, we do not consider them in this dissertation. Moreover, it is likely that
these measures yield insufficient emission reductions to achieve global emission targets.
Hence, to achieve substantial emission reductions, measures that require investments, or
increase operational costs, might be necessary. We explore several strategies for compa-
nies to reduce carbon emissions and investigate when a certain strategy is cost-effective.
Examples of emission reduction strategies are to switch transportation to a mode with
lower emissions, or to invest in production technology or off-shore production capacity.

The focus of the research is on production companies and their carbon emissions
generated during production and transportation activities, either to facilities of the same
company or from suppliers or to customers. When considering emissions from transporta-
tion, we assume that transport is executed by a third party logistics service provider, as
is often seen in practice. As a result, the control of the production company over the
transport (emissions) is limited. The optimization of the load of the vehicle, and the
traveled route is outside the control of the production company. However, the produc-
tion company can decide which transport mode, or combination of modes be used, which
determines the emissions to a large extent. In Chapters 2, 3, and 4, this emission reduc-
tion opportunity is studied in settings with one or multiple products and imposing the
use of one or two modes. Then, in Chapter 5, the focus is extended to include emissions
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from production. We consider a company facing emission regulation for production and
consider the possibility to invest in cleaner technology or to offshore production to a loca-
tion without emission regulation. We next present a summary of the models and results
presented in Chapters 2 through 5.

First, in Chapter 2, we study the transport mode selection decision for a single product
subject to emission regulation. We investigate the impact of different types of emission
regulations and investigate under what circumstances a transport mode switch may oc-
cur. A transport switch implies that the selected transport mode in a setting with emission
regulation differs from the selected mode in absence of emission regulation. The trade-
off under consideration is that a fast mode results in low inventory costs but in high
transportation costs and emissions (costs), and vice versa. In a setting with stochastic
demand we consider an order-up-to inventory policy including an emission cost. To ac-
curately estimate the carbon emissions from transportation, we use a carbon emission
measurement methodology based on real-life data and incorporate it into an inventory
model. We observe that not the emission cost but the product characteristics, such as
weight, density, and value, mainly determine which transport mode is selected. Conse-
quently, a switch to a less polluting transport mode only results for a very high emission
cost or if a product has a low weight or density or a high value. We find that even though
large emission reductions can be obtained by switching to a different mode, the actual
decision depends on the regulation and non-monetary considerations, such as lead time
variability.

Then, in Chapter 3, we consider a multi-item setting in which a self-imposed emis-
sion reduction target is set for a group of items. One item represents a combination of
a particular product and a particular customer for which regular shipments occur, which
determines the demand, product characteristics and the distance to be traveled. As the
choice of transport mode (and corresponding transport costs) is up to the production
company, the quoted price to the customer is also a decision variable. Since a single
emission constraint is set for a group of items, the model is a constrained multi-item de-
terministic problem which can be solved using Lagrangian relaxation. Setting an emission
target for a group of items allows for taking advantage of the portfolio effect: reducing
emissions first where it is overall less costly. For a fixed emission target the transport
mode that minimizes the total logistics cost is selected. If a range of emission targets
are considered and we compare the cost-minimizing solutions, then it appears that two
opportunities exist for the producer to reduce emissions: first of all, to select a mode that
results in lower emissions per product shipped, and secondly to select a slightly higher
sales price which results in lower demand and hence lower emissions.

In a case study, we apply our model (with fixed sales price) to a business unit of
Cargill and observe that emissions can be reduced by 10% at virtually no cost increase.
Emissions can be reduced by at most 27% which results in a 30% cost increase. In an
extension in which the sales price can be set, we observe that the portfolio effect results
in at most 20% profit savings, a value which is relatively robust to price-sensitivity of
demand. As in this case study road transport is the most polluting mode, larger emission
reductions can be expected when air transport is used for shipments.

Next, in Chapter 4 we examine the possibility to use two supply modes for a given
product simultaneously, which is referred to as dual sourcing in inventory literature, in
a multi-item emission-constrained setting with stochastic demand. By using two supply
modes, a fast and a slow, one can combine the low transport costs and emissions (the slow
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mode) with being highly responsive (the fast mode) when required, i.e. in case of a stock
out situation. As has been investigated in the literature using dual sourcing may result in
lower expected period costs than using only a single mode. From an emission perspective
using dual sourcing is beneficial compared to single sourcing since emission reductions
can be achieved on a continuous scale. In some situations switching all shipments to a less
polluting mode is too costly. Dual sourcing may then provide a large part of the emission
reduction at a lower cost than using only the slow mode. We assume that a so-called
single-index policy is used, which specifies two order-up-to levels: one for each mode. As
a result of this policy, the fast mode is used when the demand in a certain period exceeds
a certain value. Making use of a special case with exponentially distributed demand, we
provide structural insights for a single product model. Then we extend these results to
a model with two products and an aggregate emission constraint which provides insight
into the more general situation with n products. In a numerical study we observe that if
dual sourcing results in a cost decrease, then emissions can be reduced to a large extent
without increasing the costs compared to using only a single mode. For a two-product
setting we study if setting an emission constraint for a group of items is more or less
beneficial if the products are more similar with respect to the value for one variable. We
observe that the demand variability, and not so much for product weight and the penalty
cost factor, has a large impact on how beneficial dual sourcing is, i.e. less similar products
benefit less from dual sourcing.

Lastly, we study the investments of a production company in production technology
and capacity under asymmetric and uncertain emission regulation in Chapter 5. Asym-
metric emission regulation refers to the fact that in different regions of the world differ-
ent, or no, emission regulations exist and as result the emission price differs from region
to region. We consider a producer of an energy-intensive good which incurs an emission
cost for emissions generated during production. The company is deciding how much to
invest in production technology in the regulated market, and how much capacity to build
in a location with no emission regulation, the unregulated market. As emission regula-
tion may result in off-shoring production and an increase in total emissions, regulators
can implement measures to combat this undesirable effect. We refer to these measures as
anti-leakage policies and study for each policy how it affects the company’s investment
decisions and ultimately global emissions. We consider three different anti-leakage poli-
cies: Border Tax, which imposes a cost for products imported into the regulated region,
Output-based allocation, which reimburses a certain emission cost per product produced
in the regulated market, and Grandfathering, which reimburses a lump sum of emission
cost, provided actual emissions exceed the amount.

We consider four scenarios, one without an anti-leakage policy (baseline scenario)
and three for the anti-leakage policies just described, and determine the optimal invest-
ment strategy and also the production strategy, which specifies how much to produce
in each location given an emission cost realization, and the global emissions. We have
observed that four possible strategies exist, two of which are to invest and produce only
in one market (either the regulated or the unregulated) and two involve investment in
both markets. When an anti-leakage policy is implemented and we compare the invest-
ments to the baseline scenario two effects may occur. First of all, less capacity may be
built in the unregulated market, while not changing the production strategy. Secondly, it
may result in the selection of a strategy with more production in the regulated market.
We have applied our model to a data set based on a European-based cement producer
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and conducted a full factorial study for several important parameters. Overall we have
observed that the grandfathering policy is preferred from both the company’s and regu-
lator’s perspective. It is however, important to set the reimbursement not too low or too
high.

Finally, in Chapter 6 we present the conclusions of the research presented in this
dissertation and provide directions for future research.
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