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Introduction 

Presumably, man has always been aware of the limitations of his senses. Occa
sionally, one even feels doubt about what the senses tell about the real world. 
This shows there exists an awareness about a world outside and a projection of 
that world via the senses. But this distinction between a world outside and a per
ceived world has become more acute now that physicists describe a world in terms 
that is more and more at odds with our daily experience. Terms like 'mass' are 
used instead of 'weight' and light is described as a 'spectrum of electromagnetic 
frequencies' while one observes 'colours'. 

Therefore, the relation between the world described in physical terms and the 
world as perceived by our senses gains in scientific interest, also supported by the 
demands for knowledge about this relation for use in technical equipment. This 
thesis reflects this interest and, more specifically, it is concerned with the relation 
between visual stimuli described in physical terms and human percepts. This is 
still a rather large field and is much more narrowed down in the following chapters. 

In this introduction, we will look into three issues that occur again and again 
in each chapter of this thesis. Therefore, it is worthwhile to start this thesis by 
considering these items in a more global way than could be done in the various 
chapters. These items are: 
• the processing of visual stimuli, 
• descriptive formulations of experimental findings (models), 
• interpretations of models. 

The processing of visual stimuli 

The field of research that is of interest in this thesis is the processing of visual 
stimuli by the human eye and brain. We restrict ourselves to non-cognitive pro
cesses, and to psychophysical data and models. The actual processing by nerve 
cells is not our direct concern, although there obviously has to be a connection 
between physiological findings and psychophysical results. But it must always be 
kept in mind that psychophysical results must presumably be attributed to large 
masses of nerve cells, and physiological research concentrates on the behaviour of 
single cells or cooperations of small groups of cells. Psychophysics is essentially a 
black-box approach: only relations between input and output signals are investi
gated. The actual implementation by nerve cells is of secondary importance, and 
the modelling of psychophysical data as is done in this thesis provides in general 
no information about this. 

The input signal in our black-box approach is a visual stimulus: the luminance 
distribution described in physical terms. The output signals are human percepts 
e.g., colour, brightness, apparent contrast, apparent size. Frequently the term 



2 introduction 

'apparent' appears in names of human percepts, since we often have to distinguish 
between the physical definition of these terms and the judgments of the human 
observer. 

From this large field we will concentrate on threBhold data and the transient 
ByBtem. Threshold data are the data concerning the relations between the phys
ical quantities of a stimulus (upon a certain background) such that these can 
just be detected. We concentrate ourselves on threshold data for two reasons, 
mainly. First, these data are important as limits for technical realization of visual 
equipment. Secondly, this kind of analysis is a well-established first step in the 
modelling of nonlinear systems. This is a consequence of the small-signal theory: 
small variations of input signals around some steady level can usually be described 
by linear processing. Essentially, this is an engineering approach to the problem, 
that was started in the temporal domain of the visual perception by the work of 
De Lange (1952). However, the experimental data as collected by De Lange will 
not be a starting point for our modelling, as will be discussed in Chapter 1. It is 
doubtful whether linearity holds in general for threshold data. 

Although the visual system acts in general nonlinearly for threshold stimuli, 
there are certain conditions in which linearity holds. From this finding and from 
physiology (e.g., Lennie, 1980), the idea of parallel pathways evolved. Nowadays, 
models for visual processing at threshold level commonly consist of parallel linear 
filters that cooperate in some nonlinear way. 

In the temporal domain usually two temporal channels are distinguished: the 
transient and sustained channel (Kulikowsky and Tolhurst, 1973; Roufs, 1974; Bre
itmeyer and Ganz, 1976; Krauskopf, 1980; Roufs and Blommaert, 1981; Green, 
1984). Some studies (Mandler and Ma.kous, 1984} point at three separate channels. 
The sustained channel is tuned to the low temporal frequencies, the transient chan
nel is most sensitive to fast temporal changes. In the spatial domain the sustained 
channel and the transient channel are sensitive to high-spatial and low-spatial 
frequencies, respectively (e.g., Breitmeyer and Ganz, 1976; Legge, 1978}. These 
channels are also founded on the different percepts that are observed. For peri
odic stimuli of high-temporal frequency the.percept is flicker, sometimes described 
as 'agitation' (Roufs, 1974). For periodic signals of low-temporal frequency the 
percept seems more related to brightness: increases and decreases of the ampli
tude can be observed. Therefore this percept is sometimes called 'swell' (Roufs, 
1974). For pulse and step-like stimuli there is also a dear difference in percept in 
case of processing by the transient and sustained channel. In the former case a 
disturbance of the homogeneity of the field is seen, a sudden and hard to localize 
event. In the latter case a clearer increase (or decrease) of brightness at a localized 
position in the field is observed. 

In this thesis we are mainly concerned with the transient visual channel. The 
data that is used is considered to be solely contributable to the transient visual 
system, unless explicitly stated otherwise. As argued in Chapter 1, it is possible 
to obtain appropriate experimental data to model this channel. 
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Models 

As mentioned above, we are concerned with modelling the transient visual chan
nel. This channel is assumed to act linearly around some steady background level, 
at least for threshold excitations. Indications for linearity have been found by 
De Lange (1954), Roufs and Blommaert (1981), Krauskopf {1980), Blommaert 
and Roufs (1987) and this author (Chapter 2 of this thesis). Roufs and Blom
maert (1981) suggested a method (the perturbation technique) for experimentally 
determining time-domain the impulse response of circular discs. These impulse 
responses for larger disc sizes are associated with the transient channel (Roufs and 
Blommaert, 1981; de Ridder, 1987), and will form the starting point of the mod
elling. Using a parameter estimation program, the parameters of a linear model 
are determined from the impulse response data. Not only the impulse response 
but also the step response, the gain, and phase characteristic of the system can 
be experimentally determined by the perturbation technique. These data can be 
used as an independent test for the estimated model. 

Modelling the system has several advantages: 
• the modelled data is condensed into a few parameter values, 
• the noise in the data is smoothed, 
• predictions can be made with respect to new experiments and the modelling 
provides therefore an important contribution to generalization, 
• hopefully, the model and its estimated parameters give insight into the system 
(see next section). 

In Chapter .3 a chain of linear filters is proposed as a model of the transient 
channel. The last filter is 'matched' with respect to signals occurring in the earlier 
stages. This concept is based on an explicit functional argument about the system. 
In Chapter 4, 5 and 7 a fourth and sixth-order linear filter are taken as a model 
for the temporal behaviour. The choice of these filters is a very common approach 
in engineering and is more general than the approach in Chapter 3. The reason 
to introduce these n-th order filters is that (the macroscopic behaviour of) many 
physical systems can be described by a differential equation of limited order. 

It turns out that both above mentioned models provide a nice description of the 
impulse response data, and give adequate predictions of threshold-versus-duration 
curves, subthreshold measurements of gain and phase characteristics and of the 
high-frequency side of De Lange curves. 

Interpretation of models 

The results of the estimated models give rise to two different interpretations. 
The first interpretation tries to find a relation with physiological data. For 

instance, an n-th order linear filter is a description in poles and zeros of the sys
tem and in general one hopes that it is possible to attribute different poles (and 
zeros) to different subsystems that actually perform the processing. However, we 
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have to he extremely careful with this, since physiology is usually concerned with 
single cell behaviour whereas psychophysics presumably reflects the behaviour of 
an enormous number of different nerve cells. Even if we can distinguish different 
subprocesses that agree with physiological events, it must be kept in mind that 
from modelling the total response only a rough estimate of the subprocesses can 
he obtained. All details in subprocesses are more or less filtered out in a chain of 
processes. 

Another way of interpreting the estimation results is achieved by comparing 
the parameters over different experimental conditions. In that case it is necessary 
to have an estimate of the variance of the estimated parameters. It is found 
that if the same experimental conditions are used with different observers, the 
estimated filters can be considered one and the same. This is not a surprising 
result: it already seems apparent in the data, and secondly, this is a common 
finding in perceptual research. This enables us to introduce a 'standard filter' and 
a 'standard subject' in a given experimental condition. 

Varying the field size reveals that some of the estimated parameters of the 
fourth-order filter vary by an amount that cannot be attributed to statistical ef
fects. This leads to the concept that, at least functionally, a subsystem is found 
that incorporates all spatiotemporal interactions within the transient channel. A 
simple linear spatiotemporal model is proposed to account for the processing per
formed by this subsystem {Chapter 6). 

Variation of the background level gives similar results: also here specific pa
rameters change by an amount not attributable to statistical effects. From this we 
derive a nonlinear model that is able to account for the observed changes. This 
nonlinear model, a fast adaptive closed-loop mechanism, gives a generalization of 
our results to conditions of arbitrary background levels, and can possibly even 
account for some suprathreshold phenomena (Chapter 7). 

In this respect our modelling reveals relations between conditions that are (a 
posteriori) hidden in the experimental data. We think that this is the most inter
esting merit from the modelling. 

In conclusion we would like to say that the whole exercise performed in this 
thesis is a rather tricky business; the collecting of the experimental data., the 
choice of the model and its parametrization and the h,1terpreta.tions are so linked 
up, that it is hardly possible to start with an 'unprejudiced' view of this matter. 
Even though one starts with adhering to viewpoints that may be questionable, it 
is hoped that the thesis establishes the fruitfulness of the chosen approach, and 
that the many suggestions- in the different chapters act a.s a catalyst for insight 
and future research. 

An outline of the thesis 

In the first chapter we devote attention to experimental data that can be used 
to model (part. of) the visual system. In particular the De Lange· curves are 
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considered, and it is discussed that this kind of experimental data is probably not 
a good starting point for modelling. 

In the second chapter a statistical test is performed on the subthreshold data 
from a perturbation experiment. It is shown that this statistical test supports 
the notion that the transient channel is operating linearly, and rejects models 
containing quadratic elements. 

On the basis of the linearity assumption the impulse response data obtained by 
the perturbation technique are modelled as a linear filter. In Chapter 3 a proposal 
is made for the linear filter (a pseudo-matched filter) and it is shown that the 
behaviour of the system agrees well with such model. 

A more general filter (a fourth-order linear filter) is proposed in Chapter 4, and 
an estimation technique is described to estimate the parameters of this filter. A 
short discussion of the results of the estimation method is included. 

In Chapter 5 the estimation results of the fourth-order linear filter are discussed 
in more detail, and it is shown that by the choice of the filter and its parameters 
interpretations of the processing within the transient system can be made. 

One of the conclusions in Chapter 5 is that a relatively simple spatiotemporal 
model should be able to account for the spatiotemporal interaction within the 
transient system. In Chapter 6 we take a closer look at the possibilities that 
membrane models offer to explain the results from Chapter 5. 

The results of the estimation procedure (Chapter 5) with background level are 
elaborated in the Chapter 7. A sixth-order filter is taken as a model and by 
comparison of the estimated parameters of the filter it is found that these results 
can be interpreted as a closed-loop adaptive filter. 
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chapter 1 

Considerations on modelling from De Lange curves1 

A.C. den Brinker 
F .J .J. Blommaert 

Abstract 

Starting with the pioneering work of De Lange1, many attempts have been made to 
model temporal human vision on the basis of thresholds for sinusoidally modulated 
light. In this way it is hoped to acquire a general function from which thresholds 
for other time-varying stimuli can be predicted. Recently several new studies 
appeared. Reconsidering these attempts we argue that this kind of approach often 
suffers from assumptions which are not or not fully acknowledged. 

1.1 Introduction 

As proposed by Sperling2 and Levinson3 at the Flicker Symposium held at Ams
terdam in 1963, a curve which describes the log of the modulation- or amplitude 
sensitivity as a function of the log frequency for sinusoidally modulated light is 
called a De Lange characteristic or De Lange curve. Such a curve is often seen as 
a fundamental characteristic of the temporal properties of the visual system. This 
stems from the notion that linear systems theory may be applicable to the visual 
system, at least for threshold excitations around some steady background level. 

De Lange1•4•5 showed that starting from a De Lange characteristic the sensitivity 
of the system to other periodic stimuli of high temporal frequency content can 
successfully be predicted. The extension of this idea is that one might be able to 
predict the sensitivity for arbitrary stimuli, especially aperiodic ones, on the basis 
of a De Lange curve. 

As this idea has been put forward in various studies over the years, some of 
them recently, one wonders about the assumptions and fruitfulness of such an 
approach. We therefore reconsider the assumptions that are usually made in the 
prediction of thresholds for aperiodic stimuli, and argue that the linear approach 
is not as straightforward as often suggested. Other measurements might be more 
appropriate to characterize temporal properties of vision. 

In the second Section of this paper we turn our attention to several studies 
that model the visual system starting from a De Lange curve, and focus on the 
similarities and differences in these papers. Next a closer look is taken at the 
assumptions underlying the modelling. In Section 3, predictions of these models 
for threshold-versU&-duration curves are discussed, and compared to experimental 

1submitted to Psychological Review 
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data. As a last point we discuss an alternative experimental approach which aims 
at a more direct determination of impulse responses and phase spectra. This kind 
of approach involves restrictions, as will be discussed. 

1.2 Models on temporal processing 

If a De Lange curve is taken for modelling the visual system around threshold 
by using linear system theory, one should have some indication that the system 
is actually behaving linearly. There is ample evidence for linear processing at 
threshold level (cf. De Lange4); on the other hand there are also indications for 
temporal processing in different channels6•7•8• Furthermore, there is always noise 
to consider, which cannot be accounted for in a linear model either. 

Nevertheless, under the assumptions that the visual system acts as a single 
temporal channel, and that thE! noise can be neglected, the De Lange curve is 
equal to the amplitude-gain characteristic (TMTF, Temporal Modulation Transfer 
Function) of the unknown linear filter. These assumptions (single channel and 
negligible noise) will be discussed in more detail further on. 

One way to start modelling the visual system is to postulate a certain impulse 
response or an equivalent network, and take the parameters such that the absolute 
value of the Fourier transform of this impulse response fits the De Lange curve. 
Early examples of this approachare the studies of KeUy9, who used a diffusion 
stage followed by a pulse encoder, Matin10 and Sperling and Sondhi11 , who used 
a network consisting of a cascade of RC elements with parametrically controlled 
time constants, and Roufs12, who postulated a minimal phase network (using a 
ten-stage lowpass filtering network plus two differentiating sections). More recent 
examples can he found in the work of Watson and Nachmias13 and Bergen and 
Wilson1

\ who used the impulse response of a ten-stage lowpass filter added to a 
delayed and inverted replica of itself, of Georgeson15, who took a single cycle of 
a raised cosine with halfwidth T, plus an inverted delayed and attenuated copy 
of the same waveform with a delay T, and of Ohtani and Ejima16, who used a 
combined differentiating and integrating network. 

A weak point in most of these studies might be that the choice of the impulse 
response (or the network) is rather arbitrary. To comment on this, we have to 
distinguish between two different kinds of stimuli. . 

On the one hand there is the case of targets with fine detail. A lowpass character 
is found in aDe Lange curve which does not seem dependent on either background 
or spatial frequency15•16, except for a multiplication factor (overall sensitivity). For 
a lowpass gain characteristic (not having a very high fall-off) there is little choice 
in the shape of the impulse response: it has to be something like a positive 'bump', 
although in principle small negative parts of the impulse response are permitted. 
How this 'bump' is described is not so essential for purposes of prediction. How
ever, from the point of view of a systems approach, there are preferences. For 
instance, one would prefer a.n n-th order linear filter description to a description 
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in the form of one period of a raised cosine15 • 

On the other hand we have the condition of low spatial frequency stimuli. At 
high background intensities a De Lange curve shows a (nearly) bandpass character, 
which changes into lowpass at low background levels. In this case the choice of the 
impulse response to fit a De Lange curve is essentially arbitrary: roughly speaking, 
it may consist of several positive and negative 'bumps' which can be arranged in 
various ways to obtain the same amplitude-gain characteristic. Fascinatingly, all 
cited authors agree that the impulse response should be (almost) biphasic, with 
the first phase positive and most pronounced. The argumentation of this choice 
is, as far as we know, physiologically inspired: the processing of visual informa
tion in cones17, horizontal18, bipolar19 and ganglion cells20 shows biphasic impulse 
responses, as far as the linear part of the cell responses is concerned. Although 
cells are the basic units for perception, it is not clear how these cell responses 
contribute to a resulting overall perceptual response. Therefore, postulating a 
biphasic impulse response as a model for the perceptual impulse response is an 
unwanted restriction. 

A way to circumvent the arbitrariness of the choice of an impulse response was 
sought by Stork and Falk21 • They did not consider a specific choice of impulse 
response to fit the De Lange data, but wanted to reconstruct the phase spectrum 
from the De Lange curve without any new assumption. They stated that on the 
basis of the causality of the impulse response the phase spectrum of the filter could 
be retrieved from a De Lange curve by means of the Kramers-Kronig relations, 
without any new assumption. 

The notion that there is an unique connection between causality and the Kramers
Kronig relation is incorrect, and is not even supported by the reference22 that Stork 
and Falk21 used. The Kramers-Kronig relation is equivalent to a minimal phase 
assumption, as was acknowledged by Swanson et al.23 , who used the Stork and 
Falk22 scheme to derive impulse responses from their De Lange curves for lumi
nance and chromatic stimuli. However, it is questionable whether minimal phase 
is an appropriate assumption for chromatic temporal responses, as was already 
recognized by De Lange5• With chromatic stimuli23 it is expected that difference 
signals from different colour-sensitive pathways determine the responses. It is well 
known that a transfer resulting from the difference of two minimal phase transfer 
functions generally exhibits a non-minimal phase behaviour (cf. electrical bridge 
circuits). 

The fact that causality does not imply a minimal phase relation, is shown 
with a counter example in Fig. 1. An amplitude spectrum (Fig. la), which can 
be associated with different phase spectra (Fig. lb), can lead to different causal 
impulse responses (Fig. lc). 

The foregoing discussion can be extended to the genera1 conclusion that it is 
impossible to derive an impulse response or a phase spectrum from an amplitude 
spectrum (TMTF) without any further assumptions. And in as much as a biphasic 
impulse response is an arbitrary choice, so is the assumption of a minimal phase. 
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Sustained and transient channels 

The channel idea emerged from the electrophysiologically defined sustained and 
transient cells24 (for a review see Lennie25), and was soon adopted in psychophysics 
6

•
26

•
13

•
8

• It was found that different temporal behaviour is coupled to different 
sensitivities for spatial patterns: the sustained behaviour is found for stimuli with 
fine detail, the transient system is associated with spatially coarser targets. The 
discussion on this subject is not yet concluded. A recent overview of arguments in 
this debate can be found in Watson27• 

As already mentioned, for fine-detail targets all the De Lange curves appear 
quite similar. However, for spatially coarser targets the characteristics change 
with spatial frequency and background level, and different percepts are observed 
at low and high temporal frequencies 7 • So, in the region of low spatial frequencies, 
there is not only a problem with the choice of the impulse response, but also with 
the question of whether a De Lange curve can be attributed to one channel only. 

The influence of noise 

The approaches to modeling the visual system, as mentioned above, all assume 
that a De Lange curve equals the amplitude-gain characteristics of the linear filter. 
This implies that there is no (or negligible) noise, or that the noise identically 
influences the measured sensitivity to different frequencies. That the influence of 
noise is not negligible can be readily shown experimentally: the sensitivity to a 
gated sinusoid is dependent on the duration of the signai28• This means that if a 
De Lange curve is used to model the temporal behaviour, the conjecture is made 
that the noise affects the sensitivity of different frequencies by an equal amount 
{on a logarithmic scale). For two special noise conditions this conjecture is not 
hard to prove (see Appendix), viz. if either a large part of the power spectrum of 
the noise is above the frequency domain of the linear filter, or if the autocorrelation 
function of the noise has time constants larger than the observation time which 
is used in the measurement of the De Lange curve (i.e. the dominant part of the 
power spectrum of the noise is located at very low frequencies). 

However, both noise conditions are probably not realistic assumptions for the 
noise in the visual system. There is no reason to assume that frequencies to which 

. the filter is sensitive are absent in the noise spectrum: It is more likely that all 
three frequency components mentioned are present in the power spectrum of the 
noise. 

Low and medium frequency noise components might explain the differences in 
the slopes ofthe psychometric functions that are found using a fast measurement 
technique (Biomma.ert and Roufs29; f3 = 6 - 8 if one uses Watson's27 description 
for the psychometric function) or a more time-consuming one (where {:J 3- 4 
may be found27

). 

Nevertheless, since significant noise is also found in fast measurements of psy-
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nonlinear processing30•31 • The independence of the threshold at long duration rules 
out a lowpass filter; a lowpass filter will not provide a steady threshold at long 
durations if noise is taken into account32

• This means that the linear filter must 
have a (nearly) bandpass character. 

The most remarkable element in such curves is that under certain conditions, 
these curves show a pronounced dip (about 0.15log unit) at intermediate durations 
33

•
29

•
23

: this is the threshold version of the Broca-Sulzer brightness phenomenon84• 

This dip, occurring at low spatial frequencies, cannot be explained by a biphasic 
impulse response and deterministic processing. Furthermore, the influence of noise 
is probably too small to account for the dip. Since Gorea and Tyler35 ignored other 
than mono- and biphasic impulse responses, they concluded that no linear model 
would be able to predict this dip. (That this is not the case if triphasic impulse 
responses are used was shown by Blommaert and Roufs29 .) Therefore, Gorea and 
Tyler introduced a nonlinear model, consisting of a linear filter with a biphasic 
impulse response, followed by a nonlinear double integrator. Apart from the fact 
that they fitted the biphasic impulse response directly to the De Lange curve, 
thus neglecting the contributions of their nonlinear operator, and apart from an 
incorrect derivation of the nonlinear parameter from the psychometric function, 
their model is still unable to predict a threshold-versus-duration curve showing 
a dip of the correct magnitude except for very unlikely values of the nonlinear 
parameters. In short, none of the models discussed up to now is able to explain 
the dip in the threshold-versus-duration curve from a biphasic impulse response. 

1.4 Concluding remarks 

Summarizing the foregoing, impulse responses can be derived from a De Lange 
characteristic if three conditions are fulfilled: 
• noise should contribute equally at different temporal frequencies 
• the temporal properties of one channel only are reflected in the De Lange curve 
• a choice is made on either the phase spectrum, the impulse response or a network 
that is used as a model. 
If this procedure is followed and it is found that predictions do not agree with 
experimental data, the mentioned conditions have to be reconsidered. This was 
actually done by Roufs7, Georgeson15, and Ohtani an<J Ejima16• These authors 
agree in that they attribute the discrepancies to the action of two different chan
nels. The most detailed analysis of a two-channel concept can be found in the work 
of Roufs7• He postulated a bandpass filter for the transient channel and succeeded 
in unifying experimental results on periodic and aperiodic stimuli with substantial 
temporal high frequency content. In a later stage this idea was pursued further in 
attempts to determine phase behaviour36 and impulse responses33 of the separate 
channels by using a subthreshold summation technique. The impulse responses 
determined in this way showed a triphasic character (like the impulse response in 
Fig. lc), and the phase spectrum exhibited a non-minimal phase relation. These 
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findings cast doubt upon the usual assumption of a biphasic impulse response or 
a minimal phase relation. However, the analysis of the properties of individual 
channels has the disadvantage that only predictions within a single channel can be 
accounted for. This means that this approach is only a partial way out of the prob
lem that is posed by modelling the visual system from a De Lange characteristic, 
since new unknown factors are introduced, i.e. interactions between channels. 
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