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With the increasing use of information and communication technologies, there is a wealth of longitudinal data available, which open up new research directions. This availability necessitates special analytical tools, namely time series analysis methods. The paper focuses on Auto Regressive Integrated Moving Average (ARIMA) modeling and provides an outline of how it can be used in social sciences to study dynamic social processes. It provides a typology of dynamics of social processes, using the distinctions between stability vs. fluctuation of a communication process and exogenous vs. endogenous changes. Five distinct types of dynamics of social processes are outlined: stability; linear trend; different attractors; permanent effect; and not permanent effect. Further, the paper examines how these types can be analyzed with the use of ARIMA modeling, and what this means for understanding of the underlying social process. Conclusions are drawn for the use of ARIMA in social sciences, and for understanding of dynamics of social processes.
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Introduction

With the increasing use of computers and information and communication technologies, large amounts of longitudinal data have become easily accessible to social scientists: databases such as Lexis-Nexis, with archives of print media; large-scale longitudinal surveys of children (Hansen & Joshi, 2007); and panel survey data (such as the British Household Panel Survey or the Panel Study of Income Dynamics). The availability of such longitudinal data enables the study of the evolution of a variable. The paper focuses on how social scientific longitudinal data can be studied, especially on communication processes, with the use of Auto Regressive Integrated Moving Average (ARIMA) modeling.

In social scientific research, longitudinal data are used less frequently than data derived from measurements at a single point in time, because collecting longitudinal data is often time-, money-, and energy-consuming, even though interest in temporal patterns of change in social behavior is increasing (Fitzmaurice, Laird, & Ware, 2011). Yet, if temporal patterns of social processes are studied, the results might be quite different (Kelly & McGrath, 1988). For instance, reviewing studies on the use of communication technologies by groups, Walther suggests that there
are fundamental differences between the results obtained from experimental, short-term research and the results from longitudinal research (Walther, 2002), as differences between face-to-face and electronic groups are reduced over time as members interact. Moreover, longitudinal data-sets are required in order to reveal the gender dimension of poverty (Ruspini, 2001). In short, taking time into account offers new perspectives on social processes.

When longitudinal data are available, the methods of analysis used do not always reflect the time series character of the data. This means that crucial information may be lost: for instance, trends in the data-set that are caused by the internal dynamics of the variable under study (Hollanders & Vliegenthart, 2008). This limitation is generally addressed with research designs with two or three discrete data selection points in time, or with panel data-sets. The problem with such designs is that social behavior variables are expected to have random variability, so selecting data every three or four years, which is common practice in e.g. child cohort studies (Wilson, Huttly, & Fenn, 2006), may result in wrong identification of a trend (Kelly & McGrath, 1988).

There is little theorizing about dynamic process theories (Kooiman, 2003), and more precisely about the dynamics of social processes. Variables change over time in distinct, patterned ways; what do these patterns indicate for the social process that the variables measure?

The current paper aims at addressing this gap by studying the dynamics of different communication processes, with a view to building a typology of those dynamics, and moving on to discussing how different types of dynamics can be analyzed with the use of computer-based ARIMA modeling. ARIMA modeling is a statistical modeling method developed to deal with time series data and considered to be the most general type of time series analysis (Boef & Keele, 2008).

The current paper is exploratory and addresses the following two research questions:

1. How can different types of dynamics of social processes be classified?
2. How can ARIMA be used to understand different communication dynamics?

The aim in this paper is not to present a complete overview of available techniques for time series data (Romer, 2006; Yanovitzky & VanLear, 2007), but to understand dynamics of social processes over time, going beyond a mere application of ARIMA on specific cases.

**Communication dynamics: an overview and typology**

Interest in dynamic processes has come from many different social sciences: economics, political science, and communication science. Complexity science is also fundamentally interested in issues of continuity and change (Medd, 2002). Thus, even though we use examples from communication sciences to illuminate the typology, the insights are not tied to communication dynamics, but apply to other social processes as well.

**Stability vs. change**

Some processes may remain fundamentally unchanged over the period of observation; for instance, newspaper coverage of uncontested political issues. Such
processes would be stable, even if the indicator used, e.g. number of newspaper articles on scientific topics may vary around a mean. This stability can be more pronounced, especially if a sufficiently long time period is taken into account, or a high aggregation level (e.g. articles in a month vs. articles in a week). Frisch defined a system in stationary equilibrium or stationary state if no tendency to change exists; in other words, if given a point in time t, the values of variables x, y, z, only change randomly (Frisch, 1933). When in such a system in stationary equilibrium a small disturbance is introduced, the system afterwards tends back to the original equilibrium situation. Media attention for a range of issue can be regarded as being in a state of long-term equilibrium. Such pattern can be also seen in communication patterns of small groups, as, after a relatively short period of adjustment and change at the beginning of a group, the group settles in a ‘stable state, a fixed value or narrow range of values’, which is indicated as a single attractor (Arrow, McGrath, & Berdahl, 2000).

Other variables would be not stable, for instance they may be increasing over time, such as the amount of scientific publications on climate change. In his work in political science, Kooiman suggests that social systems are usually unstable or disequilibrated; they ‘fluctuate’ constantly (Kooiman, 2003). This instability is also intuitively understood in processes such as, for instance, media selection in the context of virtual teams, being in constant fluctuation (Shachaf & Hara, 2007). There may be substantial degree of fluctuation between different equilibriums. In the previous example of group communication, initially the amount of communication of a new group fluctuates, until it settles in equilibrium. With an external event, such as a new member joining the group, fluctuation may arise again, until the amount of internal communication settles again in a new equilibrium, perhaps higher than before.

But, there is also the possibility that a variable exhibits cyclic behavior. A system may visit two or more attractors sequentially, a process which may correspond to different phases in a group process: for instance, a group’s work-related communication may have two states, between which it alternates, during periods of high workload and low workload (Arrow et al., 2000). Such an attractor, instead of one fixed value, can be a cycle of values that the variable moves in a repetitive sequence (periodic attractor) (Arrow et al., 2000).

Endogenous vs. exogenous change

A further distinction of change is whether the change is internal in the process, or is caused or triggered by an external event or process. In the former case, the change is endogenous, as in, for instance, dyadic communication where the interaction between two people feeds from their interaction at previous time lags (Buder, 1991). An endogenous change has also been discussed in media communication, as news remains news because it was news yesterday (Hollanders & Vliegenthart, 2008).

Sometimes the change is exogenous, as an event independent from the communication process under study influences the process. For instance, an event such as 9/11 will influence media attention on Afghanistan. RSS and Blogs also exhibit exogenous changes (bursts triggered by events such as US elections) and endogenous dynamics, e.g. use of specific words in bloggers’ discussions (Lambiotte, Ausloos, & Thelwall, 2007). Such an exogenous change may have a temporary effect on the variable, or a more permanent effect. Focusing on external triggers of
events is often a more fruitful approach to understand social processes than conventional causality (Morrison, 2012).

Thus, a number of different processes or combinations of those processes can be expected:

1. Stability: some communication would be stable through time, having reached equilibrium (attractor), indicated with a steady mean of the variable.
2. Linear trend: some communication processes would increase or decrease as time goes by, and are thus a function of time, as an independent variable. It can be described as deterministic because the passage of time determines the trajectory of the variable.
3. Different attractors: some communication would fluctuate around more than one attractor, for instance, conflict–resolution in an organization, with different periodic attractors in periods of relative peace and periods of internal conflicts.
4. Permanent effect: sometimes, a one-off exogenous event may have a permanent effect on the communication dynamics.
5. Not permanent effect: sometimes, a one-off exogenous event may have some impact on a communication process, which is not maintained through time. After some time interval, the process returns to its original state.

This is a limited set of processes, as this typology aims to simplify and identify patterns in such inherent complexity. However, these processes occur often in communication studies, as well as other social processes. Moreover, these are processes that can be analyzed with the ARIMA modeling technique.

Method
ARIMA was initially developed by Box and Jenkins (1970) and is, therefore, also called Box-Jenkins transfer modeling. Its main assumption is that a time series variable own past can help to explain its current value and, therefore, before exogenous explanatory variables can even be considered, it is first necessary to model the series’ own past and thus capture its endogenous dynamics. ARIMA models are especially suitable for time series with more than 50 observations (Yanovitzky & VanLear, 2007).

A series can be described as a (p,I,q) process; with p autoregressive (AR) terms, I orders of integration (number of times a series needs to be differenced before it is stationary), and q lagged moving-average terms.

Testing for stationarity
The first step in the ARIMA model-building process is to establish whether the time series variable is stationary. The assumption of stationarity is one of the basic requirements for properly modeling time series. A series is stationary if: (1) its mean is unaffected by a change of time origin and thus the expected value is the same for all time points and (2) the variance of the variable is stable through time and neither mean nor variance depend on the time of measurement (Gottman, 1981, p. 61). Stationarity is present when the variable has a stable attractor (mean), and it fluctuates randomly (stable variance) around a fixed attractor (stable mean).
Most often, the augmented Dickey–Fuller (ADF) test is used to establish whether a series is stationary. If the ADF test indicates that the series is non-stationary, the series is said to contain a ‘unit root’ and to be integrated of order one – I(1). It is then necessary to take differences and continue the model-building process with the differenced series. For the differenced series, it is again required to test whether it is stationary. If not, the series is integrated of order two – I(2); and we need to difference the differenced series. Several versions of the ADF test exist (Dickey & Fuller, 1981). This paper uses three different versions: one that includes a trend, one that includes a drift, and one that does not include a drift (Table A1 appendix). Further, a variable may require log transformation, when it is not stationary in its variance.

Determining the AR and moving average terms

Once a stationary series is obtained, one can continue with the second step in the model-building process, determining the AR and moving average (MA) terms. AR terms indicate the lagged endogenous variables that are added to the model and resemble the effects of previous values of the series on the current value. In an ARIMA (1,0,0) model, the value at time t is correlated with the value at time $t-1$, which in turn was correlated with value $t-2$, etc. Thus, each shock or disturbance to the system has a diminishing effect on all subsequent time periods (McCleary, Hay, Meidinger, & McDowall, 1980). The formula of the model is:

$$\text{Value} (t) = \text{disturbance} (t) + \varphi \times \text{Value} (t-1)$$

MAs represent the influence of residuals from previous values on the current value. They resemble shocks (resulting in larger unexplained residuals or error terms) in the series that affect later values of the same series at specific points in time (Yanovitzky & VanLear, 2007). So, in an ARIMA (0,0,1) model, a disturbance affects the process for the current week and the week after that, and then it abruptly ceases to affect it. The formula of the model is:

$$\text{Value} (t) = \text{disturbance} (t) + \theta \times \text{disturbance} (t-1)$$

The integrated models – e.g. ARIMA (0,1,0) – were already discussed above. Substantially, they reflect the cumulative sum of the shocks in each previous time period. Each value equals the previous value (which is the cumulative sum of changes/differences in the previous stages) and some random fluctuation (disturbance). This type of process is the most sensitive to disturbances, since any shock (event) has a ‘permanent effect’ (Vasileiadou, 2009), and not a diminishing effect (as in the AR-model). In practice, this means that the variable is not stationary. The formula of the model is:

$$\text{Value} (t) = \text{value} (t-1) + \text{disturbance}$$

The ultimate goal is to properly model the series’ own past, without leaving any information from this past unused. Unused information shows up as autocorrelation in the residuals. In that case, the residuals are not mimicking white noise, a term...
indicating a signal or process that does not correlate in time, with independent random values with a normal distribution. Therefore, the residual of the model needs to resemble white noise (no autocorrelation). This was tested with the Ljung-Box Q\(^1\) statistic.

In the model-building process, one should strive for parsimony. Different ARIMA specifications of a series may result in residuals that resemble white noise. Model building is usually done by comparing the pattern of the autocorrelation function (ACF; giving the correlation of the series at different lag lengths) and the partial autocorrelations (PACF; which measures the correlation between \(y_t\) and \(y_{t-s}\) controlling for the effect of intervening values of \(y\) between \(t\) and \(t-s\)) of the original series and comparing them to patterns typical for different AR and MA models (see Appendix). In practice, it is often not easy to detect differences between the ACF and PACF figures, so there are a number of additional criteria for the best-fit model: the lowest AIC (Akaike Information Criterion) and Schwarz Bayesian Criterion indicators indicate the most parsimonious model.

Adding exogenous explanatory variables

One can expand the model and add exogenous, explanatory variables. Again, the residuals of the model should mimic white noise. Coefficients and standard errors of the independent variables show whether the effect of the independent variable on the dependent variable is significant, while the AIC and BIC indicate whether the model has improved compared to the univariate model.

Brief comparison with alternative modeling techniques

Other common modeling techniques for time series data are Markov chains and Vector Autoregression (VAR). Markov chains are widely used, because their properties are well understood and they are easy to estimate. However, they are adequate only when a series is stationary. VAR is using only the autoregression component of the more general ARIMA model and assumes two variables that are both independent and dependent. As such, it does not have the flexibility allowed by ARIMA.

Analysis

In this section, we use five different data-sets, from our previous work, shortly mentioning where the data are coming from. Additional details on data collection can be found in the cited references in each of the examples. We use these data-sets as examples of how different ARIMA models relate to different types of dynamic processes.

ARIMA (0,0,1): stable process

The first example comes from the study of a distributed research team (Vasileiadou, 2009). Data were collected from the team-wide emailing list of the research team by downloading all emails from the distribution server, for a period of more than three years. Figure 1 shows the distribution of the variable ‘amount of emails to the emailing list per week.’
The use of the emailing list is divided in three periods of steady increased use between two shorter periods of low use: week 1–10 (approximately); week 28–93; and week 107–171. The distribution of the frequency of the general list is more or less even through time.

The dynamic of the variable is more or less stable through time, having a single attractor (mean). The graph at first glance indicates a stationary process. The series is indeed stationary: the Dickey–Fuller tests indicate that the null-hypothesis of non-stationarity needs to be refuted (Table 1, Appendix, Figure 2). Indeed, there is an ARIMA (0,0,1) with ($\theta = -.40, p < .001$) and a constant (15.889, $p < .001$). The MA model indicates that each value of the variable is determined by the current disturbance and the previous disturbance. That means that a shock affects values for one subsequent week. Moreover, the coefficient ($\theta$) is negative, which means that the disturbance has a reverse effect on its use the following week. So, a shock in week 20 may increase the use of the list that week, but in the following week the variable would move back to its initial values (equilibrium) and the shock would be corrected for (Hollanders & Vliegenthart, 2008).

In conclusion, a variable described by an ARIMA (0,0,1), with negative coefficient, suggests an underlying process that is stable over time, with one attractor and evenly distributed variance. Further, the process is not especially sensitive to external shocks, whose impact is only short-term, and is offset when the coefficient is negative. The negative coefficient of the shocks on a communication system suggests a system of low degree of complexity, which tends to be stable and predictable (Vasileiadou, 2012). This is a type of process indicated in the theoretical section as a stable process.

**ARIMA (0,0,1) with linear trend**

The second example comes from the study of the same distributed research team. Data were collected from the management emailing list of the research team by downloading all emails from the distribution server, for a period of more than three years. The management list was used for communication of all administrative messages documents. Figure 2 shows the distribution of the variable ‘amount of emails to the management list per week.’

The use of the management list shows a linear negative trend, as emails decrease over time. The research team had more frequent communication around
administration issues in the beginning of the project than in the end. Since the administration issues were the same throughout the duration of the research project, it is assumed that the decrease in the amount of administration-related emails indicates a learning process in the team, as the team members understood the procedures.

The graph at first glance indicates a negative linear trend. The series is, however, stationary: the Dickey–Fuller tests indicate that the null-hypothesis of non-stationarity needs to be rejected (Table 1, Appendix, Figure 2). However, it is still useful to model this linear trend, which can provide some indication about the behavior of the variable. The linear trend can be modeled with the use of a dummy variable \( t = \) time with values \( t_1 = 1, t_2 = 2 \ldots t_x = x \). This dummy variable is then used as independent variable in the ARIMA modeling. The model that was fit was an ARIMA (0,0,1) with \( \theta = -0.398, p < 0.001 \) a constant \( (7.031, p < 0.001) \), and the independent variable time \( (-0.059, p = 0.002) \). The MA model indicates that each value of the variable is determined by the current disturbance and the previous disturbance. That means that a shock affects values for one subsequent week. Moreover, the coefficient \( \theta \) is negative, which means that the disturbance has a reverse effect on its use the following week. So, a shock in week 20 may increase the use of the list that week, but in the following week the variable would move back to its initial values (equilibrium) and the shock would be corrected for. The negative linear trend indicates the learning process in the team.

In conclusion, a variable described by an ARIMA (0,0,1), with negative coefficient and linear trend, suggests an underlying process that is decreasing (or increasing) in a linear way over time. Further, it is not especially sensitive to external shocks, whose impact is only short-term, and is offset when the coefficient is negative.

ARIMA (1,0,1): permanent effect
A variable that lends itself very well for ARIMA modeling is media attention for actors or issues. This example is about the weekly attention that is being devoted to
the issue of immigration and integration in the Dutch newspaper *Telegraaf* in the period 1999–2004. We collected all articles on the topic in this newspaper per week. Figure 3 presents the series.

A visual inspection of this figure indicates that there are roughly two periods: one of low attention on the topic, and another, subsequent period, of constant and higher attention on the topic. Analysis elsewhere has indicated that the two periods can be distinguished before and after 9/11 (Roggeband & Vliegenthart, 2007). This indicates that the process might be non-stationary and resembles a process with multiple periodic attractors.

Going through the model specification process, the series turns out to be stationary: the Dickey–Fuller tests indicate that the null-hypothesis of non-stationary needs to be refuted (Table 1, Appendix, Figure 3). Apparently, the difference in means between the two periods is not large enough to make the process non-stationary. The final model is an ARIMA (1,0,1), which includes a positive AR component ($\varphi = .825$, $p < .001$) – indicating that current week’s attention depends on the attention the issue received in the previous week – and a negative MA component also with a lag of one ($\theta = -.526$, $p < .001$) – indicating that the previous error term affects the current value of the series.

The dynamics specification makes a lot of sense intuitively and has a straightforward interpretation. The AR(1) term reflects the stable part of the news agenda: news is (partly) being news, because it was news last week. The negative MA term often shows up when modeling media attention for specific issues, where an increase in attention caused by a newsworthy event results in a high value and a relatively high unexplained error term. This increase in attention is often followed by a quick return to initial values, resulting in a situation where higher error terms in the past result in sharper decreases afterwards, which can be modeled with negative MAs.

*Adding an exogenous variable*

Continuing with the same example (Figure 3), the level of attention on immigration issues fluctuates considerably over time, but is clearly higher in September 2001.
and also after that. 9/11 seems to have structurally increased the attention that is being devoted to immigration and integration issues.

Adding an exogenous dummy variable to the model that takes the value ‘0’ before 9/11 and ‘1’ after that, the model improves. The effect of the variable is significant (coefficient = 2.73, \( p < .001 \)). After 9/11, there are on average almost three more articles published on the issue per week.

Substantially, the results indicate that events that take place outside the media realm can substantially and even structurally – at least for the period considered here – change the level of attention journalists devote to certain issues. Thus, the type of dynamic discussed as permanent effect in the theoretical section is modeled here with the use of an exogenous dummy variable in the ARIMA (1,0,1).

**ARIMA (0,1,1): different attractors**

The following example comes from the study of the climategate incident, when emails by climate scientists were published on the internet without their authors’ consent. Data were collected from LexisNexis, selecting all international English-speaking newspapers, with the search term ‘climategate’ occurring anywhere in the text, from 17 November 2009 to 28 February 2010. Figure 4 shows the amount of newspaper articles mentioning ‘climategate’ per day.

Figure 4 shows a clear distinction of the newspaper articles in three periods. First, the debate hypes in the period 1 December – 23 December, followed by a relatively low-attention period between 23 December and 16 January 2010, probably because of Christmas. From 17 January onwards, the issue gains more attention, but far less than in the original hype phase. These three periods identified here have completely different intensity of communication, with three temporary attractors (means), indicating a non-stationary variable.

The variable is indeed non-stationary: the Dickey–Fuller tests indicate that the null-hypothesis of non-stationarity holds (Table 1, Appendix, Figure 4). The model
that was fit was an ARIMA (0,1,1) with positive MA coefficient ($\theta = .361, p < .001$) without a constant.

The integrated process indicates that a random shock, such as the hacking of the scientists’ emails, had an accumulated effect on the number of articles, influencing it for all the period. This suggests permanent effect of random shocks (Vasileiadou, 2009). Further, the coefficient in the MA model is positive, indicating that the influence of the disturbance of the previous time lag is positive. So, in the (0,1,1) models, a larger than expected change in day $t$ results in greater than expected change in day $t+1$, and the influence of the shock is not corrected for.

In conclusion, a variable described by an ARIMA (0,1,1), with positive coefficient, suggests an underlying communication process that is not stable over time: it has more than one temporary attractors. Further, it is very sensitive to random shocks, modeled as disturbances by ARIMA, indicating a system with high degree of complexity (Vasileiadou, 2012).

The dynamic of periodic attractors indicates a non-stationary process that may need differencing and can thus be modeled with an ARIMA (0,1,1).

**ARIMA (0,1,1) with log transformation: different attractors**

The following example comes from another distributed research team (Vasileiadou, 2009). Figure 5 indicates the number of documents downloaded from the common server of the team per week. The data were collected from the server (log files). Almost all activities are concentrated in the period week 76–105. After this period, the downloading activity decreased substantially, with only sparse activity. Here, again the distribution of the downloading activity is not even in time: there is no stable mean. This visual inspection already suggests that differencing will be needed. In addition, Figure 5 indicates that the higher the values of the variable, the higher its variance. This suggests the need for log transformation in the ARIMA modeling.
The variable is not stationary: the Dickey–Fuller tests indicate that the null-hypothesis of non-stationary holds (Table 1, Appendix, Figure 5). The ARIMA model that was fit was an ARIMA (0,1,1) with natural log transformation with positive MA coefficient ($\theta = .624$, $p < .001$).

The variable follows an integrated process, which suggests permanent effect of random shocks, and lack of stabilization of the communication activity. Further, the coefficient of the MA component is positive, indicating that the influence of the disturbance of the previous time lag is not corrected for at subsequent time lags.

In conclusion, a variable described by an ARIMA requiring log transformation suggests an underlying communication process that is not stable in time. The process under study here fluctuates more in higher values, than in lower values, which suggests an activity which has its ‘normal’ values at low level. A lot of communication activities, e.g. time spent on communication media per day, have a natural ‘floor.’

Therefore, a process with periodic attractors can be modeled with an ARIMA (0,1,1), adding a log transformation when the variance of the variable is unstable.

Table 1 summarizes the results, matching the different types of dynamic processes discussed in the theoretical section, with the ARIMA modeling elements from this current section.

**Conclusions and discussion**

Often the social process under study is more or less stable, fluctuating around a mean (attractor), especially when the time lags are long enough so that daily or weekly fluctuations are averaged out. For instance, the amount of time an individual spends on face-to-face communication over time would probably remain the same, if one studies it month by month. Such a process would be modeled with an AR(1) or a MA(1) model with a negative coefficient, as the disturbance at each time lag would be corrected for in subsequent time lags. Such stationary models are suited when a variable has a stable mean and variance.
The case of linear upward or downward trend can be found often when studying communication processes. An example identified here was exchange of emails on administration issues in a distributed research team, but it would apply also to number of new homepages per month, Facebook visitors, newspaper circulation, etc. It can be described as deterministic because time determines the fact that the variable increases, or decreases. This was modeled with an exogenous dummy variable that added explanatory power to the (endogenous) ARIMA process.

Other social processes are not stable in time, especially when the time horizon of the study is long enough to show fluctuations. A process may fluctuate between two or even more different attractors (means). The example used here was the amount of newspaper articles on climategate. Such a process would be modeled using an integrated model (differencing the values), in addition to possible AR or MA parts. The coefficient of the AR or MA components would be positive, which suggests that the influence of the past (value or disturbance) is not corrected for in subsequent time lags.

Furthermore, there are social processes whose indicators fluctuate more around a specific attractor, than around another attractor: the variance of the variable is not stable. Modeling such variables would probably include a log transformation, which would even out the fluctuation of the variance over time, in addition to other ARIMA components.

Finally, there are processes that are clearly influenced by exogenous variables, apart from their own dynamics, the so-called bursts. The example here is the newspaper attention on immigration issues before and after 9/11. Such exogenous variables can be modeled with the addition of an exogenous, dichotomous dummy variable, in addition to the other ARIMA components.

These insights provide a novel contribution to theory and methodology of dynamic social processes. Unfortunately, there is little conceptual work on types of communication dynamics. There is even less work which combines conceptual insights on dynamics with specific methods. However, when modeling a variable with a specific kind of ARIMA model, there are a number of conceptual implications for the underlying communication process, as shown here. The paper is not unique in its plea for the application of time series techniques. In political science, where suitable data (e.g. on president approval and socio-economic indicators) are more widely available, all kinds of econometric time series techniques have been introduced (Box-Steffensmeier & Smith, 1998; Freeman, Williams, & Lin, 1989). However, there is little other work that attempts to use the ARIMA model and its different components to theorize specifically about different types of dynamics.

One limitation of the current paper is the lack of multivariate ARIMA modeling. The types of models presented, and theorized in this paper, relate (mostly) to univariate modeling, whereby a complex social phenomenon, such as a media hype, is simplified, and thus reduced, because we only use one indicator to measure it (amount of newspaper articles). Similarly, team communication can be reduced to one or two indicators (i.e. amount of emails exchanged, amount of documents exchanged). One of the strengths of ARIMA is that it offers the possibility to conduct multivariate modeling, to establish inter-relations among variables at different levels of analysis, and different time lags. This is particularly pertinent in complex dynamic systems, where there are individual-, system-, and context-level variables influencing each other (Vasileiadou & Safarzynska, 2010). A similar pertinent
One final note relates to the distinction between prediction of endogenous change and causation, including exogenous factors. Even though the main aim of most social scientific research is to discover causation between variables, this may not always be possible, or desirable. For instance, in complex dynamic systems, where many elements mutually influence each other (in a negative or positive feedback loop), causality may be more difficult (if at all possible) to discern (Arrow et al., 2000). For social scientific variables, it is too simple to suggest that a series is determined by its own past, plus some stochastic shocks (Hollanders & Vliegenthart, 2008). In fact, it is obvious that social behavior is influenced in one or another way by countless other things. Even when the interest is in those exogenous factors, identifying endogenous change is important, because it helps us, at a second step, identify and establish in a robust way how those factors have an impact. Thus, prediction of endogenous change is the first step towards establishing causation with exogenous factors.

Note
1. This was preferred over the widely used Durbin-Watson statistic, which only tests for first-order autocorrelation and is not valid when the model includes AR terms.
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Appendix 1. Using ACF and PACF to identify ARIMA models

The ACF of an AR(1) process exhibits a geometrically declining pattern, falling down to zero as the lag length increases. For a MA(1) process, the autocorrelation drops to zero for all lag lengths larger than one, and, more generally, drops to zero for lag length larger than q for a MA(q) process. The partial ACF mirrors the pattern of the ACF. It is declining for a MA(1) process and drops to zero at lag length larger than one for AR(1) processes.

The following figures show ACF and PACF for exemplary ARIMA models.
Table A1. ADF tests.

<table>
<thead>
<tr>
<th></th>
<th>Without drift and trend (random walk)</th>
<th>With drift and trend</th>
<th>With drift, without trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 1</td>
<td>−2.341</td>
<td>−4.924</td>
<td>−4.943</td>
</tr>
<tr>
<td>Figure 2</td>
<td>−2.724</td>
<td>−5.071</td>
<td>−3.730</td>
</tr>
<tr>
<td>Figure 3</td>
<td>−2.703</td>
<td>−4.520</td>
<td>−5.648</td>
</tr>
<tr>
<td>Figure 4</td>
<td>−1.359*</td>
<td>−2.521*</td>
<td>−2.000*</td>
</tr>
<tr>
<td>Figure 5</td>
<td>−1.589*</td>
<td>−1.857*</td>
<td>−2.406*</td>
</tr>
</tbody>
</table>

*indicates non-stationarity at a 5%-level.