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IntroductionChapter 1
1.1 Drops, vesicles and red blood cells

Deformable objects such as drops, vesicles and red blood cells have received
considerable research interest due to their industrial applications as well as
their biomedical relevance. For instance, to understand the properties of poly-
mer blends intended for �ber-, �lm- or bulk-plastic production, formation of
emulsions or water-in-water biopolymer mixtures, it is important to study the
dynamics and deformation of drops in a continuous phase. As such, the research
on drop deformation in multiphase systems has been studied extensively and
remains a topic of active research. Single drop deformation studies provide
valuable insights into the behavior of systems with multiple drops. The research
on vesicles and red blood cells is motivated by the need for getting a better
understanding of e.g. thrombus formation, diabetes and thalassemia. Increasing
the understanding of the motion of such deformable objects is key to the
development of more effective treatment strategies.

The motion of drops is generally governed by low Reynolds number �ows. Think
for example of the formation of (most) emulsions and deformable objects in
micro-�uidic devices, for which the particles are suf�ciently small to result in
low Reynolds numbers. In such situations, inertia effect can be neglected. Drop
deformation was initially studied experimentally by Taylor [1], who observed
that a drop deforming in shear �ow orients in a �xed direction until either a
balance between the viscous and interfacial forces is obtained or drop breakup
occurs. Torza et al. [2] experimentally observed that the drop breakup mechanism
is dependent on the shear rate of the surrounding �ow and the viscosity ratio
between the internal and external �uids. Bartok and Mason [3] experimentally
investigated the coalescence of colliding viscous drops. Bentley and Leal
considered the deformation and breakup of drops and found the critical shear
rate for different viscosity ratios [4]. Stone extended this research to more
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2 1 Introduction
complicated imposed �ows, such as uniaxial extensional �ows and time-periodic
�ows [5].
The physical structure of the membrane of a vesicle � which exists naturally in the
human body and can also be created arti�cially (e.g. for drug delivery systems)
� is considerably more complex than that of a drop. Such a membrane is formed
by amphophilic molecules which form a bilayer that encapsulates the internal
substances [6, 7]. Of even higher complexity is the membrane of a red blood
cell, for which a cytoskeleton network is attached to a phospholipid membrane.
In contrast to the vesicle, the membrane of a red blood cell carries shear forces
in addition to bending forces [8]. In many circumstances, however, the shear
resistance of the membrane is negligible compared to its bending resistance,
which, from the modeling perspective, allows for the interpretation of a red blood
cell as a vesicle.
An essential physical characteristic of a vesicle (or red blood cell) is that, unlike
for the drop, its membrane keeps its surface area unchanged during deformation.
Depending on the ratio of their volume and surface area, vesicles and red blood
cells can have several shapes in unstressed condition [9, 10]. The behavior of
a vesicle has been studied by e.g. Fischer et al. [11], who observed elongation
and orientation of a vesicle in a shear �ow while the membrane was rotating
around the interior of the vesicle (tank-treading behavior). Skalak and Branemark
[12] observed the tumbling motion of a vesicle, in which case the vesicle rotates
like a rigid body. Kantsler and Steinberg presented experimental observations on
the transition between tank-treading and tumbling motion in the dynamics of a
vesicle subjected to a shear �ow [13]. Abkarian et al. investigated the deformation
of a vesicle close to a wall and computed the lift force in a shear �ow [14].

1.2 Numerical simulation using the boundary integral
formulation

Although experimental research on the motion of deformable objects is indis-
pensable, the possibilities for such research are restricted. On one hand this
is caused by the small size of the objects under consideration. Moreover, it
is evident that experimental studies of vesicles and red blood cells are not
easily conducted. In contrast to experimental studies, analytical methods can
be exploited without fundamental dif�culties. However, the applicability of such
methods is generally limited to simpli�ed situations which restricts the validity
of the models under consideration. Numerical methods extend the range of
applicability of the models used in conjunction with the analytical methods,
which renders these models useful for the simulation of problems of practical



1.2 Numerical simulation using the boundary integral formulation 3

interest. For that reason, numerical analysis is of great importance in the study of
drops, vesicles and red blood cells.
Numerical studies on the motion of deformable objects are primarily concerned
with the simulation of the dynamic behavior of the interfaces. From the vantage
point of numerical modeling this raises the question whether the motion of
an interface can be simulated without explicitly representing its surrounding
(both interior and exterior) �uid �ow? A positive answer to this question
is provided by the Boundary Integral Method (BIM) [15, 16]. The central
idea in the BIM is that under certain conditions a volumetric multiphase �ow
formulation can be cast into a formulation that involves the interface between
the various �uids only. The fact that in this resulting formulation there is
no need for the �ow to be explicitly represented can be very advantageous,
particularly for complex geometries for which volumetric meshing (as would be
necessary for applying e.g. the �nite element method) can be cumbersome. The
above-mentioned condition under which the volumetric problem can be reduced
to a surface problem mainly revolves around the availability of fundamental
solutions [15]. Such fundamental solutions, or Green’s functions, in practice
restrict the applicability of the BIM to linear time-independent problems [15, 17].
Although these restrictions are severe, the BIM is still very well applicable
to a wide range of practical problems. Examples of applications in which
BIM is successfully employed are multiphase �ows, acoustics and soil-structure
interactions, just to name a few [17].
As a consequence of the low Reynolds numbers encountered in the applications
under consideration in this thesis, the motion of the interfaces can be well
described by the steady Stokes equations. The availability of fundamental
solutions for these problems, known as Stokeslets, makes application of the BIM
possible. In fact, over the past decades, the BIM has been found to provide
an accurate and reliable way of dealing with interfacial �ow problems, which
has made this method widely applied in this �eld. For example, the BIM
has been used for the simulation of drop deformation and breakup [18, 19],
drop coalescence [20, 21], drop sliding on an inclined plane [22], drop-drop
interaction [23], drop deformation in con�ned geometries [24], inextensible
capsule deformation [25], vesicle migration in Poiseuille �ow [26], and many
other multiphase �ow phenomena.
An essential ingredient of the BIM for the simulation of deformable objects
suspended in Stokes �ow is the evaluation of the stress jump across an interface.
In general, this stress jump is a function of the geometry of the interface through
quantities such as the surface normal vector, curvature, and, in the case of a
vesicle or red blood cell, surface gradients of these geometric quantities. It is
self-evident that successful application of the BIM to such problems requires the
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evaluation of these surface stress jumps to be accurate and ef�cient.

1.3 Research objectives

The evaluation of the stress jump across the interface of a drop, vesicle or red
blood cell is non-trivial when using non-smooth continuous surface meshes, as is
common in boundary integral methods [15, 16]. On such meshes, the curvature
� which appears in the stress jump of all above-mentioned deformable objects �
is not de�ned along the element boundaries. More severe problems occur for the
evaluation of the derivatives of the curvature, which appear in the stress jump
for the vesicle or red blood cell. Proper numerical treatment of these dif�culties
is required to obtain a robust boundary integral formulation for the simulation of
the motion of these deformable objects.
The goal of this thesis is to develop robust numerical models for the simulation
of deformable objects of increasing complexity, and, as such, to work toward a
numerical tool for the simulation of red blood cells. In the �rst part of this thesis,
this goal is pursued by enhancing a non-smooth geometry mesh with advanced
stress jump evaluation strategies, which permit for the consistent evaluation of
the higher-order surface gradients that appear in the BIM. In the second part
of this thesis, an alternative route to accomplishing the main research goal is
followed by the introduction of a smooth surface parametrization by means
of B-splines, which facilitates the direct evaluation of the higher-order stress
jump terms. This idea is motivated by the recent developments on isogeometric
analysis (IGA) [27], which has been applied to a wide variety of �elds [28]
including boundary element/integral methods [29�32].
As indicated above, in this thesis a series of objects with stress jump terms of
increasing complexity is considered. The starting point will be a drop, for which
the stress jump is governed by isotropic and homogeneous surface tension only,
which results in the stress jump across the interface given by

f = 2sHn,

where s is the interface tension, H is the mean curvature of the interface and
n is the unit outward-pointing normal vector to the interface. Subsequently, an
inextensible membrane is considered as a prototypical model for the vesicle or
red blood cell. In this case, the stress jump is given by

f = 2tHn�rst,

where rs is the surface gradient operator and t is the surface tension that
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enforces the membrane to keep its surface area �xed. This inextensibility
condition results in an implicit de�nition of the surface tension. Finally, building
on top of the inextensible membrane formulation, the stress jump in a vesicle or
red blood cell is studied:

f = k
�

H3

2
� 2KH + DsH

�
n.

In this expression, K is the Gaussian curvature and k is the membrane rigidity.
Evidently, compared to the inextensible membrane this stress jump poses the
additional challenge of accurately evaluating the surface Laplacian of the mean
curvature.

1.4 Outline

This thesis consists of seven chapters. In Chapter 2, the problem setup for a
deformable object in a background �ow is introduced along with the boundary
integral formulation for a two-�uid Stokes �ow. The increasingly complex stress
jump terms are derived for the drop, the inextensible membrane, the vesicle and
the red blood cell.

Chapter 3 consists of two parts. In the �rst part, the traditional boundary integral
method, which is based on a non-smooth surface triangulation, is discussed.
Various methods to create the triangular meshes are considered along with two
strategies for the evaluation of the curvature and its surface gradients. The
accuracy of both these strategies is assessed in the �rst part of this chapter. In
the second part, isogeometric analysis is introduced as an alternative method
to parametrize the interface, which result in the isogeometric boundary integral
formulation. The construction of a B-spline parametrization along with the
corresponding control net is discussed. Furthermore, two solution methods for
obtaining the control point velocities are proposed.

In Chapter 4, the isogeometric boundary integral formulation is applied to the
simulation of a drop (mainly) in shear �ow. The drop simulations are used
to extensively verify the isogeometric approach by studying the convergence
behavior of the method under both mesh re�nement and order elevation. Some
algorithmic details such as the numerical integration schemes are studied in
detail in this chapter.

In Chapter 5, the deformation of an inextensible membrane � which can be
considered as a prototypical model for a red blood cell � is simulated using
the isogeometric boundary integral formulation. An algorithm that enforces
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the inextensibility condition, thereby implicitly de�ning the surface tension, is
outlined. The isogeometric approach is veri�ed using a series of simulations of
inextensible membranes suspended in shear �ow.
In Chapter 6, the dif�culties � in evaluating higher order parametric derivatives at
the poles of the parametrized geometry � associated with applying the bending
force involved at the stress discontinuity over the interface of a vesicle or red
blood cell are discussed. To alleviate these problems, the use of a hybrid geometry
representation is proposed with the idea of de�ning two parametrizations of
the same geometry and creating the hybrid geometry as the weighted average
of these two parametrizations. An extensive comparison between the range of
different quantities (e.g. the normal vector and mean curvature) is presented
and the deformation of a drop, an inextensible membrane and �nally a vesicle
is simulated using the isogeometric boundary integral formulation applying the
new hybrid geometry.
Finally conclusions and some recommendations are given in Chapter 7.



Boundary integral formulation for
deformable objects in Stokes �owChapter 2

The �ow problem studied in this thesis is schematically shown in Figure 2.1,
which shows an object (domain W(2)) suspended in a matrix �uid (domain W(1)),
while the common interface between these two phases (W(1) \W(2)) is denoted by
G. The object and matrix �uids are considered incompressible and Newtonian. In
addition, inertia effects are neglected and no body force is assumed. Considering
these conditions, the motion of the �uid is governed by the Stokes equations [33]

(
�rp(i) + m(i)r2u(i) = 0
r � u(i) = 0

on W(i), with i = 1 or 2, (2.1)

where u(i), p(i) and m(i) denote the velocity �eld, pressure �eld and the viscosity
of the ith phase, respectively.

The stress jump and the velocities across the interface serve as boundary condi-
tions, and are expressed as

(�
P(1) �P(2)

�
� n(x) = f (x)

u(1) = u(2)
on G, (2.2)

where n(x) is the unit outward normal vector to G, f (x) is a surface force and
P(i) = �p(i) I + m(i)(ru(i) + (ru(i))T) is the stress tensor at the surface with I
the identity tensor.

7



8 2 Boundary integral formulation for deformable objects in Stokes �ow
W(1)

W(2)

G

xy

z

u¥ = ( �gz, 0, 0)

Figure 2.1 Schematic representation of the �uidic domains W(1) and W(2). G denotes the
common interface between two phases (W(1) \W(2)). �g and u¥ are the shear rate and
the far-�eld imposed velocity, respectively.

2.1 Boundary integral method

Rheology of the �uids and multiphase �ows are part of �uid mechanics which
have been studied using numerous numerical methods and attracted consider-
able interest in the past decades. One of the most attractive and well-known
example of these sort of investigations is the blood rheology study which has a
vital role and direct relation to the human life. Since red blood cells make nearly
45% of the human blood, RBC deformation and behavior occupied a considerable
part of research interest in this �eld. Although the complication of the RBCs
results further simpli�cations of its modeling, this kind of numerical simulations
remained expensive and needs many parallel supercomputers. These numerical
studies on massive number of RBCs are possible when the nature of blood is
kept at the minimum level of the physical details of each cells. Lattice Boltzmann
method(LBM) [34] has been recently used as a good tool to simulate thousands or
millions of RBCs e.g. blood �ow in plane cylindrical [35], 3D simulation of large
number of deformable particles suspended in viscous �ow [36] and blood cell
dynamics [37]. In addition, the smoothed particle hydrodynamics (SPH) method
has been implemented by Tsubota et al. [38, 39] to represent the cell membrane by
particles connected by springs that produce the resistance features of the RBCs.
Next to this, to catch the more complex properties of the RBCs or the other
deformable objects and visualizing the complicated characteristics of one cell
deformation, cell-cell interaction, cell-wall interactions and in general, reducing



2.1 Boundary integral method 9

the simpli�cations, the other numerical methods are presented and implemented.
Most of these numerical techniques can be categorized as either front-capturing
or front-tracking methods.

Volume-of-�uid (VOF) [40�43], level set [44, 45], combination of level set and
VOF [46], continuum surface force [47] and the diffusive-interface method [48]
are some examples of the capturing techniques which are referred also as the
Eulerian approaches. This approach is the way of looking at the �uid motion or
a certain location in the space through the time [33]. These methods consider the
interface often without explicitly tracking the interface by conforming elements.
A continues scalar variable is de�ned with value 1 and 0 in the �rst and second
�uid phases, respectively, and the interface is de�ned by the phase transition
function. The �ow convects the phase �eld function to mimic the interface
movement. Thus, these methods are capable to determining the interface
deformation, without explicitly tracking the interface. Although, topological
changes such as merging, breaking, etc can straight forwardly be modeled
by capturing techniques, they have disadvantages as well. More importantly,
interface diffusion, maintaining a sharp boundary between the phases and mass
conservation problems result in a loss accuracy.

The second approach is based on tracking the movement of the interface and is
usually referred to as the Lagrangian approach. In these methods, the interface is
explicitly represented by elements and the movement of the interface is tracked
in time [33, 49�51]. Marker and cell method [52, 53] and �nite element method
[54�56] are used to track the interface and are such examples of this category.

The boundary integral method is a particular example of this category [15, 16].
The considerable advantage of this method is that a mesh is only needed at
the surface, and the problem becomes two dimensional instead of fully three
dimensional. Also, the bene�ts of the boundary integral method compared to
all of the volumetric mesh methods are not only limited to the simpli�ed mesh
representation. Recent advances in boundary integral formulations allow the thin
region in cell-cell and wall-cell interactions to be better resolved. This permits the
simulations e.g. drop coalescence [20, 57] or drop sliding down an inclined plane
[22]. Furthermore, this method is developed, coupled with and implemented in
several applications such as spectral boundary integral method for RBCs �owing
in complex geometries [58], a cross-�ow migration of rigid particles [59], motion
of an array of drops through a cylindrical tube [60], red blood cell simulation by
spherical harmonic BIM [61], drop deformation in con�ned geometry [24], non-
singular boundary integral method [23] and several more researches [22, 62�66].

A limitation of the boundary integral method is that only Newtonian �uids in
creeping �ow (no inertia condition) can be described. More speci�cally, only
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linear time-independent equations for which the Green’s functions are available
can be modeled and solved by this method.

It is common to display the solution of linear and homogeneous boundary value
problems in terms of boundary integrals [67]. Harmonic functions [68] and
displacement �elds in linear elastostatics [69] are some examples of boundary
integral representations. For the Stokes �ow problem, Equation (2.1), the integral
form involves the boundary values of the velocity and surface stress jump.

As a start point to derive the boundary integral form of the Stokes equations,
the Lorentz reciprocal identity is introduced [70]. Assuming u and u0 are two
fundamental solutions of the Stokes equations and P and P0 are the associated
stress tensors, the reciprocal identity is given by [70]

¶
¶xk

�
u0iPik � uiP0ik

�
= 0. (2.3)

Identifying u0 with the �ow due to a point force, g, acting on the point x0, it is
obtained that [15]

u0 i(x) =
1

8pm
Gij(x, x0)gj, P0ik(x) =

1
8p

Tijk(x, x0)gj. (2.4)

G and T are the Green’s functions and are found to be different for various cases.
For example, the free space Green’s functions are

Gij =
dij

r
+

�xi �xj

r3 , Tijk =
�xi �xj �xk

r5 , (2.5)

where r = j �xj and �x = x� x0. For �ow bounded by an in�nite plane wall [71]

Gw = U( �x)� U( �X) + 2h2
0GD( �X)� 2h2

0GSD( �X), (2.6)

where U is the Stokeslet, h0 = x0 � w, �x = x� x0, �X = x� xIM
0 and xIM

0 is the
image of x0 with respect to the wall. GD and GSD are also de�ned as

GD
ij (x) = �

� dij

jxj3
� 3

xixj

jxj5

�
, (2.7)
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and

GSD
ij (x) = x1GD

ij (x)�
dj1xi � di1xj

jxj3
, (2.8)

where minus and plus signs depend on the geometrical axes. For the parallel wall
con�guration, the Green’s functions are obtained by Liron and Mochon [72] and
Jones [73] which involve the integration of Bessel functions.

In continuing with the free space, substituting Equation (2.4) into Equation (2.3)
leads to

¶
¶xk

�
Gij(x, x0)Pik(x)� mui(x)Tijk(x, x0)

�
= 0, (2.9)

where this is an equation that can be solved for u. Consider a control volume, V,
enclosed by a surface, D. Now, a point x0 which is the center of a small sphere,
referred as Ve with radius of e, encircled by Se is considered inside of V (see
Figure 2.2).

D
V

x0

Ve

Se

Figure 2.2 A control volume, V, enclosed by a surface, D, within the domain of a �ow.

Taking the integral of Equation (2.9) over V � Ve and converting that into a
surface integral using the divergence theorem leads to

Z

W�

�
Gij(x, x0)Pik(x)� mui(x)Tijk(x, x0)

�
nk(x)dS(x) = 0, (2.10)

where W� could be either D or Se. Over e which is the sphere with radios Se, the
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tensors, G and T are

Gij =
dij

e
+

�xi �xj

e3 , Tijk =
�xi �xj �xk

e5 . (2.11)

Also, over Se, n = �x/e and dS = e2dW where dS is in�nitesimal surface element
and W is the differential solid angle (the area element on the sphere is given in
spherical coordinate (r, q, f) by dA = r2sin(q)dqdf where the differential solid
angle dW = sin(q)dqdf). Substituting these expressions and Equation (2.11) into
Equation (2.10), gives

Z

D

�
Gij(x, x0)Pik(x)� mui(x)Tijk(x, x0)

�
nk(x)dS(x) =

�
Z

Se

��
dij +

�xi �xj

e2

�
Pik(x) + 6mui(x)

�xi �xj �xk

e4

�
�xkdW. (2.12)

u and P over Se tend to u(x0) and P(x0) as e ! 0. Since �x scales linearly with e
(since x is on Se), the stress term in the right hand side of Equation (2.12) changes
linearly while the term associated with the velocity tends to a constant value.
Hence, in the limit of e! 0, Equation (2.12) can be rewritten as

Z

D

�
Gij(x, x0)Pik(x)� mui(x)Tijk(x, x0)

�
nk(x)dS(x) =

lime!0� 6mui(x0)
1
e4

Z

Se
�xi �xjdS(x). (2.13)

From n = �x/e, it is obtained that
Z

Se
�xi �xjdS(x) = e

Z

Se
�xinjdS(x). (2.14)

Applying the divergence theorem to the right hand side of Equation (2.14) gives

e
Z

Se
�xinjdS(x) = e

Z

Ve

¶ �xi
¶ �xj

dV(x) =
4
3

pe4dij. (2.15)

Substituting Equation (2.15) into Equation (2.13) then yields
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uj(x0) = �
1

8pm

Z

D
Pik(x)nk(x)Gij(x, x0)dS(x)

+
1

8p

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.16)

By considering s = Pn, Equation (2.16) can be rewritten as

uj(x0) = �
1

8pm

Z

D
si(x)Gij(x, x0)dS(x)

+
1

8p

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.17)

Let the surface force over the external side of D be indicated by the superscript
(1). Then Equation (2.17) can be written as

u(1)
j (x0) = �

1
8pm1

Z

D
s(1)

i (x)Gij(x, x0)dS(x)

+
1

8p

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.18)

Applying the reciprocal identity for the internal �ow u(2) at the point x0 located
outside of V, gives

Z

D
s(2)

i (x)Gij(x, x0)dS(x)� m2

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.19)

Combining Equations (2.18) and (2.19) gives

u(1)
j (x0) = �

1
8pm1

Z

D
fi(x)Gij(x, x0)dS(x)

+
1� l

8p

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x), (2.20)

where l is the viscosity ratio between the internal and external �uids and the
stress discontinuity at the interface is indicated by f where f = s(1)� s(2). Now,
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consider u¥ past the object (the imposed velocity), according to the superposition
principle (u = u¥ + uD where u¥ is the far-�eld imposed velocity and uD is the
velocity given by (2.20)), the velocity of x0 when it approaches from the exterior,
can be written as:

u(1)
j (x0) = u¥j(x0)�

1
8pm1

Z

D
fi(x)Gij(x, x0)dS(x)

+
1� l

8p

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.21)

Similarly, the boundary integral formulation for the internal �ow can be found

u(2)
j (x0) = �

1
8pm1l

Z

D
fi(x)Gij(x, x0)dS(x)

+
1� l
8pl

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.22)

Now, the velocity in both Equations (2.21) and (2.22) can be generalized when the
point x0 approaches the interface either from the interior or exterior as:

uj(x0) = 2u¥j(x0)�
1

(4pm1)(l + 1)

Z

D
fi(x)Gij(x, x0)dS(x)

+
1

4p
1� l
1 + l

Z

D
ui(x)Tijk(x, x0)nk(x)dS(x). (2.23)

Eventually, the form of the integral formulation can be found as (for the sake of
notational convenience, vector notation is used) [15, 16]:

(l + 1)u(x0) = 2u¥(x0)�
1

4pm1

Z

G
G(x, x0) f (x)dG(x)

�
l� 1

4p

Z

G
u(x)T(x, x0)n(x)dG(x), (2.24)

where u¥(x0) is the imposed velocity and is interpreted as the velocity of the
matrix background �ow which the object is suspended in it. Since there is
unknown u(x) in the second integral of Equation (2.24), an iterative method is
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required to �nd the velocity. In the iso-viscous case (l = 1), considered in this
thesis, Equation (2.24) simpli�es to

u(x0) = u¥(x0)�
1

8pm1

Z

G
G(x, x0) f (x)dG(x), (2.25)

and f (x) is the stress discontinuity across the interface of the deformable object.
In this case, the second integral of Equation (2.24) vanishes and computational
time of velocity calculation reduces drastically.

Since u is the time derivative of x, Equation (2.25) is in essence an integro-
differential equation for the interface position x(t). Therefore, the object interface
evolution in time is governed by

x(t) = x(0) +
tZ

0

u(t)dt, (2.26)

where in this thesis, forward Euler time stepping integration is used to evaluate
the time integral in (2.26) according to

x(t + Dt) = x(t) + Dtu(t), (2.27)

where Dt is the (dimensionless) time step. u(t) depends on x(t) and follows from
(2.25).

2.2 Deformable objects

Non-rigid objects will deform under the action of externally applied forces
resulting from the motion of a matrix �uid. Various kind of deformable objects
are considered in this thesis, each of which is characterized by a speci�c stress
jump across the interface. The most prominent of such objects are listed and
explained in following. The surface differential operators used in this thesis are
de�ned as:

rsv = rv� (n �rv)n, (2.28)

rs �w = r �w� (n(rw)) � n, (2.29)
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Dsv = rs � (rsv), (2.30)

where n is outward pointing unit normal vector to the interface and v and w are
arbitrary suf�ciently smooth scalar- and vector-valued functions, respectively.

2.2.1 A droplet

DS

C
t

n

b

Figure 2.3 A surface piece, DS and bounding contour, C on a portion of the interface
between two phases of �uids.

A drop has a simple membrane structure and the stress on the interface is mainly
dominated by the surface or interfacial tension. A small surface portion of the
interface, DS, that is enclosed by the contour, C, is considered in Figure 2.3. The
force balance at the surface is written as [15]

Z

DS

f dS +
Z

C

sb dl = 0, (2.31)

where s is the interfacial tension and b is the unit vector normal to C. Using the
identity b = t � n, the above equation can be rewritten as

Z

DS

f dS =
Z

C

sn� t dl, (2.32)
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where n is the unit vector normal to the interface and t is the unit vector tangential
to C as also shown in Figure 2.3. Using the variation of the Stokes’s theorem given
by (see Appendix 2.A):

Z

C

w� t dl =
Z

DS

((r �w)n� (rw)n) dS, (2.33)

where w is a vector-valued differentiable function. The contour integral in the
right hand side of Equation (2.32) can be converted into an area integral. In the
current case, w can be substituted by sn to rewrite Equation (2.33) as

Z

C

sn� t dl =
Z

DS

((r � (sn))n� (r(sn))n) dS, (2.34)

expansion of the right hand side yields

Z

C

sn� t dl =
Z

DS

(n �rs) n + (sr �n) n� (rs) n � n|{z}
=1

�s (rn)n| {z }
=0

dS, (2.35)

where (rn)n = (1/2)r(n � n) = (1/2)r(1) = 0. On the other side, the mean
curvature is mathematically de�ned as:

H =
1
2
r � n. (2.36)

Combining Equations (2.32) and (2.35) and using (2.36), the stress discontinuity
at the interface can be obtained as:

f = 2sHn�rss. (2.37)

where the surface gradient operator, rs is de�ned in Equation (2.28). Note that,
the mean curvature H is the local (scalar) mean curvature and physically de�ned
as H = 1

2(1/R1 + 1/R2), where R1 and R2 are the radii of the curvature. The
surface tension (s) of a drop at a �xed temperature and with a clean interface can
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be considered constant. Therefore, rss = 0 and Equation (2.37) reduces to

f = 2sHn. (2.38)

Hence, for a drop, the stress jump is fully governed by the constant surface
tension, s in the interface geometry.

2.2.2 An inextensible membrane

n

t

x

y

W(1)

W(2)

s = 0, b = 0
s(b)

Figure 2.4 A parametrized segment of a 2D interface. s is the length along the segment of
the interface and b is a parametric variable that increases monotonically along the
interface.

Assume the interface DS shown in Figure 2.3 contains neither impurities nor
surfactant, such that it can be characterized by an isotropic surface tension, t [15].
The procedure to �nd the stress jump across the interface follows the derivations
in Section 2.2.1 and yields

f = 2tHn�rst, (2.39)

where H is the mean curvature and t is the isotropic tension. Two common
ways of specifying the surface tension t are provided by making the assumption
of either elastic or inextensible interface behavior. Therefore, in principle, the
surface tension of a drop is considered to be constant while this assumption
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is not applicable for an inextensible or an elastic membrane which indicate the
fundamental difference between these two objects. In this section, for the sake of
simplicity, a 2D interface is assumed, but in the following chapter of the thesis
(Chapter 5) a full 3D interface will be considered.

Figure 2.4 shows the parametrized segment of a 2D interface in the xy plane. s
is the length along this segment and b is the variable along the interface. The
extension ratio is de�ned as

g =
(¶s/¶b)t

(¶s/¶b)t=0
, (2.40)

where t = 0 denotes the moment that the interface is unstressed. In the elastic
form of the interface, t can be linearly set to

t = E(g� 1), (2.41)

where E is the modulus of the elasticity [15]. Note that when the interface is
stretched, g > 1 and when the interface is compressed, g < 1.

On the other side, the membrane could be considered inextensible which means
that the surface area is constant. In this case,

¶g
¶t

= 0, (2.42)

which indicates that the variation of the interface with respect to b remains
unchanged during the time.

2.2.3 A vesicle

Unlike the drop, a vesicle keeps its surface area constant. In fact, a high energy
is required to deform a part of such a membrane. The general elastic bending
energy, obtained from Hooke’s law [74�79], is given by

E =
k
2

Z

G
H2dG + kG

Z

G
KdG, (2.43)
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where k and kG indicate the membrane and stretching rigidity, respectively. In
Equation (2.43) K is the Gaussian curvature de�ned by

K = H2�rn : rnT. (2.44)

Physically, the Gaussian curvature is de�ned as the multiplication of two princi-
ple curvatures K = 1

R1R2
. In accordance with Gauss-Bonnet theorem, the second

term in the integral is constant in the case that the topology of the interface
remains unchanged [78, 80].

The stress discontinuity at the membrane can be obtained by taking the varia-
tional derivative of the bending energy, given in Equation (2.43) with respect to
the membrane position [77]:

f =
dE
dx

. (2.45)

Upon elaboration, it is found that (see Kaoui et al. [26] for derivation details).

f = k
�

H3

2
� 2KH + DsH

�
n. (2.46)

Remind that the second integral term of Equation (2.43) is constant and hence, the
variational derivative of it with respect to the position is zero. Also, note that the
term DsH indicates the fourth order derivative of the position which express the
fundamental difference between the stress discontinuity of the vesicle membrane
(2.46) compared to that of the drop interface (2.38). In addition, because of the
surface conservation at the vesicles membrane, the stress discontinuity in vesicles
given by Equation (2.46) should be combined with the isotropic surface tension
in Equation (2.39) and the inextensibility condition.

2.2.4 A red blood cell

In a red blood cell, a cytoskeleton network is attached to the membrane which
gives it shear elasticity resistance. This leads to one additional interface energy
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term for the red blood cell than for the vesicle, given by [81]

Em =
m
2

Z
(l1 � l2)2dA, (2.47)

where m is the shear modulus and l1 and l2 are the extensions of a relaxed
skeleton patch in the two principal direction. In general, a vesicle can be
supposed as a RBC without cytoskeleton since under certain circumstances, Em
is quiet small compared to the other terms of the energy at the membrane and
hence, the vesicle model closely resemble the RBC model.

2.3 Conclusions

The complexity of the stress jump across the interface of the deformable objects
is discussed for a drop, vesicle and RBC. In addition, boundary integral method
(BIM) is introduced as a powerful tool to approximate the velocity at the interface
of these objects. The privilege of using BIM is that in this method, only the
discretization of the surface is required, as the 3D volume problem is recasted
in a 2D surface description. In the next chapters, a traditional discretization of
the surface compared to a new discretization of the interface using isogeometric
analysis is presented. This new spacial discretization is coupled by BIM to
approximate the velocity of the mentioned objects suspended in a far-�eld
imposed �ow.

Appendix

2.A Variation of the Stokes theorem

The identity
I

C
F � t dl =

Z

S
((r � F)n� (rF)n) dS,

which in index notation is written as

I

C
eijkFjtk dl =

Z

S

 
¶Fj

¶xj
ni �

¶Fj

¶xi
nj

!

dS, (2.48)
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where eijk is the Levi-Civita symbol, is derived starting from Stokes’ theorem

I

C
ujtj dl =

Z

S
ejkl

¶ul
¶xk

nj dS.

Upon the substitution of uj = ejmndmiFn = ejinFn with i = 1, . . . , 3 in the above
expression, one obtains

I

C
ejinFntj dl =

Z

S
ejklelin

¶Fn

¶xk
nj dS.

Using the properties of the Levi-Civita symbol, in particular el jkelin = djidkn �
djndki, the above expression can be rewritten to obtain the identity (2.48).



Interface discretizationChapter 3
3.1 Introduction

In the previous chapter, the equations that govern the motion of a deformable
object under the in�uence of a background �ow �eld have been introduced.
Using the boundary integral method, the velocity of the interface of a deformable
object at any point can be evaluated and upon integration in time the motion
of the interface can be fully determined. Unfortunately, it is impossible to
analytically evaluate the velocity �eld for arbitrary con�gurations. Therefore,
the surface needs to be parametrized by a �nite number of segments and proper
numerical evaluation is required to �nd the velocity �eld.

The velocity at any given point on the interface of an iso-viscous deformable
object is given by Equation (2.25)

u(x0) = u¥(x0)�
1

8pm1

Z

G
G(x, x0) f (x)dG(x),

where f (x) indicates the stress discontinuity across the interface and u¥(x0) is the
velocity of the matrix background �ow, G(x, x0) is the Green’s function and m1 is
the viscosity of the ambient �uid. Since u is the time derivative of x, in principle,
Equation (2.25) is an integro-differential equation for the interface position x(t)
and the interface evolution in time is given in Equation (2.26)

x(t) = x(0) +
tZ

0

u(t)dt.

The surface is parametrized by the �nite number of segments, the number of

23
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which is governed by Equation (2.25), which is generally of the form

xh(t) =
n

å
i=1

NiX i(t), (3.1)

with Ni a set of (scalar-valued) basis functions de�ned over the interface G and
X i(t) a set of (vector-valued) time-dependent coef�cients.

In the current chapter, two different ways of discretization are introduced. The
�rst one is based on the triangular discretization of the surface, which is here
referred to as the traditional discretization. The traditional way to discretize
the interface using triangular elements is introduced in Section 3.2. Two well-
known methods to compute the mean curvature are presented in Section 3.2.3.
In Section 3.2.4, a method to compute the higher-order derivatives of the mean
curvature using the linear interpolation of the triangular elements is brie�y
explained. The inaccuracies of the presented methods in computing the mean
curvature and its derivatives are demonstrated in Section 3.2.5. Isogeometric
analysis (IGA) is presented in Section 3.3 as an alternative method to overcome
the mentioned inaccuracies. In Section 3.3.3, different ways of approximating
the velocity �eld using IGA are discussed. Finally, conclusions are drawn in
Section 3.4.

3.2 Triangular mesh representation

To �nd the velocity at a given point on the interface in three-dimensional space
using the boundary integral formulation (2.25), the surface is parametrized by
the de�nition of piece-wise polynomials over a mesh partitioning the interface.
This results in a parametrization of the form of Equation (3.1). One of the most
common methods to parametrize the interface consists of a triangular mesh [23,
24, 82�85]. To construct a discretized interface using triangular meshes, two well-
known possibilities exist: an icosahedron or an octahedron. Both methods follow
the same procedure and are discussed below.

3.2.1 Icosahedron-based triangular mesh

An icosahedron can be used to represent the geometry of an object. The
procedure to create a mesh of the initial spherical geometry is illustrated in
Figure 3.1. Figure 3.1 (a) shows a regular icosahedron with 20 triangular faces
and 12 nodes (or vertices). Next, in Figure 3.1 (b), each of the twenty triangles is
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divided by l equal segments to partition each triangular face of the icosahedron
into l2 �at sub-triangles. Finally, as shown in Figure 3.1 (c), these sub-elements are
projected radially outward onto the spherical surface. The �nal sphere obtained
by this approach has 20l2 triangular elements and 10l2 + 2 nodes. Each node is
connected to 6 other nodes except for 12 extraordinary nodes which are connected
to 5 adjacent nodes (the nodes in Figure 3.1 (a)).

(a) (b) (c)

Figure 3.1 Icosahedron-based triangulation of a sphere: (a) An icosahedron with 20
triangular faces. (b) Subdividing each face of the icosahedron into l2 triangular
sub-elements (in this case, l = 4). (c) A complete discretized sphere obtained by
projecting each element onto the sphere.

3.2.2 Octahedron-based triangular mesh

Another common technique to obtain a triangular discretization of a sphere is
based on an octahedron [84, 85]. Figure 3.2 (a) shows an octahedron, which
consists of 8 triangular faces and 6 vertices. Figure 3.2 shows the procedure
of the construction of a discretized sphere that follows for the icosahedron (see
Section 3.2.1). In this case, the �nal sphere has 8l2 triangular elements and 4l2 + 2
nodes. Each node is connected to 6 other nodes except for 6 speci�c nodes, which
connected to only 4 adjacent nodes (the nodes in Figure 3.2 (a)).

3.2.3 Curvature evaluation

The mean curvature is always present in the stress discontinuity terms across the
interface of the deformable objects (see Section 2.2). Finding the mean curvature
in as accurate as possible way is essential for the robust numerical simulation
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(a) (b) (c)

Figure 3.2 Octahedron-based triangulation of a sphere: (a) An octahedron with 8
triangular faces. (b) Subdividing each face of the octahedron into l2 triangular sub-
elements (in this case, l = 4) (c) A complete discretized sphere obtained by projecting
each element onto the sphere.

of the motion of the interface. Since the mean curvature of the surface is not
properly de�ned in the case of the non-smooth surface triangulations discussed
here, indirect evaluation methods are required. The two most commonly used
methods are discussed next.Contour integration method
Consider S to be the surface encircled by the contour C as shown in Figure 3.3,
where n is the outward normal vector to the surface S, b is the vector orthogonal
to C and in S and t is the tangential vector to the C and in S. The key concept
of the contour integration method is using the variation of the Stokes theorem
represented in Equation (2.33)

Z

C

w� t dl =
Z

S

((r �w)n� (rw)n) dS,

where w is a differentiable vector-valued �eld. By assuming w = n, this theorem
becomes

Z

C

n� t dl =
Z

S

((r � n)n� (rn)n)| {z }
=0

dS, (3.2)
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where (rn)n = (1/2)r(n � n) = (1/2)r(1) = 0. Now, using the identities
�b = n� t and H = (1/2)r � n, Equation (3.2) becomes

�
Z

C

b dl =
Z

S

2Hn dS. (3.3)

From this, the mean curvature can be approximated through [82]

2HnS � 2
Z

S

Hn dS = �
Z

C

b dl, (3.4)

which yields:

H � �
1

2S

������

Z

C

b dl

������
. (3.5)

Two common ways of constructing the contour C on a triangle are:

� The path that passes through the bisectors of the triangle edges and the edge
midpoints surrounding any given point [82] (see Figure 3.3).

� The path that passes through the center of the mass of the triangle edges
and the edge midpoints surrounding any given point [23, 24].

The most common way to examine the accuracy of the method for the compu-
tation of the mean curvature is to check the approximated curvatures with the
analytical values taken from a unit sphere (radius equals one). In this case, the
mean curvature in every point should be equal to 1. In Figure 3.4, the relative
error of the �eld of the mean curvature is plotted versus the number of nodes,
where the error is de�ned as

eH =
kHana � Hnumk
kHanak

with =
n

å
i=1
j2ij, (3.6)

where Hana and Hnum are the exact analytical and the numerically computed
values of H. From Figure 3.4, it is observed that this error measure converges
linearly with the number of nodes.
Although this graph clearly shows convergence of the mean curvature in the
considered global norm, inspection of the computed local curvatures reveals
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O
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Figure 3.3 Schematic representation of the mean curvature calculation at point O, as
presented in Equation (3.4). b is the outward unit normal to the contour C and S
is the surface surrounded by C.

that serious inaccuracies exist at the irregular nodes (12 nodes in the case of the
icosahedron). In these nodes, independently of the number of the elements, the
computed mean curvature is 1.14 (14% percent error).

The local inaccuracies in the computation of the mean curvature are not neces-
sarily a problem when it comes to the simulation of the motion of a drop. As
an example, a sphere with 2000 triangular elements is considered as the initial
con�guration of a drop. A simulation has been performed without background
�ow. Thus, u¥ in Equation (2.25) is equal to zero. Since the equilibrium shape of
the relaxed drop is expected to be a sphere, no obvious deformation is observed.
The 11th node, which is one of the irregular nodes, is considered and Figure 3.5
shows the variation of the mean curvature in this point over time. Evidently,
the mean curvature at the initial moment has 14% inaccuracy (1.14 instead of 1).
However, during the simulation, this inaccuracy gradually disappears and the
mean curvature approaches to the accurate value (which is 1), which indicates
that the interfacial forces stablize the values of the mean curvature at these nodes.
The same behaviour can be observed for the other irregular nodes and also in
other types of the background �ows [23, 24]. In fact, the force terms at the
drop interface correct the computed mean curvature as computed by the contour
integration method and have a stabilizing effect on the simulation.
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Figure 3.4 The relative error of the mean curvature, computed by the contour integration
method for a triangulated sphere based on an icosahedron.Paraboloid �tting method

The idea of approximating the surface by a paraboloid in each node is presented
in Figure 3.6. The description of the procedure to approximate the best �tted
paraboloid and �nd the mean curvature is introduced in Algorithm 1.

Algorithm 1 Curvature �nding procedure using the paraboloid �tting method
Initialization
nO = nOinit . nOinit: Normal vector on O

Approximate the function
repeat

Choose (x0, y0, z0) with O = (0, 0, 0)
Approximate z0 by a quadratic function . See Eq. (3.7)
Find the coef�cients A, B, C, D and E . See Eq. (3.8)
Compute nparaboloid . See Eq. (3.9)

until knparaboloid � nOk < e
Compute the mean curvature . See Eq. (3.11)

A local Cartesian coordinate system (x0, y0, z0) can be de�ned in every node. By
aligning z0 with the outward normal of the point O at the surface, z0 can be
approximated by a quadratic function of x0 and y0. The normal vector outward
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Figure 3.5 Variation of the values of the mean curvature over non-dimensional time for the
11th node, which is one of the irregular nodes with �ve elements connectivity. The
simulation is performed with an initial spheroidal con�guration, while there is no
background �ow.

to one of the elements can be chosen as nOinit. To have the best �tted paraboloid
(since z0 is not aligned perfectly with nO at the �rst selection), an iteration loop is
needed [83].

In the �rst step of this iterative procedure, consider

z0 = Ax0 + By0 + Cx02 + Dx0y0 + Ey02. (3.7)

The coef�cients of the paraboloid are then found by the minimization of

F =
NO

å
i=1

�
Ax0i + By0i + Cx02i + Dx0iy

0
i + Ey02i � z02i

�2

x02i + y02i + z02i
, (3.8)

where NO is the number of nodes in the vicinity which for regular nodes equals
NO = 6 while for irregular nodes NO = 5 (in an icosahedron-based discretization)
or NO = 4 (in an octahedron-based discretization). This minimization can be
done by setting ¶F

¶A = ... = ¶F
¶E = 0. The weights (x02i + y02i + z02i ) are used to

intensify the in�uence of the adjacent nodes [83] . An update normal vector can
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Figure 3.6 Schematic representation of paraboloid �tting for the calculation of the mean
curvature.

now be computed by n = rz0
krz0k , which substantiates to

nparaboloid =
1p

1 + A2 + B2
(�A,�B, 1) . (3.9)

The above steps should be repeated until


nparaboloid� nO



 < e. At the end, the
best �tted paraboloid is found and according to the de�nition, H = 1

2r � n, the
mean curvature is given by

H = �
C + Ep

A2 + B2 + 1
+

A2C + ABD + B2E
p

(A2 + B2 + 1)3
. (3.10)

Zinchenko et al. [83] presented an approximation for the computed mean curva-
ture using the paraboloid �tting method as

H = �(C + E), (3.11)

which is used in this work. In addition, note that in the current case, the typical
number of the connected nodes in the neighborhood, NO, is 6, which is more
than the unknowns A, B, C, D and E (see Section 3.2.1), which is of course not
a problem since the L2 minimization is involved. It should be mentioned that in
the irregular nodes which are connected to only 5 elements, the best paraboloid
could be �tted. More attention should be taken in the case of using an octahedron
to build the discretized mesh, since the irregular nodes are connected to only 4
adjacent nodes which is not suf�cient to complete the analytical approximation
for z0. In this case, one of the closest nodes (or any interpolated point in the
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vicinity) could be used to build up the analytical approximation function for a
paraboloid.

In Figure 3.7, the relative error in the mean curvature of an icosahedron-based
triangulated sphere as computed by the paraboloid �tting method is shown. As
for the contour integration method, this error quantity converges linearly with
the number of nodes.
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Figure 3.7 The relative error of the mean curvature, computed by the paraboloid �tting
method for a triangulated sphere based on an icosahedron.

The mean curvature of the irregular nodes in this method, unlike the contour
integration method, have shown no difference compared to the other regular
nodes and the inaccuracy reported in Figure 3.5 no longer exist. During the time,
it remains accurate when a simulation runs for a drop with no background �ow
(as is the case for the simulation in Figure 3.5).

3.2.4 Gradient of the mean curvature

Equation (2.46) shows the stress terms across a vesicle membrane, one of
which includes the surface Laplacian of the mean curvature. To compute such
higher-order gradients, the paraboloid �tting method as outlined above for the
computation of the mean curvature must be generalized.
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Figure 3.8 displays a regular node O, surrounded by 6 other triangular elements
(Nc = 6). To take the gradient of the mean curvature at this node, a function
which can be used to approximate the mean curvature is required. A linear
approximation of the mean curvature for interpolation is assumed as

H =
3

å
i=1

Ni(x, y, z)Hi, (3.12)

where the shape functions are

N1(x, y, z) =
1
K

[(z3y2 � z2y3)x + (x3z2 � x2z3)y + (x2y3 � x3y2)z] ,

N2(x, y, z) =
1
K

[(x3z1 � x1z3)x + (x1z3 � x3z1)y + (x3y1 � x1y3)z] ,

N3(x, y, z) =
1
K

[(y1z2 � y2z1)x + (x2z1 � x1z2)y + (y2x1� y1x2)z] , (3.13)

whit K a constant given by

K = (y2z3 � y3z2)x1 + (y3z1 � y1z3)x2 + (y1z2 � y2z1)x3. (3.14)

Now, an analytical approximation function of the mean curvature for each
triangular element is obtained. For the selected point O in Figure 3.8, the
above procedure can be applied to all connected triangles. Taking the derivative
of the analytical approximation function of the mean curvature yields the
gradient of the mean curvature in each element. Eventually, taking the average
(either arithmetic or weighted by the areas) of the obtained gradients, gives the
approximated values of the gradient of the mean curvature (rH) in each node.

To �nd the Laplacian of the mean curvature DH, the same procedure can be used
and Equation (3.12) becomes

H,x =
3

å
i=1

Ni(x, y, z)H,xi , (3.15)

where Hi,x = ¶Hi
¶x . The same treatment should be done to �nd H,yi

and H,zi . Now,
for all three components of the gradient of the mean curvature, an analytical
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(x3, y3, z3)

Figure 3.8 Schematic representation of a typical node O in triangular discretization.

relation exists. The same process explained above then yields the Laplacian of
the mean curvature DH.

3.2.5 Dif�culties of the traditional methods to �nd the mean curvature

In the previous sections, the applied methods to �nd the mean curvature and the
gradients thereof on a triangulated surface have been introduced. These methods
have been shown to be applicable for the simulation of drop deformation where
the mean curvature is the dominant force term across the interface [23, 24].
However, in a vesicle and a red blood cell membrane, a higher-order gradient of
the mean curvature exists. Using the linear interpolation of the mean curvature
at each node (see Section 3.2.4), the Laplacian of the mean curvature is obtained.
The computation of these higher-order terms using the methods elaborated in
Sections 3.2.3 and 3.2.4 causes serious dif�culties.

To check the accuracy of the higher order gradients of the mean curvature, an
ellipsoid is considered as an initial con�guration of a vesicle since the mean
curvature of an ellipsoid can be evaluated analytically. An ellipsoid with the
centroid at the origin is given by

x2

a2 +
y2

b2 +
z2

c2 = 1, (3.16)
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from which the mean curvature follows as

H =
1
8

abc
�

3(a2 + b2) + 2c2 + (a2 + b2 � 2c2)(2z2

c2 � 1)� 2(a2 � b2)( x2

a2 �
y2

b2 )
�

�
a2b2

c2 z2 + c2
�

b2

a2 x2 + a2

b2 y2
�� 3

2
,

(3.17)

where a, b and c are the lengths of the axes of the ellipsoid. A comparison
between the analytically and the numerically computed mean curvature, the
surface gradient and the surface Laplacian of the mean curvature is discussed
below.Di�culties of the contour integration method
In Table 3.1, a comparison between the analytically and the numerically cal-
culated mean curvature, the surface gradient and the surface Laplacian of the
curvature is reported for three regular nodes on an ellipsoid with a = 1.35,
b = 1/

p
1.35 and c = 1/

p
1.35. Obviously, the mean curvature is suf�ciently

accurate (the error is always less than 1%). But in the surface gradient of the
mean curvature, the error is signi�cant. For the surface Laplacian of the mean
curvature, the errors are even bigger. In Table 3.2, the same comparison is made
for three irregular nodes where Nc = 5. It is clear that in this case, neither the
mean curvature nor the surface gradient and the Laplacian of the mean curvature
are accurate. It is found that the application of the contour integration method in
the cases of a red blood cell or a vesicle deformation simulation leads to drastic
instabilities, which render the method to be useless.Di�culties of the paraboloid �tting method
In Table 3.3, a comparison between the analytically and the numerically cal-
culated mean curvature, the surface gradient and the surface Laplacian of the
mean curvature is reported for the same three nodes as used in Table 3.1. It is
observed that the calculated mean curvature by the paraboloid �tting method
is slightly less accurate than those calculated by the contour integration method,
however, the accuracy is still reasonable. A comparison between the values of the
surface gradient and the surface Laplacian of the mean curvature with the data
in Table 3.1, shows fairly better performance of the paraboloid �tting method in
�nding the higher-order derivatives of the curvature. Although the numerically
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Table 3.1 A comparison between the analytically and the numerically calculated mean

curvature, the surface gradient and the surface Laplacian of the mean curvature in
three arbitrarily selected regular nodes. All results are obtained using the contour
integration method.

Ncp Hana Hnum rsHana rsHnum DsHana DsHnum

250 2.1411 2.1432
-0.13349
-0.4674
0.4964

-1.1704
-0.4583
0.5444

1.5407 -0.3788

600 1.7849 1.7817
0.5492
-0.1214
-0.1069

0.5446
�7.72� 10�2

-0.1634
1.1387 1.1384

900 1.9556 1.9557
0.8614
0.2002
-0.3335

0.8725
0.2278
-0.3262

1.4179 1.3569

Table 3.2 A comparison between the analytically and the numerically calculated mean
curvature, the surface gradient and the surface Laplacian of the mean curvature in
three irregular arbitrarily selected nodes with Nc = 5. All results are obtained using
the contour integration method.

Ncp Hana Hnum rsHana rsHnum DsHana DsHnum

11 2.8442 3.2487
1.5189

6.14� 10�15

1.9367

1.7977
�1.08� 10�7

1.5767
-2.6657 -6.5885

66 1.6954 1.9420
0.3335
0.0541
0.0284

0.3536
�8.23� 10�2

�4.34� 10�2
0.9633 -4.1150

131 2.2249 2.5457
1.2366
-0.6295
-0.5355

1.3479
-0.4428
-0.3773

1.4959 -5.2850

computed surface Laplacian of the mean curvature is not very accurate, they are
still appear to be acceptable.

The result for a vesicle deformation simulation, including all terms of the bending
force across the membrane with an ellipsoidal initial con�guration in shear �ow
is shown in Figure 3.9. Slightly after starting the simulation, some points begin
to badly deform and �nally an unexpected distortion occurres. This contrasts the
observations reported in Table 3.3, which shows an acceptable accuracy of the
gradient of the mean curvature for all regular nodes. By closer inspection, it is
found that the wrinkles start from the irregular points and these wrinkles become
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Figure 3.9 A snapshot of a simulation break down for a vesicle with an initial ellipsoidal
con�guration. All stress jump terms are calculated using the paraboloid �tting
method.

bigger until the simulation breaks down. By looking at Table 3.4 and comparing
the analytical with the numerically computed surface gradient and the surface
Laplacian of the mean curvature, the reason of the unexpected distortion shown
in Figure 3.9 is discovered. The Laplacian of the mean curvature at these nodes is
still inaccurate and results small wrinkles, which are intensi�ed in the time and
subsequently the simulation cause to crash. Despite the fact that the paraboloid
�tting method simpli�es the vesicle bending force term, still it does not give the
satisfactory results.

Table 3.3 A comparison between the analytically and the numerically calculated mean
curvature, the surface gradient and the surface Laplacian of the mean curvature in
three regular arbitrarily selected nodes. All the values are based on the paraboloid
�tting.

Ncp Hana Hnum rsHana rsHnum DsHana DsHnum

250 2.1411 2.1410
-0.13349
-0.4674
0.4964

-1.1538
-0.4953
0.5029

1.5407 1.6194

600 1.7849 1.7908
0.5492
-0.1214
-0.1069

0.5461
-0.1217
-0.1090

1.1387 1.1306

900 1.9556 1.9626
0.8614
0.2002
-0.3335

0.8635
0.2138
-0.3310

1.4179 1.3163

The irregular nodes (with �ve element connectivity) effectively cause serious
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Table 3.4 A comparison between the analytically and the numerically calculated mean

curvature, the surface gradient and the surface Laplacian of the mean curvature in
three irregular arbitrarily selected nodes with Nc = 5. All the values are based on
the paraboloid �tting.

Ncp Hana Hnum rsHana rsHnum DsHana DsHnum

11 2.8442 2.8518
1.5189

6.14� 10�15

1.9367

1.5106
4.62� 10�2

1.9250
-2.6657 -0.6291

66 1.6954 1.6993
0.3335
0.0541
0.0284

0.3452
5.69� 10�2

3.25� 10�2
0.9633 1.0079

131 2.2249 2.2307
1.2366
-0.6295
-0.5355

1.2338
-0.6324
-0.5332

1.4959 1.3077

dif�culties in the modeling of the vesicle deformation and lead to instabilities.
These dif�culties motivates the usage of an alternative discretization to overcome
these problems. Therefore, in the next section, isogeometric analysis (IGA) is
presented as a new discretization technique to create the interface using higher-
order B-splines.

3.3 Isogeometric analysis

In the previous sections, triangulation-based surface discretization methods and
the ways to compute the mean curvature have been introduced. To overcome the
dif�culties associated with the computational inaccuracies in the curvatures and
derivatives thereof, an alternative method is proposed here, viz. Isogeometric
Analysis. In combination with the boundary integral formulation, this method
is referred to as the Isogeometric analysis boundary integral method (IGA-
BIM). Recentely, IGA has been successfully applied for the discretization of the
boundary element and boundary integral method. Politis et al. have used IGA
to solve potential-�ow problems [29]. They have shown the improvement rate
of convergence IGA-BIM compared to classical BIM. Takahashi and Matsumoto
used IGA to solve the Laplace equation in 2D [30] and Simpson et al. used this
method for elastostatic analysis [31]. Also, in 3D, Heltai et al. have applied
nonsingular IGA for Stokes �ows and have shown the better results with regard
to accuracy [32]. Moreover, Lin et al. have presented the boundary integral-based
IGA approach to shape optimization [86].
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As discussed in the previous sections, in traditional boundary integral formu-
lations, the surface is parametrized by the de�nition of piece-wise polynomials
over an element discretizing the surface presented in (3.1). These basis functions
are continuous (but not smooth) over the element boundaries and are interpo-
latory at the nodes. Consequently, the nodes serve as the coef�cients in the
discretization (3.1). The surface velocity vector u, given by Equation (2.25) will
be discretized as

uh(x, t) =
n

å
i=1

Ni(x)U i(t), (3.18)

with Ni(x) a set of (scalar-valued) basis functions de�ned over a parameter
domain �G � R2 and U i(t) the control point velocities. Note that the superscript
h is used to indicate that xh is a �nite dimensional approximation of the surface.

Here, isogeometric analysis [27] of the motion of the deformable objects under
the in�uence of a background �ow is performed. The key ingredient of this iso-
geometric analysis is that a B-spline representation of the interface is employed.
In contrast to the traditional BIM, the spline basis functions are generally smooth
over the parameter domain and can be used to construct a smooth surface using
Equation (3.1). This smooth surface representation facilitates the direct evaluation
of the surface normals and the mean curvatures and allows the higher-order
surface derivatives to be incorporated in the formulation. These higher orders
derivatives are particularly needed when the method is to be applied to e.g. a red
blood cell or a vesicle. Therefore it is anticipated that Isogeometric analysis can
remedy the dif�culties with traditional BIM as explained in Section 3.2.5.

In the remainder of this section, the B-spline basis functions, which in combi-
nation with the control net de�ne a B-spline parametrization of the interface,
and further relations to obtain the normal vector and the mean curvature
on this parametrized surface are introduced. The way of creating the initial
con�guration is presented and a convergence study is performed. Moreover,
two approximation methods to determine the velocity of the control points are
described.

3.3.1 B-spline surface parametrization

To de�ne the B-spline parametrization of the interface, �rst, the de�nition of a
univariate B-spline will be introduced. A univariate B-spline is de�ned by a knot
vector X =

�
x1, x2, . . . , xn+p+1

�
where xi 2 R is the ith knot, and i = 1, 2, ..., n +
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p + 1, with n the number of basis functions and p the order 1 of the B-spline.
The knot vector is non-decreasing and is said to be open if the �rst and last knot
values are repeated p + 1 times. The B-spline functions are de�ned recursively,
starting with p = 0:

Ni,0(x) =

(
1 xi � x < xi+1

0 otherwise.
(3.19)

The higher degree B-spline shape function then follow as [87, 88]:

Ni,p(x) =
x � xi

xi+p � xi
Ni,p�1(x) +

xi+p+1 � x
xi+p+1 � xi+1

Ni+1,p�1(x). (3.20)

In combination with a control net fX ign
i=1 these B-spline basis functions de�ne a

B-spline curve according to Equation (3.1).

A B-spline surface is constructed as the tensor product of two B-spline curves.
In order to construct the bivariate basis functions, the parameter domain �G =
[x1, xkx ]
 [h1, hkh ] which is partitioned by the knot vectors X andH is considered.
With fNi,px (x)gnx

i=1 and fNi,ph (h)gnh
i=1 the univariate basis functions de�ned over

X andH, respectively, the bivariate basis functions then follow as

Ni(x) = N�,px (x)Nâ,ph (h), (3.21)

with i = � + (â � 1)nx = 1, . . . , n(= nxnh). Note that x = (x, h) and that the
subscript indicating the spline order is dropped for notational convenience in the
case of the bivariate basis functions. In combination with a control net fX ign

i=1
the bivariate spline basis functions (3.21) yield a B-spline surface according to
Equation (3.1).

From the vantage point of implementation, a local description of the basis
functions is bene�cial. To localize the basis functions (3.21) to the elements, two
data structures are required: An IEN-array and element extraction operators [89].

The IEN-array provides the connectivity information between the elements and
basis functions through A = IEN(a, e) with element index e and global and local
basis function indices, A = 1, ..., n and a = 1, ..., ne, respectively. For a bivariate
basis function ne = (p + 1)2 where p is the order of the B-splines (equal in both
directions).

Table 3.5 displays the IEN array for the case of mx = 10 and mh = 5 where mx
and mh are the number of elements in x and h directions, respectively. Note that

1The terms order and degree are used synonymously in this work.
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this table only shows the connectivity of the �rst 10 elements. The pole control
points (points 1 and 6 in Figure 3.11 (right)) are made coincident and therefore,
only a single point is used. Hence, in Table 3.5, IEN(a, e) = 1 when e is from
1, ..., 10 and a ranges from 1, ..., (p + 1). Furthermore, attention should be paid to
the arrangement of IEN(a, e) when a is 9 and 10 where the IEN array establishes
the coincidence of the �rst two and the last two control points in circumferential
direction, which is needed to create a closed or periodic spline in this direction.

Table 3.5 The IEN-array which is constructed for a sphere with 50 elements and 52 control
points while p = 2, mx = 10 and mh = 5. This IEN-array maps the local basis
function a and the element index e to the corresponding global control point A where
IEN(a, e) = A. This table shows only the connectivity of the �rst 10 elements.

Element number (e)
a 1 2 3 4 5 6 7 8 9
1 1 1 1 2 3 4 12 13 14
2 1 1 1 3 4 5 13 14 15
3 1 1 1 4 5 6 14 15 16
4 1 1 1 5 6 7 15 16 17
5 1 1 1 6 7 8 16 17 18
6 1 1 1 7 8 9 17 18 19
7 1 1 1 8 9 10 18 19 20
8 1 1 1 9 10 11 19 20 21
9 1 1 1 10 11 2 20 21 12
10 1 1 1 11 2 3 21 12 13

In addition, since the B-spline basis functions are not the same for every element,
a linear operator is used to enforce the parent element concept. This mapping
reads

Ne = CeB, (3.22)

with B the Bernstein polynomials and where Ce is referred to as the BØzier
extraction operator. For details on the derivation of the BØzier extraction for
multivariate splines, see [89, 90]
Since the normal vector and the mean curvature are present in the stress
discontinuity terms of all deformable objects, the BIM requires the evaluation
of these two parameters (see Section 2.2). Following the surface parametrization
(3.1), the normal vector at any point on the discretized surface is de�ned as

nh =
gh

1 � gh
2��gh

1 � gh
2
�� , (3.23)
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with gh

1 = ¶xh

¶x and gh
2 = ¶xh

¶h the covariant basis vectors. Note that the arguments
of the covariant basis vectors and normal vector are omitted for notational
convenience.

The mean curvature is de�ned as the surface divergence of the surface normal
and can ultimately be expressed as

Hh =
1
2

B11A22 � 2B12A12 + B22A11
det (A)

, (3.24)

with the components of the �rst fundamental form A de�ned as

Aab = gh
a � g

h
b a, b = 1, 2, (3.25)

and the components of the second fundamental form B as

Bab =
gh

a � n
h
,b + gh

b � n
h
,a

2
a, b = 1, 2. (3.26)

3.3.2 Initial geometry representation

A spherical initial surface, which, in accordance with Equation (3.1) is
parametrized by

xh(x, 0) =
n

å
i=1

Ni(x)X i(0). (3.27)

The basis functions Ni(x) are de�ned over the bivariate parameter domain �G as
shown in Figure 3.10. In the x-direction, the parameter domain is partitioned
by the increasing knot vector X = [�pxhx , . . . 0, hx , 2hx , . . . , 1, . . . , 1 + pxhx ], with
hx = 1/mx and mx the number of elements in the x-direction. The number of basis
functions in x-direction is equal to nx = mx + px . In the h-direction, the parameter
domain is partitioned by the open knot vector H = [0, . . . , 0, hh, 2hh, . . . , 1, . . . , 1],
where the �rst and last knot values (0 and 1) are repeated ph + 1 times, and with
hh = 1/mh and mh the number of elements in the h-direction. The number of
basis function in the h-direction is nh = mh + ph , and, consequently, the total
number of basis functions is equal to n = nxnh = (mx + px)(mh + ph) and the
total number of elements is equal to m = mxmh.

The control net in latitudinal direction is illustrated in Figure 3.11 (left). Note
that, in order to create a closed spline, the last px control points should coincide
with the �rst px control points. The position of the control points is determined
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Figure 3.10 The spherical surface G is created by mapping the rectangular parameter
domain �G onto the physical domain.

using an L2-projection which optimally (with regard to homogeneity of the
radius) approximates an exact circle. Figure 3.11 (right) shows the control net
in the longitudinal direction. Note that, in contrast to the B-spline in latitudinal
direction, the longitudinal spline is open. The boundaries of this open spline
coincide with the poles of the sphere. The initial position of the control points, to
be used in combination with the parametric map (3.27), is given by

X i(0) =

2

4
Râ/R 0

0 Râ/R
0 0

3

5Xx
� (0) +

2

4
0 0
0 0
0 1

3

5Xh
â (0), (3.28)

with i = � + (â � 1)nx = 1, . . . , n(= nxnh) and Râ = [1, 0]Xh
â (0). To enforce

the continuity of the surface at the poles, the corresponding control points are
made coincident. It should be mentioned that points 1 and 6 in Figure 3.11 (right)
located at the poles of the sphere are special points where the normal vector and
the mean curvature computation is numerically impossible. In Section 3.3.3, it is
discussed how these points are treated to alleviate the problem.

To gain insight in the accuracy of the isogeometric boundary integral formulation,
�rst, the approximation quality of the spline representation of the deformable
object in the initial con�guration is discussed here. The normal vector and the
mean curvature are the common terms which can be found in the stress terms
at the interface of all introduced deformable objects in Section 2.2. Figure 3.12
indicates the mesh convergence behavior of the approximation of the surface
area, volume, normal vectors and mean curvatures while the L2-error is de�ned
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Figure 3.11 Schematic representation of the control net in the latitudinal direction (left) and
longitudinal direction (right) for the case that mx = 8, mh = 4 and px = ph = 2.

as

e2 =


2ana �2h





k2anak
with k2k �G =

rZ

�G
(2)2 d �G. (3.29)

In Figures 3.12(a) and 3.12(b), it is observed that the relative errors of the surface
area and volume converge asymptotically. In Figures 3.12(c) and 3.12(d), the
relative L2-errors of the �eld of normal vectors (3.23) and the mean curvature �eld
(3.24) are plotted versus the number of control points. Both quantities converge
asymptotically with the number of control points.

3.3.3 Approximation of the velocity �eld

In the current analysis, the interface of deformable object is determined by
the control net X i(t) at any moment in time. With the initial surface de�ned
through the initial control net as discussed above, the evolution of the surface
is determined by the evolution Equation (2.26). The surface velocity vector u,
which is given by Equation (2.25), is discretized as shown in Equation (3.18).
Note that, as for the initial geometry, the velocities of the �rst and last px control
points in circumferential direction are made coincident to create a closed spline
representation in this direction. In contrast to the basis functions used in the
traditional BIM, spline basis functions do not possess the Dirac property, and
hence the control point velocities cannot be determined by direct point-wise
evaluation of (2.25).
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Figure 3.12 The relative error (3.29) of various geometric properties of the spherical initial
con�guration: a) the surface area; b) the volume; c) the normal vector; d) the mean
curvature. All the errors are plotted as a function of the number of control points, n.

Here, the control point velocities are computed by means of an L2-projection and
a collocation method which are discussed in the following.

L2-projection
The control point velocities can be determined by the minimization of the L2-
norm of the difference between the surface velocity approximation (3.18), uh, and
the point-wise velocity �eld computable through Equation (2.25), u, given by

E = ku� uhk �G, (3.30)
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where the L2-norm over the parameter domain �G is de�ned in (3.29). To express
this minimization problem as a linear system of equations, the discretization
(3.18) is reexpressed as

uh(x, t) = N(x)a(t), (3.31)

with

N =

2

4
N1 0 0 � � � Nn 0 0
0 N1 0 � � � 0 Nn 0
0 0 N1 � � � 0 0 Nn

3

5 , (3.32)

and aT = [UT
1 , . . . , UT

n ]. Substitution of Equation (3.31) into Equation (3.30) and
performing the minimization results in the linear problem

�Z

�G
NTN d �G

�

| {z }
A

a =
Z

�G
NTu d �G

| {z }
b

. (3.33)

The evaluation of the integral expressions for the left-hand-side matrix, A, and
right-hand-side vector, b, is carried out numerically using Gauss quadrature.
In all cases, depending on the order of the used B-spline (p), p2 Gauss points
are used. This implies that the convolution integral in Equation (2.25) is to be
evaluated in all integration points (at every time step), which results in a nested
element loop in the algorithm.

Collocation method
As an alternative to determine the control point velocities, U i(t), using an L2-
projection, the collocation method is employed. Various studies have shown
the superior behavior of the isogeometric collocation method over Galerkin
method in terms of accuracy-to-computational-time ratio and other aspects
[86, 91�93]. The idea of the collocation method is to equate the approximate
velocity �eld (3.18), which is parametrized by 3� n coef�cients, to the velocity
�eld computable through Equation (2.25) in n collocation points, fxcol

1 , . . . , xcol
n g,

which results in the system of 3� n equations

N(xcol
i )a = u(xcol

i ) i = 1, . . . , n. (3.34)
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Like in the case of the L2-projection this system can be written in the form

Aa = b, (3.35)

which can be solved to determine the control point velocities represented by a.
Note that the size of this linear system is the same as the L2-projection. The
number of evaluations of the convolution integral (2.25) is, however, generally
different.

Here, the Greville abscissae [94, 95] are used as a starting point for selecting the
collocation points. As an example, let us consider the case that a second-order
spline (px = ph = 2) with mx = 8 elements is available in circumferential
direction and mh = 4 elements in longitudinal direction. In this case, the knot
vectors are given by

X = [�2hx ,�hx , 0, hx , 2hx , . . . , 1� hx , 1, 1 + hx , 1 + 2hx ]. (3.36)
H = [0, 0, 0, hh, 2hh , . . . , 1� hh , 1, 1, 1]. (3.37)

The Greville abscissae in circumferential direction are obtained as
�
�

hx

2
,
hx

2
,
3hx

2
, . . . ,

2� hx

2
,
2 + hx

2

�
, (3.38)

and those in longitudinal direction as
�
0,

hh

2
,
3hh

2
, . . . ,

2� hh

2
, 1
�

. (3.39)

The Greville abscissae for this case are illustrated in Figure 3.13. Note that for
even spline orders the Greville abscissae are face-centered. In the case of odd
orders, the abscissae will be vertex centered. Also note that the �rst and last
Greville points in circumferential direction are not inside the parameter domain.
In fact, those points are not needed to be used as collocation points since the �rst
two and last two control points in circumferential direction are made coincident
in order to preserve the closed spline representation in that direction. Similarly,
because the pole control points are made coincident, only a single Greville point
is used in circumferential direction as a collocation point at the poles. Because
of the fact that the normal vector is not uniquely de�ned at the poles, a small
offset, denoted by e, for those collocation points is employed. In Figure 3.13, the
collocation points are also depicted.
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Figure 3.13 Distribution of the Greville abscissae (�) and collocation points (}) for mx = 8,
mh = 4 and px = ph = 2.

3.4 Conclusions

Since the boundary integral formulation introduced in Chapter 2, only involves
the interface between two �uids, the primary concern of the BIM is the dis-
cretization of this interface. Traditional BIM, which discretizes the interface using
triangular elements surface is found to be not accurate enough in evaluating
the mean curvature. This weakness is more pronounced when the higher-order
derivatives of the mean curvature are involved in the stress discontinuity at the
surface. This is particularly needed when the method is to be applied to e.g. a red
blood cell or a vesicle.
Isogeometric analysis is introduced to overcome these dif�culties by discretizing
the interface using a B-spline parametrization. Unlike the traditional BIM,
the spline basis functions, used in the isogeometric BIM are generally smooth
over the parameter domain and can be used to construct a smooth surface.
This advantage of having a smooth surface representation allows for a unique
de�nition of the surface gradients over the complete surface of a deformable
object, and therefore facilitates the direct evaluation of the surface normals and
the mean curvatures and opens the doors to incorporating higher-order surface
derivatives in the formulation.



Isogeometric analysis for drop deformationChapter 4
4.1 Introduction

The pioneering work on drop behavior was carried out by Taylor [1, 96]. He
introduced small deformation theory to express that the mechanism behind drop
deformation depends purely on the capillary number and viscosity ratio between
the internal and external �uids. Taylor theory is still being used in many studies
to �nd the interfacial tension [97�100] and has been validated experimentally
[101, 102]. Small deformation theory is only applicable when the drop remains
practically spherical, which is generally the case if the capillary number is much
smaller than unity [103]. A few theoretical analyzes limited to small capillary
numbers and near-spherical drop shapes are reported in [104, 105]. For larger
capillary numbers the drop deviates from the spherical shape and becomes
slender, and may eventually break up in multiple drops. Slender-body theories,
which can be regarded as extensions of the small deformation theory, have been
introduced for such cases [24, 106�109]. Some complex phenomena, such as drop
break up and drop-drop interaction, have also been studied both theoretically
and experimentally [110].
To study arbitrary deformations of single and multiple drop systems and phe-
nomena such as drop break-up and drop coalescence, numerical analysis is
indispensable. In Chapter 2, the principal formulations of the boundary integral
method (BIM) have been introduced and discussed. The boundary integral
method based on triangulated interfaces has been widely used for the simulation
of drops. For instance, excellent agreement between numerical simulations and
experimental observations in drop break-up in three-dimensional viscous �ows
has been reported by Cristini et al. [18]. They have also studied the deformation
and break-up of drops in isotropic turbulent �ow using the boundary integral
method (BIM) [111]. The same method has been used to investigate the
interaction between deformable drops in Stokes �ow with large deformations

49
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[112]. In addition, Janssen and Anderson [24, 113] used the boundary integral
method to solve the governing Stokes equations on drops in con�ned geometries.
In this chapter, the isogeometric boundary integral formulation as introduced
in Chapter 3 is tested for the case of the drop. Although the traditional BIM
has been successfully applied to this case, the use of IGA-BIM is potentially
advantageous. The smoothness of the spline basis functions used in IGA allows
a unique and unambiguous de�nition of the surface gradients over the surface of
a drop, and consequently, facilitates the straight-forward and ef�cient evaluation
of the normal vectors, mean curvatures, etc.
Following the ideas established in literature, IGA is used to mimic the motion
of a drop in shear �ow, the deformation of which is characterized by the Taylor
deformation

D =
L� B
L + B

, (4.1)

where L and B are twice the maximum and minimum distances from the interface
to the drop center, respectively. A typical result for the Taylor deformation as a
function of time is shown in Figure 4.1. The drop starts deforming and deviating
from the initial spherical shape. Then, it elongates as an ellipsoid and orients
itself in a �xed direction. Depending on the magnitude of interfacial tension, or
the viscosity ratio, the drop might also break up or there might not be a stable
drop shape (e.g. a tumbling mode).
In the remainder of this chapter, the mathematical formulation of the current
model is presented in Section 4.2. Next, in Section 4.3 numerical results are
discussed, which contain a veri�cation of the used IGA-BIM method, a spatial
discretization study and a comparison between the results obtained by L2-
projection and the collocation method. Finally, conclusive remarks are presented
in Section 4.4.

4.2 Mathematical formulation

As discussed in Section 2.2.1, the mean curvature is the dominant term in the
stress discontinuity at the interface of a drop, as expressed in Equation (2.38). In
non-dimensional form (for a detailed discussion on the non-dimensionalization
procedure, see Appendix 5.A), this force can be rewritten as

f (x) =
2

Ca
H(x)n(x), (4.2)
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Figure 4.1 A typical experimental result for the Taylor deformation as a function of time for
a drop in shear �ow. In this particular case, the viscosity ratio (in this �gure denoted
with p) equals 0.09. The �gure is taken from book chapter [114].

where Ca, is capillary number, which is de�ned as the ratio between viscous and
surface tension forces. For a drop with undeformed radius R in shear �ow, the
capillary number is generally de�ned as

Ca =
R �gm1

s
, (4.3)

where m1 is the matrix �uid viscosity, s is the interfacial tension between the drop
and matrix phases, and �g is the shear rate which, as shown in Figure 2.1, in simple
shear �ow is the derivative of the �rst component of the ambient velocity with
respect to the z direction.

With the initial surface de�ned through the initial control net (see Section 3.3.2),
the evolution of the surface is determined by the evolution equation (2.26). Since
the interest is in the evolution of the drop shape, and not on the in-plane motion of
the interface, in the remainder the tangential components of the surface velocity
vector are omitted by using the normal velocity vector

un = (u � n)n, (4.4)

where the full surface velocity vector u is given by Equation (2.25). This velocity
�eld will be discretized according to Equation (3.18).
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With the exception of Section 4.3.1, in the remainder of this section, the numerical
analysis of the deformation of an initially spherical drop suspended in a shear
�ow is considered, which is centered at the origin of the coordinate system with
non-dimensional radius equal to one (see Figure 2.1).

Since the forward Euler scheme is conditionally stable, a critical time step size
exists. In [83, 115] it is postulated that the critical time step is dictated by the
capillary number and spatial discretization according to

D t < O(min(Dx) Ca), (4.5)

where Dx is a measure of the minimal element size. Note that in the multivari-
ate case, and particularly in the isogeometric discretization, an unambiguous
de�nition of the element size is missing. Nevertheless, the above expression
indicates that a decrease in mesh size will result in a more strict requirement on
the allowable time step.

In Table 4.1, the stability of the time integration scheme for various mesh sizes
and time step sizes is studied. All simulations in this table have been conducted
with Ca = 0.2 for a drop in shear �ow. The results indicate that indeed, the
time step required for a stable time integration decreases as the number of the
elements increases.

Table 4.1 Numerical stability of the forward Euler time integration scheme for various
mesh sizes (number of control points) and time step sizes. A stable solution is
indicated by a checkmark (X), whereas an unstable solution is marked by a cross
(�).

n D t = 0.01 D t = 0.005 D t = 0.0025 D t = 0.0001
290 X X X X
394 � X X X
514 � � X X
650 � � � X

4.3 Numerical results

In this section, the numerical results obtained using the isogeometric boundary
integral method for the simulation of drop deformation are represented. Initially,
a set of veri�cation simulations is performed to test the correctness and accuracy
of the IGA boundary integral method. Then, different aspects of drop deforma-
tion in shear �ow are extensively discussed.
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4.3.1 Veri�cation

Two common ways to verify the isogeometric boundary integral method are
discussed in this section. The �rst is drop recovery, for which an initially
ellipsoidal drop without background �ow is considered. For the simulation, it
is expected that the drop will recover to a sphere. The second veri�cation item
is a comparison between the current isogeometric BIM and the traditional BIM
as reported in previous studies, while the drop is submersed in a shear matrix
�uid [24].Drop recovery
As a �rst numerical simulation to verify the correctness of isogeometric boundary
integral method, the motion of an initially ellipsoidal drop in the absence of a
background �ow �eld, u¥ = 0, is considered. The initial geometry is obtained by
applying an af�ne transformation to the control points of the spherical geometry.
This af�ne transformation is made by stretching the initial control net as follows:

X i =

0

@
s1 0 0
0 s2 0
0 0 s3

1

A

| {z }
S

Pi i = 1, . . . , n (4.6)

where P is the control points represented in Section 3.3.2 and S is the stretching
matrix, which in this case is considered with s1 = 1.5 and s2 = s3 = 1. It is
fundamental property of B-splines that an af�ne transformation of the geometry
can be established through the same transformation of the control net.

It is well known that the equilibrium shape of the drop in relaxed condition is a
sphere. Figure 4.2 shows the drop deformation in time expressed in terms of the
major and minor axes, L and B, for a drop with Ca = 0.2, l = 1 and 392 elements
(see Section 3.3.2 for a detailed discussion on the de�nition of the mesh). The
initial shape and equilibrium shape are also depicted in the �gure. As can be
seen, the interfacial force gradually deforms the initially ellipsoidal drop to the
spherical equilibrium shape. In this equilibrium state, the major and minor axes
are identical. Note that as a consequence of the volume conservation, the stable
shape yields L = B = 3

p
1.5 � 1.145
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Figure 4.2 Evolution of the major and minor axes, L and B, in time for a drop with an
initially spherical shape in the absence of a background �ow �eld for Ca = 0.2. Due
to the incompressibility condition, the volume of the drop during the deformation,
remains constant.Drop deformation under shear �ow

Now, the deformation of an initially spherical drop suspended in a shear �ow is
considered. In this case, the non-dimensional imposed �ow is given by

u¥(x) =

0

@
x3
0
0

1

A . (4.7)

In Figure 4.3, the drop deformation is shown as a function of time for the case in
which the capillary number is equal to 0.2. The drop deformation is measured
by means of the Taylor deformation parameter D as de�ned in Equation (4.1).
The presented result is obtained using a mesh with 200 elements. It is observed
that initially the Taylor deformation is equal to zero, which corresponds to the
spherical initial con�guration. The �ow gradually elongates and re-orients the
drop. During the deformation of the drop, its centroid remains in the same
position, as is expected from symmetry considerations. At approximately t = 3,
the drop reaches a stationary shape. The obtained stable value of the Taylor
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Figure 4.3 Taylor deformation over non-dimensional time for a drop in shear �ow for Ca =
0.2.

deformation, D = 0.2235, closely resembles results reported in literature [24]. For
the sake of comparison, in Figure 4.3 also the results obtained using the boundary
integral formulations as described in [24] are included. It is observed that the
results obtained using the isogeometric approach, closely resemble these results.
A more detailed discussion on the performance of the isogeometric approach in
terms of computational effort is considered in Section 4.3.3.

In Figure 4.4, the in�uence of the capillary number on the drop deformation is
studied. All results are obtained using 512 quadratic elements (second order B-
splines are used, see Section 3.3.1). Figure 4.4(a) shows the Taylor deformation
with respect to time for different capillary numbers. The corresponding stable
drop shapes are depicted in Figure 4.4(b). With an increase in the capillary
number, the viscous forces increase with respect to the interfacial forces. The
result is a more severe distortion of the initially spherical drop.

According to [104] the stable Taylor deformation for small capillary numbers is
given by

D =
5(19l + 16)

4(l + 1)
r�

20
Ca

�2
+ (19l)2

, (4.8)

As can be seen from Table 4.2, the isogeometric results closely match the
analytically computed values in the case of small capillary numbers, e.g. 0.5 and
1.4 percent error for Ca = 0.1 and Ca = 0.15, respectively. As the capillary
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Figure 4.4 (a) Taylor deformation in time and (b) stable drop shapes computed with 512
quadratic spline elements for several capillary numbers.
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Table 4.2 Comparison of the stable Taylor deformation parameter computed with the
isogeometric boundary integral method with 512 quadratic elements and with the
analytical expression provided by Equation (4.8).

Ca Analytical IGA BIM Difference%
0.1 0.1089 0.1094 0.459
0.15 0.1624 0.1648 1.477
0.2 0.2149 0.2209 2.792
0.25 0.2660 0.2788 4.812
0.3 0.3156 0.3393 7.5095
0.35 0.3633 0.4036 11.092

(a) (b)

Figure 4.5 Stable drop shape and corresponding control net determined with 130 elements
for (a) Ca = 0.2 and (b) Ca = 0.3.

number increases, the analytical expression (4.8) becomes less accurate, whereas
the isogeometric analysis results remain valid. It has to be pointed out, however,
that the accuracy of the isogeometric approximating is negatively affected by an
increase in capillary number. This effect can be observed from the control net
in the stable con�guration, as depicted in Figure 4.5 for the cases that Ca = 0.2
and Ca = 0.3. It is observed that the control net can be coarse at places where
the curvature is large, which has a negative effect on the discretization accuracy.
Evidently, this effect is intensi�ed when the capillary number (and hence the
maximum curvature) is increased. A possible remedy to this effect, is to employ
a curvature-based control point redistribution algorithm. Such algorithms have
been successfully applied in boundary integral methods [23]. In this thesis, the
capillary number is limited to 0.35. In all considered cases, a suf�ciently accurate
solution is obtained without the use of a control point redistribution algorithm.



58 4 Isogeometric analysis for drop deformation

0 1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

Time

Ta
yl

or
 d

ef
or

m
at

io
n

 

 

128 elements
200 elements
288 elements
512 elements
648 elements

4 4.2 4.4 4.6 4.8

0.212

0.214

0.216

0.218

0.22

0.222

0.224

0.226

(a)

0 1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

Time

Ta
yl

or
 d

ef
or

m
at

io
n

 

 

128 elements
200 elements
288 elements
512 elements
648 elements

4.25 4.3 4.35 4.4 4.45 4.5 4.55 4.6 4.65 4.7

0.2225

0.223

0.2235

0.224

0.2245

0.225

(b)

Figure 4.6 Taylor deformation of the drop versus time for various numbers of elements
and Ca = 0.2. The approximation is based on (a) the collocation method or (b) the
L2-projection method.

4.3.2 Spatial discretization aspects

In this section, some numerical aspects of the isogeometric spatial discretization
are discussed. After consideration of the approximation behavior under mesh
re�nement, the numerical integration scheme for the evaluation of the convolu-
tion integral (2.25) is studied. Also, the effect of the enforcement of the volume
constraint by means of the Lagrange multiplier approach is numerically studied.Mesh convergence
In Figure 4.6, the Taylor deformation as a function of time is compared for various
mesh sizes. All results in this �gure are obtained using quadratic splines for the
case that Ca = 0.2. In Table 4.3(left), some mesh characteristics are assembled.
Note that the relation between the number of degrees of freedom and the number
of elements differs signi�cantly from that in the case of Lagrange elements. For
example, the second-order Lagrange element mesh with 200 elements would
consist of 762 nodes, which is signi�cantly higher than the 202 control points
in the case of the B-spline representation. From Figure 4.6, it is observed that the
collocation method converges slower than the L2-projection method. A possible
reason for this is that the collocation method does not minimize the error in a
certain norm; this in contrast to the L2-projection. Further comparison between
the L2-projection and collocation methods is considered in section 4.3.3.
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Table 4.3 The relation between the number of control points (n) and number of elements
(m) for different orders of splines (p).

m p n
128 2 130
200 2 202
288 2 290
512 2 514
648 2 650

m p n
200 2 202
200 3 222
200 4 242
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Figure 4.7 Taylor deformation of the drop versus time for various spline orders and Ca =
0.2. The approximation is based on (a) the collocation method or (b) the L2-projection
method.

In Figure 4.7, the response of a drop for various spline orders is studied, while
keeping the number of control points constant at 202. In Table 4.3(right), the
number of control points for the various meshes is listed. It is noted that the
number of control points, and hence the number of degrees of freedom, in the
isogeometric analysis setting only marginally increases with an increase in the
approximation order; this in contrast to Lagrange elements. It is observed that
increasing the spline order only marginally affects the obtained response. How-
ever, clear convergence behavior upon increasing the spline order is not observed.
The reason for this is that increasing the spline order is, in fact, not a re�nement
operation in the sense that it (signi�cantly) enriches the approximation space [27].
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In the current computation of the control point velocities, fU ign

i=1, the evaluation
of the convolution integral (2.25) is required. Since the integrand in (2.25) is
singular due to the singular Green’s functions, direct evaluation of the integral
using Gauss quadrature is inef�cient. To alleviate this problem, singularity
subtraction [116] is applied. The key idea is illustrated by considering the integral

I(x0) =
Z

G

H(x)G(x, x0)n(x) dG. (4.9)

Now, de�ne �H(x, x0) = H(x)�H(x0) as the variation of the mean curvature with
respect to the curvature at x0, and substitute it in the above integral to obtain

I(x0) =
Z

G

�H(x, x0)G(x, x0)n(x) dG + H(x0)
Z

G

G(x, x0)n(x) dG. (4.10)

Using the identity
Z

G

G(x, x0)n(x) dG = 0, (4.11)

the second term of Equation (4.10) vanishes, and hence

I(x0) =
Z

G

�H(x, x0)G(x, x0)n(x) dG. (4.12)

Compared to integral (4.9), the integrand of (4.12) is non-singular (since �H
vanishes at the singularity of the Green’s function). Consequently, the latter is
more suitable for direct numerical integration.

Table 4.4 shows a comparison between the values of the Taylor deformation at
t = 6 with and without singularity subtraction. The presented values in the �rst
column are obtained when the integrand is singular, i.e. equation (4.9). In this
case, no clear convergence of the result is observed upon increasing the number
of integration points. The second column is produced when the singular points
are subtracted, i.e. Equation (4.12). In this case, clear convergence of the result is
observed upon increasing the number of integration points. Already with only
eight integration points in both directions, a result with three digits accuracy is
established.
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Table 4.4 Numerical integration accuracy with and without singularity subtraction.

Taylor deformation D(t = 6) with 200 elements
Nr. of integration points Singular integrand Non-singular integrand

82 0.2198 0.2235
162 0.2284 0.2238
322 0.2213 0.2238Volume conservation constraint

It is a fundamental property of the considered model that, due to the incompress-
ibility, the volume of a drop is preserved in time. The discrete approximation
of the velocity �eld however permits volume changes, the magnitude of which
depends on the discretization accuracy. In particular, numerical integration errors
can lead to signi�cant volume variations. Although such errors can be controlled
by adequate integration of the Stokeslet, see Section 4.3.2, it can still be desirable
to rigorously enforce the volume conservation property.

The volume constraint can be expressed in terms of the normal velocity �eld as
Z

G
un � n dG = 0, (4.13)

where un is de�ned as in Equation (4.4). Using the discretization (3.31), the
discrete form of this constraint is obtained as

Z

G
nTN dG

| {z }
gT

a = 0. (4.14)

Now this constraint can be enforced on the solution obtained using the L2-
projection, Equation (3.33), by de�nition of the Lagrange multiplier lm and
solving the augmented system

�
A g
gT 0

��
a

lm

�
=
�

b
0

�
. (4.15)

The obtained solution is to be interpreted as the approximation that minimizes
(3.30) while satisfying the volume constraint (4.13). Since the collocation method
does not follow from a minimization principle, direct application of the constraint
by a Lagrange multiplier is not possible. Using the augmented system (4.15)
in combination with the original matrix for the the collocation method will
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enforce the volume constraint, but the interpretation of the resulting solution is
ambiguous.

In Figure 4.8, two different graphs comparing the Taylor deformation in cases
with and without volume constraint are presented for a drop with Ca = 0.2
discretized using 392 quadratic spline elements. It is observed that in this setting,
the volume constraint does not signi�cantly affect the results.
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Figure 4.8 Taylor deformation of the drop in shear �ow with Ca = 0.2 with and without
volume constraint with 392 elements using (a) collocation method (b) L2-projection
method.

4.3.3 Comparison of the L2-projection and collocation method

As discussed above, the L2-projection method converges faster under mesh
re�nement than the collocation method. However, it was observed numerically
that the collocation method is generally more stable than the L2-projection
method and allows for the use of larger time steps. This stability issue is
illustrated in Figure 4.9. This �gure shows the control net simulated by the two
methods from the top view for two meshes with a different number of control
points. In all simulations, the capillary number is 0.3 and the time step is selected
as Dt = 10�2. From Figure 4.9(a), it is observed that for the case of using the
L2-projection with 290 control points, an irregular distortion of the control net
is encountered upon the deformation of the drop. Ultimately, this behavior will
lead to instabilities which result in a diverging solution. Re�ning the mesh to 514
control points, as shown in Figure 4.9(b), alleviates this problem. However, for
larger capillary numbers, similar instabilities are also encountered on this �ner
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(a) (b)

(c) (d)

Figure 4.9 Closeup of the top ring of the control net in the stable state using two different
schemes: a) L2-projection scheme with 288 elements; b) L2-projection scheme with
512 elements; c) Collocation with 288 elements; d) Collocation with 288 elements
when Ca = 0.3.

grid. In Figures 4.9(c) and 4.9(d), the drop evolution is approximated on grids
with 290 and 514 control points while making use of the collocation method. The
collocation results show that the numerical instabilities encountered using the
L2-projection have fully disappeared in this case.

In Table 4.5, the computational effort of the collocation method and L2-projection
method is compared. Various mesh sizes and spline orders are considered. The
computational effort is measured by the number of times that the convolution
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integral (2.25) is evaluated in every time step and by the time it takes to perform
a single time step. To accurately determine the computational time per time step,
the average time over ten steps is taken. In contrast to the number of integral
evaluations, the computation time is architecture dependent. Table 4.5, however,
reveals a direct relation between the number of evaluations and the computation
time, which indicates that the number of evaluations is an appropriate measure
for the computational effort. For instance, in the case of 394 control points
for p = 2, a single time step takes 11.08 seconds for the collocation method.
Dividing by the number of evaluations yields 0.02812 seconds per evaluation
of the convolution integral. For the case with 514 control points for p = 2, the
computation time per evaluation is 0.03691 seconds. This increase in computation
time per evaluation compared to the case with 394 control points is explained by
the fact that the �ner mesh contains more elements. The computation time for a
single evaluation divided by the number of elements is practically constant for
the simulations.

From Table 4.5, it is observed that there is a fundamental difference between the
collocation method and the L2-projection method from the perspective of the
number of evaluations of the convolution integral. Whereas in the case of the
convolution method, the number of evaluations simply equals the number of the
control points, in the case of the L2-projection, the number of the evaluations
depends on an additional numerical parameter, viz. the number of integration
points used for the projection. Note that this integration scheme can be selected
independent of the integration scheme used for the convolution integral as
discussed in Section 4.3.2. Numerical simulations indicate that at least a Gaussian
integration scheme of order p is required to accurately determine the projection.

Comparison of the number of evaluations of the convolution integral reveals
signi�cant differences between the collocation method and the L2-projection. For
example, in case of 394 control points and second-order splines, the number of
evaluations in the case of the L2-projection with an order p = 2 integration
scheme is approximately 3.5 times larger than in the case of the collocation
method. This difference increases signi�cantly if a more accurate integration
scheme is considered. Also, it is observed that the ratio between the compu-
tational effort of the L2-projection and collocation method increases signi�cantly
with an increase of the spline order. For example, in the case that 448 fourth order
elements and 514 control points are considered with p + 2 integration scheme for
the L2-projection, the collocation method is around 25 times faster than the L2-
projection.
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Table 4.5 A comparison of the computational effort for various simulation settings. Note
that there is a direct relation between the number of evaluation of the convolution
integral and the CPU time.

m p n Collocation L2 projection (number of Gauss points per elements)
k=p2 k=(p + 1)2 k=(p + 2)2

Nr. ev. CPU Nr. ev. CPU Nr. ev. CPU Nr. ev. CPU
392 2 394 394 11.08 1568 38.00 3528 85.35 6272 151.20
364 3 394 394 12.05 3276 87.29 5824 154.72 9100 242.74
336 4 394 394 15.26 5376 160.45 8400 251.76 12096 361.01
512 2 514 514 18.97 2048 65.07 4608 145.54 8192 258.84
480 3 514 514 21.18 4320 154.86 7680 272.33 12000 427.74
448 4 514 514 26.39 7168 285.01 11200 445.59 16128 639.73

4.4 Conclusions

Isogeometric analysis (IGA) was proposed in Chapter 3 as an alternative method
to discretize the boundary integral formulation (see Chapter 2) which is capable
to dealing with higher order geometric derivatives of an object’s interface. As
a �rst example of using IGA-BIM, the velocity �eld over a drop suspended
in an imposed shear �ow is computed. IGA permits the usage of an existing
singularity subtraction technique, which allows for ef�cient numerical evaluation
of the convolution integrals, which involve singular Green’s functions. The
motion of the drop is determined by a stepwise computation of the control point
velocities using either an L2-projection (possibly with enforcement of the volume
conservation constraint) or a collocation method.
The results obtained using IGA are in an excellent agreement with results
reported in the literature. In addition, the deformation of the drop in time is
computed on several meshes. Comparison of the stable drop shapes, obtained
using 200 and 512 elements, revealed negligible differences, indicating a reason-
able accuracy of the 200 elements solution. The computation of the velocity �eld
over the drop surface using the collocation method was found to be superior in
terms of computational effort and stability compared to the computation using
the L2-projection. The effect of enforcing the volume constraint using a Lagrange
multiplier technique was found to be of minor importance.
Successful applying of IGA-BIM on a drop deformation simulation gives con-
�dence to compute the normals and the mean curvatures in the accurate and
suitable way. This achievement in the drop deformation simulation opens the
doors to incorporating the other deformable objects with more complex stress
discontinuity at the interface.





Isogeometric analysis of the inextensible
membraneChapter 5

5.1 Introduction

In the previous chapter, isogeometric analysis was studied in the context of
the simulation of drop deformation, and was found to be capable of robustly
simulating the motion of drops with relatively coarse meshes. While the
simulation of a drop is a perfect �rst benchmark for testing the capabilities of
isogeometric analysis in the context of boundary integral formulations, from a
physical point of view it is not directly relevant for the computational modeling
of red blood cells. In this chapter, the isogeometric boundary integral formulation
as introduced in the previous chapters is extended to the case of a prototypical
model of the red blood cell, viz. the inextensible membrane.
A red blood cell consists of a nucleus-free capsule which is encircled by a
membrane with a composite structure [117]. This membrane is composed of a
lipid bilayer and a membrane skeleton. The bilayer is composed of two similar
layers of lipid molecules which face away from each other. A well-established
property of these layers is their inextensibility, which implies that the surface
area of the membrane is locally (and hence also globally) conserved. This
conservation of surface area is possible due to the presence of an isotropic tension
in the membrane [25]. Although other properties such as e.g. viscoelastic effects
and bending stiffness have been identi�ed to play a role in the membrane of a
red blood cell, the inextensible membrane with isotropic surface tension can be
considered as a simpli�ed model of such a cell.
There are numerous computational and analytical studies on the inextensible
membrane model of a red blood cell, mostly in shear �ow. Kholeif and Weymann
[118] conducted a theoretical study on a two-dimensional1 model of a membrane

1The term �two-dimensional� here refers to the dimensionality of the physical space. A

67
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with a biconcave shape (which resembles the cross section of an undeformed red
blood cell). Depending on the viscosity ratio and the shear rate, the membrane
was found to either rotate as a rigid particle or to show tank-treading behavior
(i.e. the shape-preserving rotation of the membrane around the interior of
the cell). The obtained results were found to be in a good agreement with
experimental observations reported by Stone [5], Schmid-Schönbein and Wells
[119] and Goldsmith [120], con�rming that the inextensible membrane is (to
some extend) a representative model of a red blood cell. Sugihara and Niimi
[121] and Niimi and Sugihara [122] considered an ellipse as the initial shape
of a two-dimensional membrane and investigated the �ow �elds inside and
outside of the membrane using the �nite element method to discretize the Stokes
equations. They computed the tension in the membrane and measured the time
until membrane breakup. They also theoretically showed that the membrane
undergoes an unsteady cyclic loading as a consequence of its tangential rotation
around the interior. Zahalak et al. [123] considered a two-dimensional membrane
with a circular initial shape and presented a �fth order perturbation series
solution of the resulting free boundary-value problem. They studied the tension
distribution in the membrane for small and moderate deformations.

The inextensible membrane has also been studied in three dimensions. Keller
and Skalak [124] developed an analytical solution by considering a cell with an
ellipsoidal shape in a shear �ow for which the surface area was conserved only
globally. Sutera et al. [125] used the same model to estimate the membrane’s
effective viscous and elastic properties. Zhou and Pozrikidis [25] used the bound-
ary integral method to present both 2D and 3D simulations of an inextensible
membrane in shear �ow. In 2D, they extended the work by Zahalak et al. [123] by
the prediction of the membrane behavior for large deformations. They studied
the tension distribution in the membrane in the case of a highly elongated initial
shape. In addition, they presented a 3D initial ellipsoidal membrane in shear �ow
and observed a relation between the distribution of the tension and the mean
curvature of the surface. They numerically observed that the equilibrium shape
of a membrane is independent of the initial inclination angle by simulating three
ellipsoids with three different initial orientations.

Though Zhou and Pozrikidis [25] successfully simulated three dimensional
inextensible membranes in shear �ow for a limited range of initial shapes, they
also found that numerical instabilities associated with their boundary integral
formulation negatively in�uence the robustness of the method.

In their simulations, Zhou and Pozrikidis observed a sawtooth instability [126].
In two-dimensional case, this instability manifested itself by minor oscillations in

membrane in such a setting is a closed curve.
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the approximated shape of the cell. In three dimensions, however, the numerical
results were found to diverge. To eliminate this instability they applied the �ve-
point smoothing formula of Longuet-Higgins and Cokelet [127]. This technique
practically eliminated the sawtooth instability problem in two dimensions, but it
did not overcome these stability problems in 3D simulations. As an alternative
stabilization method they also considered a spectral projection method. To apply
this method they expanded the membrane tension in a series of orthonormal basis
functions. For the two dimensional case, Fourier series were used and for the
three dimensional case either a double Fourier expansion or a Fourier-Legendre
expansion was used. In two dimensions, this stabilization method was found to
be very effective. In three dimensions, the application of this stabilization strategy
permitted the simulation of a limited range of initial shapes.

Based on the results obtained in the previous chapter using the isogeometric
boundary integral method, it is anticipated that stable numerical results can be
obtained for the inextensible membrane, without the need for arti�cial stabiliza-
tion methods as needed for the traditional boundary integral formulation. In
this chapter, the formulation is developed for the isogeometric boundary integral
modeling of an inextensible membrane. The accuracy and stability of this method
are studied using a series of representative numerical simulations.

In Section 5.2, the boundary integral formulation for the inextensible membrane
is derived. In Section 5.3, the isogeometric discretization is discussed in the
context of the development of a solution algorithm. The developments focus
on the enforcement of the inextensibility condition. In Section 5.4, numerical
simulations performed with the IGA boundary integral method are presented
and discussed, and �nally conclusive remarks are presented in Section 5.5.

5.2 Mathematical formulation

The motion of an inextensible membrane suspended in a background Stokes �ow
is governed by the convolution equation (2.25), which in non-dimensional form
reads

u(x0) = u¥(x0)�
1

8p

Z

G

G(x0, x) f (x) dG. (5.1)

Recall that in the derivation of this expression the viscosity of the internal and
external �uids was assumed to be equal. As discussed in Section 2.2.2, the stress
discontinuity across the inextensible membrane is given by equation (2.39), which
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can be written in dimensionless form as

f (x) = 2t(x)H(x)n(x)�rst(x), (5.2)

where t(x) is the non-dimensional surface tension, H(x) is the non-dimensional
mean curvature, and n(x) is the unit normal vector to the interface. The reader is
referred to Appendix 5.A for a detailed discussion on the non-dimensionalization
procedure.

In contrast to the case of the drop as presented in the previous chapter, where
the stress jump is explicitly related to the geometry of the interface through
equation (4.2), in the case of the inextensible membrane the scalar-valued tension
�eld, t(x), is obtained implicitly through the solution of a scalar-valued partial
differential equation over the interface. To derive this surface partial differential
equation that mimics the inextensibility condition, a parametrized surface x =
x(x) as introduced in Chapter 3 is considered. An in�nitesimal surface area
element of this surface is represented by

dS(x) = jJ(x)jdxdh, (5.3)

where the determinant of the metric tensor in this case substantiates to J(x) =
kg3(x)k, with g3(x) = g1(x)� g2(x). Since the parameter domain, �G 3 x, does
not change over time, and hence conserves its surface area dxdh in every point
x, in order to conserve the surface area dS(x) at every point on the surface, it
is required that the determinant of the metric tensor, J(x), does not change over
time:

�J(x) =
d
dt

�
J(x)

�
= 0. (5.4)

Further elaboration of this equality, which evidently holds for all points on the
surface (and hence also for all points on the parametrized domain), then yields

�J(x) =
g3(x) � �g3(x)
kg3(x)k

= n(x) � �g3(x) = 0, (5.5)

which upon substitution of the temporal derivative of g3(x) results in

n(x) �
�

¶u
¶x

(x)� g2(x) + g1(x)�
¶u
¶h

(x)
�

= 0, (5.6)

where u(x) = �x(x) is the vector-valued velocity �eld de�ned over the interface.
Using the identity a � (b � c) = b � (c � a) = c � (a � b), Equation (5.6) can be
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rewritten as

d(x) �
¶u
¶x

(x)� e(x) �
¶u
¶h

(x) = 0, (5.7)

where d(x) = g2(x)� n(x) and e(x) = g1(x)� n(x).

Note that the inextensibility condition, Equation (5.7), is a scalar-valued partial
differential equation de�ned over the parameter domain, �G 3 x. This equation
states that for any given interface position, x(x), the interface velocity, u(x),
is constrained to the space of surface velocities which do not locally alter the
surface area of membrane. When used in combination with the convolution
equation (5.1) and the expression for the stress jump over the interface, Equation
(5.2), this constraint equation can be solved for the surface tension �eld t(x).
In turn, when this surface tension is used in combination with the convolution
equation, the motion of the interface can be traced. It is important to note
here that no (dimensionless) system parameters are involved in either the
computation of the surface tension, or the evaluation of the velocity �eld through
the convolution equation and stress jump de�nition. This implies that the motion
of an inextensible membrane in the non-dimensional setting is solely determined
by the background �ow �eld, its initial shape, and possibly its initial velocity
(which in this work is always assumed to be equal to zero).

5.3 Solution algorithm

The computational strategy used to determine the motion of the inextensible
membrane is presented in Algorithm 2. In essence, this algorithm differs from
the algorithm used for the drop deformation only in two ways. First, an
additional step is required in each time increment to �nd the surface tension
through the inextensibility condition. Second, the computation of the stress jump
over the interface involves a surface gradient term of a discretized scalar-valued
�eld. In the remainder of this section, the focus is on the computation of the
surface tension. The reader is referred to Appendix 5.B for a discussion on the
determination of the surface gradient of the tension.

5.3.1 Surface tension discretization

The spatial discretization of the interface using isogeometric analysis was dis-
cussed in detail in Section 3.3. Given a set of B-spline basis functions, fNi(x)gn

i=1
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Algorithm 2 Forward-Euler time integration procedure for the inextensible
membrane

Initialization
t = 0
xh = xh

0, �xh = 0 . xh
0: Initial shape

Time integration
repeat

Computation of th(x, t) through inextensibility condition . See Sec. 5.3.1
Computation of the stress jump f (x, t) . See Eq. 5.2
Computation of the velocity �eld uh(x, t) . See Eq. 5.1
Geometry update: xh  xh + Dt uh . Dt: Time step size
Time incrementation: t t + Dt

until t � tend . tend: Simulation end time

de�ned over a parameter domain �G, the interface is parametrized by

xh(x, t) =
n

å
i=1

Ni(x)X i(t), (5.8)

with fX i(t)gn
i=1 the control point positions, and fU i(t) = �X i(t)gn

i=1 the control
point velocities. It is opted here to use the same basis functions for the
discretization of the surface tension �eld:

th(x, t) = �th(x, t) =
n

å
i=1

Ni(x)Ti(t), (5.9)

In this expression, T (t) = fTi(t)gn
i=1 are the control point surface tensions. At

every time step in the solution Algorithm 2 the control point surface tensions are
found by solving a linear system of equations

AT = b, (5.10)

where the matrix A and the right-hand side vector b evidently follow from
the discretization of the inextensibility condition (5.7). The algorithm used to
construct this matrix and this right-hand-side vector is presented in Algorithm 3
and will be discussed in detail below.

Before proceeding to this algorithm it is important to note that the partial
differential equation representing the inextensibility condition (5.7) does not
require a higher-order continuity of the discretized surface tension �eld (5.9).
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However, since it is anticipated that an accurate representation of the tension
�eld, th(x, t), is essential for the stability of the time integration, the continuous
(or even smooth) representation of this �eld by means of splines is here preferred
over a traditional piecewise continuous Lagrange �nite element discretization.
Discretization of the surface tension �eld by means of Lagrange �nite elements
has been considered in e.g. [25]. At �rst sight an advantage of traditional �nite
elements compared to spline elements appears to be the interpolatory character
of the Lagrange shape functions. In the �nite element discretization, the surface
tension is associated with the nodes which reside on the surface, this in contrast
to the case of splines, where the control points are generally not positioned on
the surface. Although this might be intuitive, this discretization will cause the
stress jump over the interface to be discontinuous over the element boundaries
by virtue of the surface gradient present in Equation (5.2). This is evidently not
properly re�ecting the physical behavior of the stress discontinuity and can be
expected to play a role in the robustness problems with traditional boundary
integral methods as reported in literature, e.g. [126].

The discretization of the surface tension �eld by means of the �nite element
methods has led to the development of penalty methods [26, 128, 129]. In these
methods, an arti�cial membrane stiffness is introduced which in an approximate
sense represents the inextensibility condition. In the discrete setting, the penalty
methods result in additional contributions to the discrete interface stress jumps.
These additional terms are obtained through the insertion of elastic springs
between all nodes. Upon increasing the stiffness of these springs, the exact
inextensibility condition is approximated more accurately. Penalty methods
are capable of explicitly representing the inextensibility condition (i.e. without
the need for solving a linear system of equation in each time step), but their
accuracy has been observed to be limited. This lack of accuracy has driven the
development of more robust methods for satisfying the inextensibility condition,
also in traditional boundary integral methods [25].
When using isogeometric analysis to �nd the surface tension �eld, the use of
a penalty method is less intuitive than when traditional �nite elements are
used. The primary reason for this is that the control net does not represent the
surface directly. As a consequence, the physical interpretation of the insertion
of springs between all control points is unclear, which makes such an approach
less attractive. The derivation of a mathematical framework in which the
penalty method can be applied to isogeometric analysis along the lines presented
in [128] is possible, but this does not resolve the above-mentioned accuracy
problems associated with the penalty methods. Of course, such a penalty method
would have the advantage that the surface tension can be approximated in an
explicit way. Since the majority of the computational effort in the isogeometric
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analysis boundary integral method (as studied for e.g. the drop in the previous
chapter) is associated with the evaluation of the convolution integrals, the
computational costs for solving a linear system of equations in every time step
are not problematic. As a consequence, it is here chosen to rigorously resolve the
inextensibility condition.

5.3.2 Isogeometric collocation

The matrix A and right-hand-side vector b required to compute the control point
surface tensions T by means of the linear system (5.10) follow by the application
of the collocation method to the inextensibility condition (5.7). The collocation
points, fxcol

i gn
i=1, are selected in the same way as done for the determination of

the control point velocities in Section 3.3.3.
The algorithm used to assemble these arrays is presented in Algorithm 3. In the
�rst step, the interpolation matrix for the interface stress jump is constructed.
Subsequently, for every collocation point individually, the parametric derivatives
of the Green’s functions and background �ow �eld are computed. Per collocation
point these derivatives then result in the assembly of a row in the above-
mentioned arrays. The individual steps of this algorithm are discussed in detail
below.

Algorithm 3 Inextensibility constraint linear system assembly
Construct the interpolation matrix M(x) . See Eq. (5.12)

Collocation point loop
for all i = 1, . . . , n do

Compute the velocity �eld parametric derivatives . See Eq. (5.13)
Compute the right-hand-side vector entry bi . See Eq. (5.10)
for all elements and integration points do

Assemble the ith row of the matrix A . See Eq. (5.21)
end for

end forConstruction of the stress jump interpolation matrix
The stress jump over the interface can be written as a linear combination of the
control point surface tensions as

f (x) = M(x)T , (5.11)



5.3 Solution algorithm 75

with M(x) a 3� n interpolation matrix. This interpolation matrix is obtained by
substitution of the discretization of the surface tension, Equation (5.9), into the
stress jump expression, Equation (5.2), to obtain

f (x) =
n

å
i=1

[2Ni(x)H(x)n(x)�rsNi(x)] Ti = M(x)T . (5.12)

Hence, the stress jump interpolation matrix is computed through the evaluation
of the spline shape functions and their surface gradients, as well as the normal
vector and mean curvature of the interface. Note that the spline basis functions,
Ni(x), are here considered to be de�ned over the the physical surface G 3 x.
The computation of the surface gradient of these basis functions (or any scalar
function), is discussed in detail in Appendix 5.B.Parametric di�erentiation of the convolution equation
The inextensibility condition (5.7) is related to the tension �eld (5.9) through the
convolution equation (5.1). In order to construct the linear system of equations
(5.10) it is required to compute the derivatives of the velocity �eld with respect
to the parametric coordinates. Here, this differentiation process is illustrated for
the coordinate x, but all derivations hold for the other parametric coordinate, h,
as well.

Let x0 = x0(x) be a function of the parametric coordinate x. Differentiation of the
convolution equation (5.1) with respect to x then reads

¶ �u
¶x

(x) =
¶u¥

¶x0

¶x0
¶x

(x)�
1

8p

Z

G

¶ �G(x, x)
¶x

f (x) dG, (5.13)

with �u(x) = u(x0) and �G(x, x) = G(x0, x). The derivative of u¥(x0) follows
directly from the de�nition of the background �ow. For the case of shear �ow as
introduced in Equation (4.7) this derivative substantiates to

¶u¥

¶x0
=

2

4
0 0 1
0 0 0
0 0 0

3

5 . (5.14)

Note that the coordinate x is related to the point x0 and not to the integration
variable x. As a consequence, the derivative of the stress jump with respect to
the variable x is equal to zero. Moreover, in Equation (5.13) the derivative of the
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Stokeslet

�G(x, x) =
I
j flxj

+
flx
 flx
j flxj3

, (5.15)

with flx(x, x) = x� x0(x) is given by

¶ �G
¶x

= �
I
j flxj2

¶ j flxj
¶x
� 3

flx
 flx
j flxj4

¶ j flxj
¶x

+
¶ flx
¶x 
 flx

j flxj3
+

flx
 ¶ flx
¶x

j flxj3
. (5.16)

In this expression, the derivative of the length of flx is given by

¶ j flxj
¶x

=
¶
¶x

�p
flx � flx

�
=

flxp
flx � flx
�
¶ flx
¶x

=
flx
j flxj
�
¶ flx
¶x

. (5.17)

where ¶ flx
¶x = � ¶x0

¶x . It is noted here that the derivatives of the Stokeslet contain
singularities. Numerical integration of these functions is a non-trivial aspect and
will be studied in Section 5.4.1.Assembly of the linear system
The linear system of equations (5.10) is constructed by enforcing the inextensibil-
ity condition (5.7) in every collocation point fxcol

i gn
i=1. For every collocation point

this results in a single equation, which corresponds to a single row in the system
of equations. To derive these equations, the derivatives of the velocity �eld, ¶u

¶x
and ¶u

¶h (see Equation (5.13)), are substituted in the inextensibility constraint (5.7):

d(xcol
i )T ¶u¥

¶x0

¶x0
¶x

(xcol
i )�

1
8p

Z

G

d(xcol
i )T ¶ �G

¶x
(xcol

i , x) f (x) dG+

� e(xcol
i )T ¶u¥

¶x0

¶x0
¶h

(xcol
i ) +

1
8p

Z

G

e(xcol
i )T ¶ �G

¶h
(xcol

i , x) f (x) dG = 0.
(5.18)

After rearranging terms and substitution of the interpolation of the stress discon-
tinuity interpolation (5.11), this expression is rewritten as

2

4 1
8p

Z

G

�
dT(xcol

i )
¶ �G
¶x

(xcol
i , x)� eT(xcol

i )
¶ �G
¶h

(xcol
i , x)

�
M(x) dG

3

5 T = bi, (5.19)
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where the expression within the square brackets in the left-hand-side corresponds
to the ith row in the matrix A and

bi = d(xcol
i )T ¶u¥

¶x0

¶x0
¶x

(xcol
i )� e(xcol

i )T ¶u¥

¶x0

¶x0
¶h

(xcol
i ), (5.20)

is the corresponding entry in the right-hand side vector b.

Evidently, from an implementation point of view, the construction of the linear
system (5.10) through the expressions (5.19) results in a triple loop. The outer
loop iterates over the collocation points, xcol

i , where the index i = 1, . . . , n
is then associated with the rows in the matrix A and vector b. Within the
collocation point iteration, two nested loops over the elements and integration
points, respectively, are used to assemble the ith row of the matrix:

1
8p
Am

e=1

Z

Ge

�
dT(xcol

i )
¶ �G
¶x

(xcol
i , x)� eT(xcol

i )
¶ �G
¶h

(xcol
i , x)

�
Me(x) dG, (5.21)

where numerical quadrature is used to evaluate the integral over the elements Ge

and Me(x) is the stress jump interpolation matrix localized to the element e:

f (x)jGe = Me(x)T e. (5.22)

In this expression, T e are the control point tensions corresponding to the ne basis
functions with support over the element Ge. As discussed in Section 3.3.1, for
bivariate basis functions ne = (p + 1)2 where p is the order of B-splines.

5.4 Numerical simulations

In this section, the performance of the isogeometric boundary integral method for
the inextensible membrane is studied. Unless mentioned otherwise, the simula-
tions will consider the deformation of an initially ellipsoidal cell suspended in an
iso-viscous shear �ow (see Equation (4.7)). These ellipsoids (or, more precisely,
oblate spheroids) are centered at the origin of a Cartesian reference frame and
have semi-principal axes of length a and c � a (two times). The largest semi-
principal axis, which is referred to as the semi-major axis, resides in the xz-plane
and makes an angle q0 with respect to the horizontal x-axis (see Figure 5.1). In
the remainder of this chapter, the length of the semi-minor axes, c, is taken equal
to one. It is noted that this choice is arbitrary, since it can be scaled with the
parameter R0 used in the non-dimensionalization (see Appendix 5.A). The ratio
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Figure 5.1 Side-view of an initially ellipsoidal cell. The inclination angle q0 is de�ned as
the angle between the semi-major axis of length a and the x-axis. The ratio between
the lengths of the semi-major axis and two semi-minor axes is denoted by r = a

c .

(a) t = 0 (b) t = 2 (c) t = 4

Figure 5.2 The motion of an inextensible membrane is characterized by the deformation
of the membrane and the alignment of the cell with a stable inclination angle. For
an initially ellipsoidal shape the deformations of membrane are generally small.
Although the shape of the cell stabilizes in time, the membrane continues to rotate
around the cell’s interior (tank-treading motion).

between the lengths of the semi-major axis and semi-minor axes, referred to as
the axes ratio, is denoted by r = a

c .

Figure 5.2 shows the typical motion of an inextensible membrane in shear �ow.
A cell with axes ratio r = 2.5 and inclination angle q0 = 0 deforms as a
result of the imposed shear �ow. The cell deforms and rotates until reaching a
stable shape and taking a �xed direction. Note that in this stable position the
membrane is still rotating around its interior (tank-treading behavior). Over
time the centroid of the cell remains in the same position, as is expected from
symmetry considerations. For an initially ellipsoidal shape the deformations
of the membrane are generally minor, i.e. the stable shape only slightly differs
from an ellipsoid. Deformations will not be minor when considering other initial
shapes, as will be discussed later in this chapter.
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Although the evolution of the shape of the cell at �rst sight is similar to that
observed for a drop, there is a fundamental difference between the two cases
when the deformation of the membrane is considered. In the case of the drop,
the rotation of the membrane is of no in�uence on the evolution of its shape. In
the case of the inextensible membrane, the interface does rotate around the cell’s
interior. This tank-treading behavior is an essential aspect of the motion of an
inextensible membrane, and prohibits the deformation of the membrane to be
described by the normal component of its velocity only, as was done for the drop
in Equation (4.4).
Since the motion of the inextensible membrane is fundamentally different from
that of the drop, it is evident that the time step stability criterion, Equation (4.5), is
not applicable. Therefore the time step stability criterion is studied numerically in
this work. Time integration with time steps ranging from Dt = 0.01 to Dt = 0.002
was found to be stable, whereas instabilities occurred when time steps larger than
Dt = 0.01 were used. These observations were made for membranes discretized
with various numbers of elements. For the sake of accuracy, all results presented
in this chapter are obtained with a dimensionless time step of Dt = 0.002.
The isogeometric analysis framework for the determination of the surface tension
�eld as discussed in Section 5.3.1 is in essence a collocation method. The
choice for this approach was motivated by the numerical observations made for
the drop, where the collocation method was found to be robust. It has to be
noted, however, that also for the computation of the surface tension alternative
approaches, such as e.g. an L2-projection, could be considered. Apart from this,
like for the drop, the computation of the control net velocities, fU ign

i=1, can be
performed by means of both methods considered for the drop, i.e. the collocation
method or the L2-projection method.
The favorable stability of the collocation method compared to the L2-projection
is also observed for the inextensible membrane. This is illustrated in Figure 5.3,
which shows the top view of the control net for a cell with 200 elements and r =
2.5. Figure 5.3 (a) shows that in the case of an L2-projection an irregular distortion
appears in the control net upon the deformation of the membrane. This behavior
ultimately results in a diverging solution. Figure 5.3 (b) shows the control net
obtained using the collocation method. Clearly, the problematic distortions of the
control net observed with the L2-projection are no longer present. This result is
consistent with the observations for the drop as discussed in the previous chapter.
In the remainder of this section, various computational aspects of the isoge-
ometric boundary integral formulation for the inextensible membrane will be
considered. First, in Section 5.4.1, the conservation of the surface area and cell
volume is studied. In Section 5.4.2, the B-spline approximation of the surface
tension at the membrane and its correlation with the mean curvature is discussed.



80 5 Inextensible membrane

(a) L2-projection method (b) Collocation method

Figure 5.3 Irregular distortions in the control net appear in the case of an L2 projection,
whereas these distortions are not present in the case of a collocation method.

Finally, in Section 5.4.3 the dependence of the cell behavior on its initial shape and
inclination angle is considered.

5.4.1 The incompressibility and inextensibility conditions

Two essential characteristics of the inextensible membrane are the global volume
conservation of the cell as a result of the incompressibility of the Stokes �ow,
and the local surface area conservation as a consequence of the inextensibility
constraint introduced in this chapter. The conservation of these quantities by the
isogeometric boundary integral formulation is studied in this section. Initially
ellipsoidal shapes with varying elongations are simulated over a time period of
t = 10 when all of them have reached a stable shape. The major axis of all these
ellipsoids is aligned with the x-axis, i.e. q0 = 0.
The change in volume over a period of t = 10 is reported in Table 5.1 for
ellipsoids with axis-ratios running from 2 to 5.5. For all simulations 24 � 24
Gauss points are used per element to numerically evaluate the surface integrals
appearing in the formulation. As observed, the volume variations are small for
all considered cases. The variations in volume, which are present despite the use
of the volume constraint (see Section 4.3.2), are primarily attributed to integration
errors. Unfortunately, singularity subtraction (see Section 4.3.2) cannot be
used directly in the case of the inextensible membrane as a consequence of
tangential stress jump components in Equation (5.2). Numerical simulations with
singularity subtraction only applied to the parts of the integrals that involved
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normal components of the stress jump yielded unsatisfactory results, which led
to the decision not to use singularity subtraction in the case of the inextensible
membrane. It has to be noted that recently Farutin et al. [130] presented a novel
approach that incorporates the tangential component of the stress jump in a
singularity subtraction technique. This novel technique is not used in this work,
but it is anticipated to be capable of drastically reducing the computational effort
of the current method since accurate integration can be achieved with relatively
coarse integration schemes.

Table 5.1 A comparison between the initial and the �nal volume (at t = 10) for ellipsoids
with different axes ratios. All results are obtained with 200 elements and 24� 24
integration points per element.

Axes ratio (r) Initial volume (V0) Final volume (Vf )
Vf�V0

V0
%

2 8.38508 8.41214 0.32
2.5 10.48135 10.50622 0.23
3 12.60015 12.57762 0.17

3.5 14.67389 14.69406 0.13
4 16.77017 16.78812 0.10

4.5 18.86644 18.88239 0.08
5 20.96271 20.97686 0.06

5.5 23.05898 23.07147 0.05

Table 5.2 shows the change in surface area over a period of t = 10 for ellipsoids
with different aspect ratios. All results are obtained using a mesh with 200
elements. Although global surface conservation does not guarantee the pointwise
satisfaction of the inextensibility condition, it is here assumed that it is an
indicator for the accuracy of the employed method with respect to the satisfaction
of the inextensibility constraint. To study the in�uence of the integration
precision on the conservation of the surface area, in Table 5.3 a comparison of
various orders of integration schemes is presented. The corresponding evolution
of the surface area in time is shown in Figure 5.4. It is observed that the surface
area conservation is dramatically in�uenced by the accuracy of the numerical
integration procedures. Using too coarse integration schemes leads to unrealistic
variations in the surface area and ultimately to a diverging solution.
Evidently, the precision of the numerical integrations plays an important role in
the satisfaction of both the volume and surface area constraint. The accuracy with
which the surface tension and velocity �eld are approximated is also of in�uence
on these constraints. To study this effect the surface area is computed for various
meshes, ranging from 128 to 392 elements. The variation of the surface area over
time for these meshes is shown in Figure 5.5. It is observed that the variation in
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Table 5.2 A comparison between the initial and the �nal surface area (at t = 10) for

ellipsoids with different axes ratios. All results are obtained with 200 elements and
24� 24 integration points per element.

Axes ratio (r) Initial surface area (A0) Final surface area (A f )
A f�A0

A0
%

2 21.49173 21.23964 1.17
2.5 26.16813 25.92253 0.93
3 30.91305 30.64887 0.85

3.5 35.70263 35.54620 0.43
4 40.52295 40.57564 0.13

4.5 45.36535 45.56840 0.44
5 50.22412 50.60002 0.75

5.5 55.09539 55.56046 0.84

Table 5.3 Surface area at t = 10 for a cell with an inextensible membrane discretized with
200 elements and various numbers of Gauss points. The cell is initially ellipsoidal
with axes ratio r = 2 and initial area A0 = 21.49173.

Surface area at the equilibrium state (t = 10)
Number of integration points Final surface area

A f�A0
A0

%

162 20.49149 4.65
202 20.99402 2.31
242 21.23964 1.17
322 21.34242 0.69

the number of elements has a moderate effect on the precision with which the
inextensibility condition is satis�ed, particularly for meshes with 200 elements or
more. Moreover, it must be noted that upon increasing the number of elements
the total number of integration points is also increased, since the number of Gauss
points per element is kept constant at 24� 24.

Another computational aspect that affects the precision with which the volume
and surface area constraints area satis�ed is the time integration scheme. For
the inextensible membrane the in�uence of the time step in the forward Euler
method was observed to be of minor importance.

5.4.2 The surface tension approximation

The B-spline approximation of the surface tension, Equation (5.9), is studied here
for initially horizontally aligned ellipsoids with axes ratios of 2 and 2.5. Figure 5.6
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Figure 5.4 Evolution of the surface area in time for an initially ellipsoidal cell with axes
ratio r = 2. Various numbers of Gauss points are considered, whereas the number of
elements is 200 for all cases.

shows the surface tension when the cell has reached a stable shape (while still
experiencing tank-treading behavior) for two different meshes with 200 elements
(Mesh a) and 512 elements (Mesh b). The observed minor variations between
the two meshes are attributed to the approximation accuracy of the B-spline
discretization. Overall, it can be concluded that the computed surface tension
is objective with respect to the mesh size.

Figure 5.7 shows the surface tension over the equilibrium shape of the cell for
an initial ellipsoid with r = 2. The surface tension, t, is minimal where the
mean curvatures is highest and vice versa. This feature can be interpreted as
the need of higher surface tension in the more stretching area (in the middle of
the membrane). This inverse relation between the surface tension and the mean
curvature is also reported by Zhou and Pozrikidis [25]. Figure 5.6 shows the
surface tension for an axes ratio of r = 2.5. The maximum of the surface tension
is less compared to the simulation with r = 2. The observation that a more
elongated ellipsoid results in a lower tension at the surface is in agreement with
the results reported by Zhou and Pozrikidis [25].
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Figure 5.5 Evolution of the surface area in time for initially ellipsoidal cells with axes ratio
(a) r = 2 and (b) r = 2.5. Various numbers of elements are considered, whereas the
number of Gauss points equals 24� 24 for all cases.
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Figure 5.6 Tension distribution over the surface of an initially ellipsoidal cell with axes
ratio r = 2.5 in its stable shape computed with (a) 200 elements, and (b) 512 elements.
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Figure 5.7 Tension distribution over the surface of an initially ellipsoidal cell with axes
ratio r = 2 in its stable shape. The presented result is obtained using 200 elements.
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Figure 5.8 The evolution of the cell’s inclination angle for initially ellipsoidal shapes with
two different axes ratios and various initial inclination angles, q0.

5.4.3 The evolution of the inclination angle

The inclination angle of a cell, q(t), changes over time as a consequence of
the shear �ow in which the cell is suspended. In the initial con�guration, the
inclination angle equals q(0) = q0. For t > 0, when the cell is generally no
longer ellipsoidal, the inclination angle is de�ned as the angle between the vector
pointing from the centroid of the cell to the farthest away point on the membrane
and the x-axis. It is noted that this de�nition is a generalization of the de�nition
for the initial angle, q0.

The evolution of q over time is shown in Figure 5.8 for ellipsoids with two axes
ratios, viz. r = 2 and r = 2.5. Figures 5.9 (a), (c) and (e) show the considered
initial angles q0 = 0�, q0 = 45� and q0 = 90�, respectively. Figures 5.9 (b), (d) and
(f) display the corresponding equilibrium shapes of these cells. It is observed that
the stable inclination angle of the cell is independent from its initial inclination
angle, given that the shape of the cells are identical. This behavior is in agreement
with results reported in literature [25].

In Figure 5.10, the stable inclination angle is plotted as a function of the axes
ratio, r, of the initially horizontally aligned ellipsoidal cell. The inclination angle
typically stabilizes for t > 3. It must be noted that due to the tank-treading
motion of the membrane minor variations in the inclination angle remain present.
For that reason, the stable inclination angles are accurate up to more or less a
single signi�cant digit. The obtained three-dimensional results correspond well
with similar results reported in literature for two-dimensional simulations [25].
Also, the presented results are in good agreement with the three-dimensional
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(a) q0 = 0, t = 0 (b) q0 = 0, t = 10

(c) q0 = 45�, t = 0 (d) q0 = 45�, t = 10

(e) q0 = 90�, t = 0 (f) q0 = 90�, t = 10

Figure 5.9 Initial and stable cell shapes for various inclination angles of initially ellipsoidal
cells with axes ratio r = 2. All results are obtained using 200 elements.
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Figure 5.10 The equilibrium inclination angle of cells with varying axes ratios, r, ranging
from 1.5 to 5.5. Note that the result for r = 1.5 as obtained by Zhou and
Pozrikidis [25] using the traditional boundary integral formulation is also depicted
for comparison.

result reported by Zhou and Pozrikidis [25] for the axes ratio r = 1.5. It is
observed that more elongated cells tend to align more closely with the horizontal
axis. Figure 5.11 illustrates this for a cell with an inextensible membrane in shear
�ow with axes ratio r = 5, which stabilizes at an inclination angle of only q = 11�.

Finally the deformation of a biconcave initial shape, which resembles a real
red blood cell, is considered. In Figure 5.12, the initial shape and stable shape
are shown. It is observed that the biconcave shape deforms dramatically and
becomes ellipsoidal, while the membrane shows tank-treading behavior. This
observed behavior is in good agreement with results reported by Zhou and
Pozrikidis [25] for the two-dimensional case.

To quantify the deformation behavior of the biconcave shape, the non-
dimensional de�ation parameter (or reduced volume) is de�ned as

s =
Vcell
Vs

=
Vcell

4p
3

�
A

4p

� 3
2
, (5.23)

where A is the surface area of the cell, Vcell is the cell volume, and Vs is the
volume of a sphere with surface area A. The de�ation parameter ranges from
0 to 1, where s = 1 corresponds to a sphere. In this case, in the initial state,
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(a) Initial shape (t = 0) (b) Stable shape (t = 10)

Figure 5.11 The initial and stable shape of a cell with with axes ratio r = 5 using 200
elements.

A = 22.48029, V = 6.203019 and therefore s = 0.6189. This approximately
corresponds to an ellipsoidal cell with axes ratio r = 5 (for which s = 0.6263).
Comparing the equilibrium shape of the biconcave cell with the axes ratio r = 5
shown in Figure 5.11 (b) it is observed that these two initial shapes lead to very
similar equilibrium shapes. Also note that the �nal inclination angle for both
cases is approximately 11�. Hence, it is concluded that the de�ation parameter
governs the stable shape of a cell with an inextensible membrane in shear �ow.
This observation supports results reported in literature [131, 132].

5.5 Conclusions

Extension of the isogeometric boundary integral formulation for the drop, as
considered in Chapter 4, to the case of an inextensible membrane is non-trivial
due to the presence of the inextensibility condition. This condition results
in an implicit de�nition of the surface tension (which appears in the stress
discontinuity de�nition) through the solution of a surface partial differential
equation. An isogeometric boundary integral formulation, based on a collocation
method, is proposed to approximate the surface tension.

The isogeometric boundary integral method for the inextensible membrane is
found to be robust for a relatively wide range of three-dimensional initial shapes.
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(a) Initial shape (t = 0) (b) Stable shape (t = 10)

Figure 5.12 The initial and stable shape of a biconcave cell discretized with 288 elements.
The initial surface area equals A0 = 22.48029 and the surface area in the stable shape
is A = 22.64561.

Various results reported in literature are con�rmed. Moreover, results only
reported for two-dimensional simulations in literature are now generalized to
the three-dimensional case. Overall it can be concluded that the isogeometric
framework, without the application of stabilization methods, has an improved
robustness compared to the traditional boundary integral methods.

The accuracy of the developed isogeometric boundary integral method is found
to be affected by the limited precision of the numerical integration schemes. The
application of a singularity subtraction technique that incorporates tangential
stress jump contributions is anticipated to dramatically improves the accuracy
of the current method. This will also provide the possibility for improving
the computational performance of the developed method. Another source
of inaccuracies is caused by the incapability of the B-spline discretization to
accurately represent the tank-treading behavior. Although reasonably accurate
results are obtained in every time step, the errors accumulate in time due to
the continuous motion of the mesh around the interior of the cell. The solution
for this problem should either be found in the usage of adaptive discretization
techniques, or in reformulation of the problem to eliminate the tangential motion
of the mesh.

Although several improvements can still be made to the isogeometric boundary
integral formulation for the inextensible membrane, the developed algorithm has
been applied successfully to this prototypical model of a red blood cell. The
results obtained for a three-dimensional biconcave initial shape in shear �ow
demonstrates the capabilities of the isogeometric framework to capture some of
the fundamental physics of a red blood cell.
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Appendices

5.A Non-dimensionalization of the inextensible
membrane formulation

At any given point in the domain, the velocity using the boundary integral
method can be computed by

u(x0) = u¥(x0)�
1

8pm

Z

G

G(x0, x) f (x) dG, (5.24)

where u¥ is a far-�eld imposed velocity (shear �ow in this case), G is the Green’s
function and f is the stress jump across the interface and according to Pozrikidis
[15], in the case of an inextensible membrane, it is de�ned as

f = 2Htn�rst, (5.25)

where H is the mean curvature, n is the unit outward normal vector and t is the
surface tension. The following dimensionless variables are considered [25]

H? = dH, u? =
u
kd

, u?
¥ =

u¥

kd
, D? = d2D, t? =

t
mkd

, G? = dG, (5.26)

with 1/k the characteristic time and kd the characteristic velocity. Substituting
the dimensionless variables in (5.26) into the stress discontinuity (5.25), gives

f = mk (2t?H?n�r?
s H?)| {z }

f ?

. (5.27)

Substituting new stress jump (5.27) into the velocity approximation (5.24), leads
to

kdu?(x0) = kdu?
¥(x0)�

1
8pm

2

4
Z

G

mkd f ?G?(x0, x) dG?

3

5 . (5.28)

Thus

u?(x0) = u?
¥(x0)�

1
8p

Z

G

f ?G?(x0, x) dG?. (5.29)
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For the sake of convenience, the superscript ? is omitted for the non-dimensional
parameters in the main context of the chapter.

5.B Surface gradient of the scalar-valued �eld

Let f denotes a scalar-valued parameter and x be the position vector which is
related to the parametric domain x by

f (x) = �f (x). (5.30)

Therefore, differentiation of f with respect to x can be written as

¶ f
¶x

=
¶ f
¶x

¶x
¶x

. (5.31)

Multiplication with ¶x
¶x

T
gives

¶ f
¶x

¶x
¶x

T
=

¶ f
¶x

¶x
¶x

¶x
¶x

T
=

¶ f
¶x

A�1, (5.32)

with Aab = ga � gb where a, b = 1, 2 is the �rst fundamental matrix explained
in Section 3.3.1. Taking the transpose of (5.32) and multiplying that with ¶x

¶x and
using the symmetry of A gives

¶ f
¶x

T
=

¶x
¶x

A�1 ¶ f
¶x

T
. (5.33)

On the other side,

¶ f
¶x

n =
¶ f
¶x

A�1 ¶x
¶x

T
n, (5.34)

where n is the unit outward normal vector to the position. Since ¶x
¶x and n are

orthogonal, ¶x
¶x

T
n = 0. Therefore, by consideringr =

�
¶
¶x

�T
, the surface gradient

operator is de�ned as

rs f = r f � (r f � n)n =
¶ f
¶x

T
�
�

¶ f
¶x

n
�

| {z }
0

n =
¶ f
¶x

T
. (5.35)
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Therefore, substituting Equation (5.33) into Equation (5.35) gives

rs f =
¶x
¶x

A�1 ¶ f
¶x

T
, (5.36)

where can be re-expressed as

rs f =
2

å
a=1

2

å
b=1

A�1
ab

 
¶ f
¶xb

ga

!

, (5.37)

and using the symmetry of A�1,

rs f =
2

å
a=1

2

å
b=1

A�1
ab

"
1
2

 
¶ f
¶xb

ga +
¶ f
¶xa

gb

!#

. (5.38)

A validation process has been performed to verify the correctness of the for-
mulation (5.38) to take the surface gradient of any scalar parameters in the
parametrized surface in Appendix 5.C.

5.C Veri�cation of the surface gradient of a scalar-valued
�eld formulation

To examine the validity of (5.38), an arbitrary surface is produced. Given an
arbitrary set of control points Bi,j, i = 1, ..., 4, j = 1, ..., 4 and polynomial orders p,
a tensor product surface is de�ned by

C(x) =
4

å
i=1

4

å
j=1

Ni,p(x)Nj,p(h)Bi,j, (5.39)

where Ni,p(x), Nj,p(h) are univariate Bernstein polynomials of order p which in
current case is 3. Bi,j is given by

B =

0

BB
@

(0, 0, 1) (1, 0, 1
3) (2, 0, 1

3) (3, 0, 1)
(0, 2, 2) (1, 2, 7

2) (2, 2, 5
2) (3, 2, 2)

(0, 4, 1) (1, 4, 1
3) (2, 4, 1

3) (3, 4, 1)
(0, 6, 2) (1, 6, 7

2) (2, 6, 5
2) (3, 6, 2)

1

CC
A . (5.40)
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Setting C1(x) = x and C2(x) = y where C1 and C2 are the �rst and second

components of C, and solving these equations gives x =
� y

6x
3

�
. A parametrized

surface z = C3(x) can then be implicitly de�ned by the function

r(x) = z� C3(x). (5.41)

Considering x0 = 1/4 and h0 = 2/3 leads to (x0, y0, z0) = (2, 3/2, 103/72). Now,
two functions are available that the derivatives can be easily taken from. r(x) can
be treated analytically by taking the simple gradient with respect to x. Hence, the
normal vector and the mean curvature can be found analytically as follows

n(x) =
rr(x)
krr(x)k

, (5.42)

and

H =
1
2
r � n(x). (5.43)

In addition, further surface derivatives of the mean curvature (e.g. rsH) can
be obtained. Also, the surface derivative of the mean curvature (rsH) in the
parametrized space can be computed using Equation (5.38). Both cases result in

rsH =
�
�

8120180224
1320139673

p
1097

,�
100033626944

106931313513
p

1097
,�

36654211840
106931313513

p
1097

�
.

Therefore, this can verify the correctness of Equation (5.38).
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Figure 5.13 An arbitrary analytical function built by a given set of control points (red dots)
and cubic basis function.





Hybrid spline geometryChapter 6
6.1 Introduction

In the previous chapters, two ways of discretizing the interface have been
discussed. Using a linear surface triangulation (Chapter 3) the curvature of the
surface and its derivatives � which occur in the stress jump across the interface
of e.g. a vesicle � cannot be determined with suf�cient accuracy. This makes the
triangulation approach unsuitable for the simulation of a vesicle. To remedy these
problems, in Section 3.3, isogeometric analysis is presented. The key idea about
isogeometric analysis is that the higher-order continuity of the employed basis
functions allows for the direct evaluation of the curvature and its derivatives. The
applicability of isogeometric analysis in combination with the boundary integral
formulation (IGA-BIM) has been demonstrated for the cases of a drop (Chapter
4) and an inextensible membrane (Chapter 5).

Despite promising results for the drop and the inextensible membrane, instabili-
ties are encountered when simulating a vesicle in a background �ow using IGA-
BIM. In Figure 6.1, two steps of this simulation are shown when the time step is
taken as Dt = 0.001. Figure 6.1 (a) displays an object at the initial moment which
is an ellipsoid made by quartic B-splines (p = 4) with 160 elements. Note that
since the second-order derivative of the mean curvature (fourth-order derivative
of the interface position) is needed to obtain the stress jump over the interface of a
vesicle, quartic B-splines with their C3-continuity are anticipated to yield a well-
de�ned parametrization. From the simulation, it is observed that the vesicle starts
to deform and orient in agreement with the expectations during the �rst steps of
the simulation. After some time, however, irregular behavior of the surface at
the poles is observed. Figure 6.1 (b) shows the geometry one step before the
simulation breaks down completely (t = 0.18).

The irregular behavior at the poles is explained by the fact that � despite the

97
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(a) (b)

Figure 6.1 A vesicle deformation in shear �ow with 160 elements and quartic B-splines
(p = 4) (a) at the initial moment, and (b) at t = 0.18.

Figure 6.2 A geometry with 128 elements and quadratic splines with the control point at
the pole being pinched out. Non-smoothness of the surface at the pole is observed.

higher-order continuity of the surface � the normal, curvature and its derivative
cannot be evaluated at the pole. This is a consequence of the degeneration of
the elements at that point, i.e. the quadrilateral shape is reduced to a triangular
shape by making all control points at one of the edges coincident. As a result, at
the pole the basis functions (plotted over the physical domain) are C0 only, this in
contrast to the Cp�1 continuity of the basis over the domain excluding the poles.
In Figure 6.2, this reduced continuity at the poles is illustrated by pinching out
the control point associated with the pole.

To alleviate the problems associated with evaluating parametric derivatives at the
poles, the use of a hybrid geometry representation is proposed. The conceptual
idea of this hybrid geometry is to de�ne two parametrizations of the same
geometry and to de�ne the hybrid geometry as the weighted average of these two
parametrizations. By ensuring that the poles are situated at different positions, it
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is then possible to use the other geometry when parametric derivatives are to be
evaluated at a pole. In the case of a spherical initial geometry, a natural choice
for the alternative geometry is to use a rotation of the original geometry with 90
degrees, such that the pole of the new geometry is situated at the equator of the
original geometry.

In Section 6.2, the formulation for the hybrid geometry is introduced. In
Section 6.3, the required mathematical frameworks to make the hybrid geom-
etry such as hybrid spline basis functions and weight function de�nition are
presented. The approximation properties of the hybrid geometry such as the
normal vector and the mean curvature are studied and results are presented
in Section 6.4. Using the hybrid geometry the outcome of a few simulations
over the deformation of a drop and an inextensible membrane is shown and the
possibilities of using the hybrid geometry for the vesicle simulation is discussed
in Section 6.5. Eventually, the conclusions are drawn in Section 6.6.

6.2 The hybrid spline geometry formulation

In this section, the conceptual idea of merging two geometric descriptions as
outlined above is formalized. Consider the geometries xA and xB, parametrized
by the coordinates xA 2 �G and xB 2 �G, respectively. In Figure 6.3, these two
practically indistinguishable, geometries are depicted. Although the geometries
are very similar, the parametrizations are fundamentally different, which is
directly visible from the plotted control nets. In geometry A, the poles are situated
on the top and the bottom of the sphere, while in geometry B, the poles are
situated at the left and right.

Merging the two geometries xA and xB to obtains the hybrid geometry xw has the
potential of alleviating the problems related to the evaluation of the parametric
gradients around the poles, since evaluation at the poles is circumvented by
making use of the alternative geometry. In the remainder of this section, the
hybrid geometry will �rst be approached from the geometric perspective. After
that, the very same concept will be considered from the point of view of the
underlying splines basis, which is to be used in conjunction with one of the
velocity �eld approximation methods introduced in the previous chapters.

6.2.1 The weighted-average hybrid geometry

Rather than having a selection criterion for whether to use geometry A or
geometry B, the hybrid geometry is de�ned as the weighted average of these
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(a) (b)

Figure 6.3 (a) Geometry A and (b) Geometry B, with 128 elements and quadratic B-splines.

two geometries,

xw(x) = w(x)xA(xA(x)) + (1� w(x))xB(xB(x)), (6.1)

where the weight function takes values between 0 and 1. A typical weight
function is shown in Figure 6.4. In the case that at a certain point on the
geometry w = 1, geometry A is used, while geometry B is used when its value
equals 0. The above-mentioned selection criterion resembles the case in which
w can only take the values 0 and 1. However, upon inspection of Equation
(6.1) it is observed that this choice would result in a discontinuous surface
in the case that xA is not exactly equal to xB. Evidently, the smoothness of
the hybrid geometry is controlled by the smoothness of the weight function.
For example, if the curvature is to be properly de�ned everywhere on the
geometry, the weight function should be continuously differentiable (like the
geometry parametrizations A and B). In addition, the weight function w and
all its derivatives should vanish at the pole of geometry A, and 1 � w and
all its derivatives should equate to 0 at the pole of geometry B. If higher-
order parametric derivatives of the surface are required, the smoothness of the
geometry parametrizations and weight function should be increased further.

In the case that the geometries A and B exactly coincide, i.e. for every point on
the surface of geometry A a point at exactly the same position on the surface of
geometry B can be identi�ed and vice versa, the dependence of the parametric
coordinates xA and xB on the parametric coordinate of the hybrid geometry, x,
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Figure 6.4 A typical weight function w plotted on geometry A.

follows from

xw(x) = xA(xA) = xB(xB), (6.2)

which yields

xA = x�1
A (xw(x)) and xB = x�1

B (xw(x)). (6.3)

Note that, in the case of exactly matching geometries, a direct relation between
the coordinates xA and xB is obtained as

xB(xA) = x�1
B (xA(xA)). (6.4)

This expression can be generalized for the case in which the geometries A and B
do not match exactly, but are approximately the same (xA � xB), to yield

xB(xA) = arg min
x2 �G

jxA(xA)� xB(x)j. (6.5)

This expression states that given a parametric coordinate xA and corresponding
physical coordinate xA(xA), the parametric coordinate xB is de�ned as the point
which corresponds to the position on the surface xB(xB) closest to xA(xA). This
mapping is schematically shown in Figure 6.5. In Section 6.2.2, the numerical
evaluation of this map from the parametric coordinate xA to the coordinate xB is
discussed.

In the case of geometries that are approximately the same, the coordinate of the
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Figure 6.5 Schematic representation of the mapping from parametric coordinate xA to
coordinate xB.

hybrid geometry at xA is obtained by

xw(xA) = w(xA)xA(xA) + (1�w(xA))xB(xB(xA)), (6.6)

where the choice is made to de�ne the weight function w based on the
parametrization of geometry A (see Section 6.3.2 for details). Similarly, one
could have de�ned all functions in terms of xB. Given a particular weight
function, the parametrization of the hybrid geometry is fully determined by the
parametrizations A and B. In the case of spline discretizations this implies that
the hybrid geometry follows from the control points fX A,ign

i=1 and fXB,ign
i=1.

The velocity �eld of the hybrid geometry, which governs the evolution of the
surface in time, follows by differentiation of (6.6) as

uw(xA) = w(xA)uA(xA) + (1� w(xA))uB(xB(xA)), (6.7)

which in the case of splines depends on the control point velocities fU A,ign
i=1

and fUB,ign
i=1 only. Note that here it is implicitly assumed that the map xB =

xB(xA) is independent of time. In other words, the parametric coordinates xA
and xB are couple to each other through the geometries at a �x moment in time,
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for which the initial con�guration is evidently the natural choice. The choice to
make this assumption makes sense when approaching the problem from the basis
function perspective, as will be discussed in Section 6.3.1. From the perspective
of numerical implementation this choice means that the non-linear map between
the two parametric coordinates, which is a computationally expensive operation,
is only to be evaluate in the initial con�guration.

6.2.2 Numerical evaluation of the parametric coordinate mapping

The mapping between the parametric coordinates xA and xB as mathematically
described by Equation (6.5) is evaluated numerically by the minimization of

P(x) =
1
2
jxA(xA)� xB(x)j2 =

1
2

(xA(xA)� xB(x))T (xA(xA)� xB(x)) , (6.8)

which is written as

r(xB) = �
¶P
¶x

����
x=xB

=

"
¶xB
¶x

����
x=xB

#T

(xA(xA)� xB(xB)) = 0, (6.9)

in which the point xA is given and the point xB is to be determined. Note that
even if there is not an exact match between the points xA and xB, the residual
r(xB) is equal to zero.

Newton iterations are used to solve the system of equations (6.9). Given a starting
point xk

B, with k = 0 being an iteration counter, the updated value of xB is given
by

xk+1
B = xk

B �

"
¶r
¶x

����
x=xk

B

#�1

r(xk
B). (6.10)

This expression is evaluated recursively until convergence is reached. The norm
of the residual is used as a convergence criterion. The distance between xA and
xB cannot be used to verify convergence directly, since in general this distance
does not go to zero.

An essential aspect of the minimization procedure outline above is the selection of
the starting point, x0

B. A pool of starting points is created by sampling all elements
in the parametric domain by a uniform scheme. Based on these sampling points, a
sorted list of starting points with increasing distance jxA(xA)� xB(x0

B)j is created.
The �rst item of this list is then used to initiate the Newton iterations.
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Most often the Newton procedure will converge (at a quadratic rate). However,
a few situations exist in which this iterative procedure does not yield the desired
result. The most common situation in which this occurs is if the point xB does not
reside in the same element as the starting point x0

B. In this case, the Newton solver
can diverge. If this occurs the next item in the sorted list of starting points is used
to re-initiate the Newton procedure. This is repeated until the correct element
is encountered and convergence is reached. Since the list of starting points is
sorted, only a few different starting points are needed. Another complication in
the Newton iterations occurs in the very special case in which the point xB is
positioned exactly at the pole of geometry A. In this case, the Jacobian matrix in
the Newton iterations is not properly de�ned, which results in a non-converging
procedure. In this special case, which was encountered only in the context of
post-processing, a very �ne sampling of the elements surrounding the pole is
used to �nd an approximation of the point xB without Newton iterations.

In Figure 6.6, the components of xB as evaluated by the above minimization pro-
cedure are shown. For this simulation the geometries xA and xB are parametrized
using quadratic splines with 160 control points each (128 elements). Geometry
A is parametrized as discussed in Section 3.3.2. Geometry B is obtained by a
clockwise rotation of 90 degrees of this geometry around the y-axis. The control
points of geometry B then follow from these of geometry A as

XB,i = RX A,i i = 1, . . . , n, (6.11)

with n the number of control points and

R =

0

@
0 0 1
0 1 0
�1 0 0

1

A . (6.12)

For the results presented in Figure 6.6 the parameter domain has been chosen as
�G = [�p, p] 
 [0, p]. In order to properly visualize the periodic nature of the
�rst component of xB, its absolute value is plotted. It is clearly observed from
the second component that the poles of geometry B, which correspond to the
points where the xB,2 = 0 or p, are situated exactly on the equator of geometry
A. Evidently, the weight function is to be selected such that the weight at the
equator of geometry A is equal to 1 and hence, the pole of geometry B is not to
be evaluated.
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(a) (b)

Figure 6.6 The two components, (a) xB,1 and (a) xB,2, of xB, plotted as a function of xA.

6.2.3 Evaluation of parametric gradients

With the hybrid geometry de�ned in Section 6.2.1 and the minimization al-
gorithm for the evaluation of the parameter coordinate mapping discussed in
Section 6.2.2, the basis for the computation of the normal vector and curvature
(and derivatives thereof) of the hybrid geometry is formed. Before proceeding
to the derivation of the parametric description of these geometric quantities,
�rst the fundamentally different character of the hybrid geometry in the vicinity
of the poles is emphasized. In Figure 6.7, the original geometry, xA, with the
pinched-out pole as discussed earlier in the introduction of this chapter is shown
in sub�gure (a). Sub�gure (b) displays the hybrid geometry with the pole pinched
out. Evidently, in contrast to the original geometry, the surface remains smooth
in the hybrid case. In fact, upon proper selection of the B-spline order and weight
function, the curvature and its derivatives remain well-de�ned over the complete
surface of the hybrid geometry.

(a) (b)

Figure 6.7 Behavior of the surface around a pinched-out pole for (a) Geometry A, and (b)
the hybrid geometry.
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To illustrate how the parametric derivatives of the hybrid geometry are com-
puted, the de�nition (6.6) is considered. For the sake of notational simplicity the
coordinate xA is replaced by x, such that the derivative of the hybrid geometry
with respect to this coordinate x is given by

¶xw

¶xi
=

¶w
¶xi

(xA � xB) + w
¶xA
¶xi

+ (1�w)
¶xB
¶xB,k

¶xB,k
¶xi

, (6.13)

with i = 1, 2. Assuming that xA is approximately equal to xB, simpli�es the above
expression to

¶xw

¶xi
= gw,i � wgA,i + (1�w)gB,i, (6.14)

with

gA,i =
¶xA
¶xi

and gB,i =
¶xB
¶xB,k

¶xB,k
¶xi

. (6.15)

The normal vector for the hybrid geometry can then be computed through the
expression (3.23) by using either (6.13) or its approximation (6.14). Higher-
order derivatives of the hybrid geometry, as required for the evaluation of e.g.
the curvature, can be computed through differentiation of (6.13). Motivated by
Equation (6.14) an approximation of the curvature of the hybrid geometry is
obtained as

H = wHA + (1�w)HB, (6.16)

with HA and HB the mean curvature evaluated at the geometries A and B,
respectively. The Laplacian of the curvature can be approximated similarly.

6.3 Algorithmic aspects

In Algorithm 4, the computational procedure to simulate the motion of the
interface using the hybrid spline parametrization is schematically shown. In
essence, this algorithm does not differ from the algorithm used for a simulation
with a standard B-spline geometry. In this section, this similarity will be clari�ed
by considering the hybrid spline formulation from the basis function point of
view. Moreover, in this section the de�nition of the weight function is further
clari�ed.
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Algorithm 4 Hybrid geometry time integration procedure
Initialization
t = 0
De�ne X A & XB . X A & XB: Initial control nets
Determine xA and xB
Minimizing jxA(xA)� xB(xB)j . See Section 6.2.2
De�ne the weight function w . See Section 6.3.2
Find x = wxA + (1� w)xB

Time integration
repeat

Computation of the stress jump f (x, t)
Computation of the velocity �eld u(x, t)
Geometry update: x x + Dt u . Dt: Time step size
Time incrementation: t t + Dt

until t � tend . tend: Simulation end time

6.3.1 Hybrid spline basis functions

The hybrid spline is de�ned as described in Equation (6.6). Using the B-spline
parametrization of xA and xB, this expression can be rewritten as

xw(x) = w(x)
n

å
i=1

NA,i(x)X A,i + (1� w(x))
n

å
i=1

�NB,i(x)XB,i, (6.17)

where xA in Equation (6.6) is replaced by x and the basis functions NB are
considered as functions of the coordinate x, which means that the mapping from
xA to xB as discussed in Section 6.2.2 is employed. The above expression can be
cast into the standard form

xw(x) =
2n

å
i=1

Ni(x)X i, (6.18)

where fNi(x)g2n
i=1 represents the basis functions for the hybrid geometry and

fX ig2n
i=1 is the collection of control points corresponding to the geometries A and

B:

N =
�

wN A
(1� w)NB

�
, X =

�
X A
XB

�
. (6.19)
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(a) (b)

(c) (d)

Figure 6.8 A basis function in NB positioned in the vicinity of a pole of geometry A plotted
over the parameter domain (a) and physical domain (b). Sub�gures (c) and (d)
display the corresponding basis function in N.

The basis functions N A(x) are piece-wise polynomials which are de�ned over
the parameter domain �G. The pulled-back basis functions NB(x) are not piece-
wise polynomial as a consequence of the non-linear map from xA to xB. From
the perspective of numerical integration, this is an aspect to be aware of,
since standard Gauss quadrature can be inaccurate. It has to be remarked,
however, that due to the presence of the singular Green’s functions, relatively
�ne integration schemes are used anyway. For that reason, in the context of the
IGA-BIM the non-polynomial character of the pulled-back basis functions is not
anticipated to be problematic.

Figure 6.8 (a) and (b) show a basis function NB,i in the neighborhood of the south
pole of the geometry. The weight function over the support of this basis function
is practically equal to zero. As a consequence, the corresponding basis function
in N , which is shown in Figure 6.8 (c) and (d) is very similar. An important
observation is that, in contrast to the original basis functions in N A, this basis
function is smooth over the pole of geometry xA.

From the basis function de�nition in (6.19) it is observed that the composite basis
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functions N form a partition of unity over the parameter domain:

2n

å
i=1

Ni(x) = w
n

å
i=1

NA,i(x)
| {z }

1

+(1� w)
n

å
i=1

NB,i(x)
| {z }

1

= 1 8x 2 �G. (6.20)

This partition of unity property plays a role when scaling of the geometry by
means of af�ne transformations.

6.3.2 Weight function de�nition

Selecting the proper weight function to identify the inaccurate zone, and to
cover the accurate part of the domain in the best way, is an important aspect
in the hybrid geometry formulation. In Section 6.2.1, it was pointed out that the
weight function should always be between 0 and 1, while it should vanish at the
poles. Knowing these characteristics, two different types of weight functions are
presented here.Weight function using B-splines A natural choice for de�ning the weight function
is to use the B-spline discretization used for the original geometries. The essential
idea is to assign a weight, Wi, to each of the control points in order to obtain the
weight function

w(x) =
n

å
i=1

NA,i(x)Wi. (6.21)

Note that this weight is not related to the control point weights used to construct
non-uniform rational B-splines (NURBS). A slice of the control net is shown in
Figure 6.9. It is remarked that the weight function depends on the parametric
coordinate x1 only, and hence is constant in circumferential direction. This �gure
shows the interpolation of the control point weights by means of a quadratic B-
spline. A value of zero is assigned to the control points near the poles, whereas a
value of one is used near the equator. By setting the �rst and last p + 1 = 3 weight
values to zero, the weight function and its derivatives vanish at the poles. A
zone in which the weight is equal to 1 is created around the equator by assigning
the value of one to the remaining control points. Evidently, this B-spline weight
function has C1 continuity.
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Figure 6.9 A weight function constructed using a quadratic B-spline, plotted in the
parametric direction x1. The blue dots re�ect the control point weight values.Weight function using trigonometric functions Because of their smoothness,

trigonometric functions are an attractive choice for the construction of the weight
function. Here the following C1-continuous weight function is de�ned:

w(x) =

8
>>>>>>><

>>>>>>>:

0 0 � x1 < 0.1
1
2 + 1

2sin
�

10
3 (x1 � 0.25)p

�
0.1 � x1 < 0.4

1 0.4 � x1 < 0.6
1
2 + 1

2sin
�

10
3 (x1 + 0.75)p

�
0.6 � x1 < 0.9

0 0.9 � x1 � 1.

(6.22)

Figure 6.10 displays this trigonometric weight function. As shown in this �gure,
in the vicinity of the poles (0 � x1 � 0.1 and 0.9 � x1 � 1.0), w(x1) = 0. In the
zone 0.4 � x1 � 0.6, which covers the middle zone of the geometry, w(x1) = 1.
These zones are smoothly connected trough a sine function.

In Figure 6.11, the weight function presented in Figure 6.9 is plotted over the
parameter domain in terms of xA and over the physical domain. In sub�gure (c),
the weight function as a function of the parameter coordinate xB is shown.

In the remainder of this chapter, the capability of these two weight functions to
reduce the error in the computation of the mean curvature is studied.
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Figure 6.10 The weight function over the parametric domain using the trigonometric
function presented in Equation (6.22).

6.4 Approximation properties

In this section, the approximation properties of the hybrid spline geometry
are studied. The approximation of the normal vector and mean curvature is
considered to gain a better understanding of the geometrical properties of the
hybrid spline, and, indirectly, on the accuracy of the stress jump across the
membrane of the deformable objects.

6.4.1 Normal vector

The normal vector in the hybrid geometry, nw, is computed as the normalized
cross-product of the weighted average of the covariant basis vectors over the
geometries A and B as de�ned in Equation (6.14). Figure 6.12 shows the relative
L2-error (as de�ned in (3.29)) of the �eld of normal vectors, nw, versus the number
of control points for the geometry A and the hybrid geometry. Note that in this
global error measure the error of geometry B is identical to that of geometry A.
In the case of using quadratic B-spline (p = 2), it is observed that the relative
L2-error of the normal vector converges asymptotically. The same rate of
convergence is observed for the hybrid geometry as for the original geometries.
Overall, the observed error in the hybrid geometry is slightly smaller than that
of the original geometries. The advantage of the hybrid geometry is more
pronounced when a quartic B-spline (p = 4) is used to create geometry A. In
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(a)

(b)

(c)

Figure 6.11 The weight function w over (a) the parametric domain in terms of xA, (b) the
physical domain, and (c) the parametric domain in terms of xB.

this case, no clear convergence is observed in Figure 6.12 (b), while the error
is signi�cantly reduced in the hybrid geometry. Upon closer inspection of the
normal vector this behavior can be explained. In Figure 6.13, the �rst component
of the normal vector (nx) of the geometries A (a and b), B (c and d) and the hybrid
geometry (e and f) is shown, both over the parameter and physical domains.
All results are obtained using 288 elements and p = 2. Note that the other
components of the normal vector (ny and nz) show similar behavior. Since the
normal vector is accurately described over the geometries A and B using this
mesh, overall no notable difference is observed between the original geometries
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Figure 6.12 The relative L2-error of the normal vector of the spherical initial con�guration
for the geometry A and the hybrid geometry when (a) p = 2 (b) p = 4.

and the hybrid geometry. An exception to this is the value of nx at the pole of
geometry B, which, as seen is the plot is inaccurate as a consequence of the fact
that it cannot be evaluated properly in this point. In the hybrid geometry, the
evaluation of this point is circumvented. A re�ned mesh with a quartic (p = 4)
hybrid geometry is shown in Figure 6.14. Obviously, similar results are obtained
for this case.

6.4.2 Mean curvature

The mean curvature of the hybrid geometry is computed using Equation (6.16).
The L2-error of the mean curvature as de�ned in Equation (3.29) is shown in
Figure 6.15. Linear convergence behavior is observed for this error measure with
p = 2. In accordance with the expectations, the same rate of convergence is
observed for the hybrid geometry as for the original geometries. However, the
error itself is smaller.
In the case of using a quartic B-spline, however, no clear convergence is observed
for geometry A, which is in agreement with the behavior of the normal vector,
the hybrid geometry shows a drastic error reduction in the computation of the
mean curvature. To study this error further, in Figure 6.16 the mean curvature is
plotted for the geometry A (a and b), B (c and d) and the hybrid geometry (e and
f). All plots are constructed with 128 elements and p = 2. In the geometries A
and B, signi�cant errors are observed at the poles. In the hybrid geometry, these
inaccuracies are eliminated.
The behavior of the curvature of the hybrid spline geometry under mesh
re�nement is studied in Figure 6.17. For the sake of comparison the same color
bar range is used for all plots. The computed ranges of the mean curvature for
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(a) (b)

(c) (d)

(e) (f)

Figure 6.13 The �rst component of the normal vector (nx) of geometry A (a and b),
geometry B (c and d), and the hybrid geometry (e and f). All �gures are based on 288
elements and p = 2.

(a) (b)

Figure 6.14 The �rst component of the normal vector (nx) for the hybrid geometry with
336 elements and p = 4.
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Figure 6.15 The relative L2-error of the mean curvature of the spherical initial
con�guration for geometry A and the hybrid geometry when (a) p = 2 (b) p = 4.

Table 6.1 Range of the mean curvature H for the hybrid geometry and geometry A (the
points located at x1 = 0 and x1 = 1 are excluded) for various numbers of the
elements.

Nr. elements Range of H Range of HA
128 1.924 - 2.039 1.881 - 2.027
200 1.951 - 2.024 1.923 - 2.017
288 1.965 - 2.017 1.946 - 2.012

various numbers of elements for geometry A and hybrid geometry are collected
in Table 6.1. Note that since the mean curvature is not de�ned at the poles, to
compute this range for geometry A, the points located at x1 = 0 and x1 = 1 are
excluded. Clear convergence of the curvature approximation is observed from
both this table and the �gures. Accurate results are also obtained when quartic
B-splines are used, as shown in Figure 6.18.

In Figure 6.19, the curvature approximation using the two different weight
functions introduced above is compared. For the simulations in sub�gures (a)
and (b) 128 elements and quadratic splines (p = 2) are used. No notable
differences are observed for this case. For a hybrid geometry with 336 elements
and quartic splines (p = 4), as shown in the sub�gures (c) and (d), the accuracy
of the mean curvature for the geometry created by the trigonometric weight
function is more accurate than that of the B-spline weight functions. This
difference results from the interaction between the weight function and the mean
curvature inaccuracies in the neighborhood of the poles.



116 6 Hybrid spline geometry

(a) (b)

(c) (d)

(e) (f)

Figure 6.16 The mean curvature of geometry A (a and b), geometry B (c and d), and the
hybrid geometry (e and f). All �gures are based on 128 elements and p = 2).
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(a) (b)

(c) (d)

(e) (f)

Figure 6.17 The mean curvature of the hybrid geometry with second-order B-splines (p =
2) for (a and b) 128 elements, (c and d) 200 elements, and (e and f) 288 elements.

(a) (b)

Figure 6.18 The mean curvature of the hybrid geometry with fourth-order B-splines (p =
4) and 336 elements.
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(a) (b)

(c) (d)

Figure 6.19 The mean curvature of the hybrid geometry with second-order B-splines (p =
2) with 128 elements using (a) the trigonometric weight function and (b) the B-spline
weight function. Figures (c) and (d) show these weight functions for fourth-order
B-splines (p = 4) with 336 elements.
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6.5 Numerical results

In this section, the performance of the hybrid geometry to simulate the motion of
the interface of the deformable objects using the isogeometric boundary integral
method is studied. Since the collocation method is found to be advantageous
compared to the L2-projection method (see Section 3.3.3), this method is used to
approximate the velocity of the (hybrid) interface.

The collocation points for each geometry (A and B) should be taken as demon-
strated in Section 3.3.3 while the convolution integral in Equation (2.25) is
evaluated by means of the application of the hybrid geometry. Thus, the velocity
of both geometries A and B are found using the modi�ed curvature, and their
control nets move separately.

6.5.1 Drop deformation

In this section, the deformation of an initially spherical drop suspended in shear
�ow is considered. The drop deformation is measured by means of the Taylor
deformation parameter D as de�ned in Equation (4.1). Figure 6.20 shows a
comparison between the Taylor deformation over time for different simulations
of a drop using the individual geometries A and B and the hybrid geometry.
An initially spherical mesh with 288 elements is considered in background shear
�ow. As expected, the same behavior as observed in Chapter 4 is visible from
the presented graph for the hybrid geometry. The Taylor deformation starts
from zero and reaches a stationary plateau. Although a slight oscillation exists
in the deformation graph of the hybrid geometry, the �nal Taylor deformation
approaches D = 0.1091, which corresponds well with the reported Taylor
deformation in Table 4.2 where D = 0.1094.

Increasing the capillary number leads to larger deformations and more elonga-
tion of the interface. In the case of Ca = 0.2, as presented in Figure 6.21 (b),
a stable deformed shape is obtained. In comparison with Figure 6.21 (a) with
Ca = 0.1, this shape is more elongated and reaches D = 0.2216, which is
slightly off from the reported Taylor deformation in Table 4.2 where D = 0.2209.
Although this difference is small, see Figure 6.21 (b), further increasing of the
capillary number leads to the simulation break-down.

In the case of larger deformations (bigger capillary numbers), the hybrid geom-
etry does not give the same interface movement as the individual geometries
A and B, despite the fact that the hybrid geometry decreases the error of the
computed mean curvature, see Figure 6.17. The reason can be interpreted as
follows. In Figure 6.22, a set of points is shown in the parametric domain and
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Figure 6.20 Taylor deformation of a drop with 288 elements versus time with Ca = 0.1 for
the geometries A & B and the hybrid geometry.

(a) (b)

Figure 6.21 Stable drop shape using the hybrid geometry with 288 elements for (a) Ca =
0.1 (b) Ca = 0.2.

its corresponding physical geometry. In the single geometry, the computed mean
curvature for all of these points is the same. Since these points are located at the
pole of geometry B, the weight function in this zone equals one and therefore
in using the hybrid geometry, according to Equation (6.16), the mean curvature
is taken from the corresponding points in geometry A. The data for the mean
curvature of the points in this �gure and their corresponding points on the hybrid
geometry is listed in Table 6.2.
Although the accuracy of the computed mean curvature in the hybrid geometry
is improved in comparison with the single geometry, an inequality between
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Figure 6.22 A set of points in the parametric domain of geometry B near the pole and their
corresponding points at the physical domain.

the computed mean curvature is created. This discrepancy comes from the
minimization process since for the identical points in the parametric domain of
geometry B, similar (but not identical) corresponding points in the parametric
domain of the geometry A exist. This difference results in the perturbation in the
computation of the stress discontinuity and hence the velocity of the mentioned
points. Subsequently, these disturbed velocities lead to irregular movement of
the control points, particularly those close to the pole. This irregular behavior
can also be extended to the movement of the other control net (geometry A).
This behavior is clearly shown in Figure 6.23 for a cell with 72 elements. The
movement of the control net of the single geometry B in shear �ow at t = 1.2 is
depicted in Figure 6.23 (a). The points closed to the pole in this geometry move
as expected. But, as is shown in Figure 6.23 (b), in the case of using the hybrid
geometry, this movement is no longer appropriate due to the disturbance of the
mean curvatures for these points. In the case of small deformations (Ca < 0.25),
this effect can be controlled by increasing the number of elements.

6.5.2 Inextensible membrane deformation

In this section, the deformation of an initially ellipsoidal cell suspended in shear
�ow is considered, while the geometrical setup of the cell is the same as used in
Chapter 5. Figure 6.24 shows the typical motion of an inextensible membrane in
an imposed shear �ow where the axes ratio r = 2 and initial inclination angle
q0 = 0. The cell deforms while the membrane rotates around its interior. This
observation is in agreement with the results reported in Chapter 5. In addition,
the tension distribution over the equilibrium shape of the cell for an initial
ellipsoid with r = 2 is plotted for geometries A and B in Figure 6.25 (Note that
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Table 6.2 Comparison of the computed mean curvature for a set of points near the pole

between the hybrid geometry and single geometry B.
Point Id. The hybrid geometry The single geometry

1 2.0098 2.0556
2 2.0499 2.0556
3 2.0098 2.0556
4 2.0098 2.0556
5 2.0499 2.0556
6 2.0098 2.0556
7 2.0098 2.0556
8 2.0499 2.0556
9 2.0098 2.0556
10 2.0098 2.0556
11 2.0499 2.0556
12 2.0098 2.0556

(a) (b)

Figure 6.23 A side view snapshot of the control net (with 96 points) near the pole of (a)
individual geometry B (b) geometry B used to move the hybrid geometry.
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(a) t = 0 (b) t = 2 (c) t = 4

Figure 6.24 The motion of an inextensible membrane using the hybrid geometry at
different times for a cell with axes ratio r = 2, inclination angle q0 = 0 and 128
elements.
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Figure 6.25 Tension distribution over the surface of the cell in its stable shape computed
with 128 elements for (a) geometry A (b) geometry B.

since the tension is implicitly solved over the control points, separated surface
tensions for geometries A and B are needed). It is shown that this distribution is
in good agreement (tmax = 6.15) with the results shown in Figure 5.7 where the
maximum tension is tmax = 6.37.

Although the behavior of the inextensible membrane using the hybrid geometry
for a cell with axes ratio r = 2 is in agreement with the previously reported
observations in Chapter 5, the surface area changes from initially A0 = 21.512
to the �nal A = 20.924 (2.7 % deviation from the initial value). This difference
will be intensi�ed when the axes ratio increases and thus the deformation grows.
This can be attributed to the same reason causing the drop deformation failure
using the hybrid geometry as explained in Section 6.5.1, where despite of the
error reduction in computing the mean curvature, the accuracy of the computed
surface tension is not improved.
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6.5.3 Vesicle deformation

More realistic simulation of a vesicle (and also a red blood cell) requires compu-
tation of the bending force across the membrane, which includes the higher-order
derivative of the mean curvature. As discussed in Section 6.1, it is expected that
the hybrid geometry reduces the error of computing the Laplace-Beltrami of the
mean curvature. Unfortunately, the problems encountered with the simulation
of the drop and inextensible membrane using the hybrid geometry hindered the
application of the hybrid geometry concept to the simulation of a vesicle.

6.6 Conclusions

Computation of higher-order derivatives of geometrical quantities such as the
mean curvature is required for a realistic red blood cell model. To alleviate the
problems associated with the C0-continuity of the poles of the splines considered
in the previous chapters, a hybrid geometry is suggested which is capable of
accurately computing higher-order geometric derivatives.
The results obtained using the hybrid geometry show a drastic error reduction in
computing the mean curvature. Nevertheless, it is also found that the equality
between the points of each geometry with identical mean curvature is affected.
Although this in�uence contributes to the reduction of the error of the computed
mean curvature, this disturbance restricts the current capabilities of the hybrid
geometry in the simulation of the deformable objects. It is shown that the hybrid
geometry approach properly works in limited cases for the drop and inextensible
membrane. Evidently, to generalize this approach, further improvements that
resolve the mentioned problems are essential.



Conclusions and recommendationsChapter 7
7.1 Conclusions

The Boundary Integral Method (BIM) is known to be a powerful method to
model the deformation of deformable objects (drops, capsules, vesicles, red blood
cells, etc). A major advantage of this method above of the technique is that a
discretization is only required at the interface, which is a result of the possibility
to recast the full three-dimensional Stokes problem to a two-dimensional surface
problem. Triangular elements are often used to discretize the surface of the
deformable objects. In such a traditional boundary integral formulation, the
surface is parametrized by the de�nition of piece-wise continuous, but non-
smooth, basis functions over the elements. Evidently, the mean curvature �
which has an essential contribution in the stress discontinuity at the interface
of the deformable objects � is not de�ned over the element boundaries, and as
a consequence different methods have been suggested to reconstruct the mean
curvature. This reconstruction can lead to inaccuracies in the computation of the
stress jump term, which affects the capability of the method to reliably simulate
the motion of the deformable objects. This weakness is more pronounced
when higher-order derivatives of the geometry, such as the Laplacian of the
mean curvature, are involved in the stress discontinuity at the surface. This is
particularly the case when the method is applied to more complex objects such
as red blood cells or vesicles.

In this thesis, isogeometric analysis is proposed as a methodology to overcome
the accuracy problems of the traditional boundary integral formulation. Using
isogeometric analysis, the interface of the deformable object is described using
higher-order continuous B-splines. The boundary integral formulation is then
employed to compute the motion of the associated control net. The spline basis
functions used in this isogeometric BIM are generally smooth over the parameter
domain and allows for a unique de�nition of the surface gradients over the

125
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complete surface of the objects (with the exception of a few special points).
This advantage results in the direct evaluation of the surface normals, mean
curvatures and higher-order surface derivatives in the formulation.
As a �rst example of using IGA-BIM, the deformation of a drop suspended
in shear �ow is computed. Ef�cient numerical evaluation of the convolution
integral, which involves singular Green’s functions, is achieved by means of a
singularity subtraction technique. The motion of the drop is determined by a
stepwise computation of the control points velocity using either an L2-projection
or a collocation method. The computation of the velocity �eld over the drop
surface using the collocation method was found to be superior in terms of
computational effort and stability compared to the computation using the L2-
projection.
As a second example, IGA-BIM is used for the simulation of the motion of an
inextensible membrane, which can be considered as a preliminary model for a
red blood cell. This application is a non-trivial extension of the drop case due to
the presence of the pointwise surface inextensibility condition. An isogeometric
boundary integral formulation based on the collocation method is introduced
to implicitly obtain the surface tension needed to keep the surface area of the
cell unchanged. Using this computed surface tension, the IGA-BIM is used to
determine the motion of the object. IGA-BIM has been successfully applied to
the surface velocity computation of a large variety of three-dimensional shapes,
without the application of additional stabilization methods. Furthermore, the
results obtained from an initially three-dimensional biconcave shape in shear
�ow demonstrates the capability of the isogeometric framework to capture some
of the fundamental physics of a red blood cell.
The most prominent difference between the model for a red blood cell and
an inextensible membrane is the existence of a stress jump term related to the
Laplacian of the mean curvature in the case of a red blood cell, which can be
interpreted as a fourth order derivative of the position at the interface. Upon
appropriate selection of the spline order (p � 4), these derivatives are well
de�ned everywhere, with the exception of the poles. Although the poles are
not dramatically affecting the simulation procedure in the cases of the drop and
inextensible membrane, they do result in irregular deformations in the case of a
red blood cell, which ultimately leads to simulation break-down. Evidently, these
problems can be attributed to inaccuracies arising from the computed Laplacian
of the mean curvature at the poles, which happen because of the non-smoothness
of the basis functions at these points.
Using a hybrid geometry representation, the inaccuracies of the computed
mean curvature are shown to be drastically reduced. This geometry is de�ned
as the weighted average of two parametrizations of the same geometry. By
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appropriate selection of the weighting function, the negative in�uence of the
poles can be eliminated. Although the errors in the computation of the geometric
derivatives are reduced using the hybrid discretization, additional perturbations
are introduced which negatively effect the stability of the current formulation.
Further developments on the hybrid geometry formulation are therefore needed
to exploit its full potential.

7.2 Recommendations

The main objective of this thesis was to simulate the movement of the interface
of viscous drops and capsules with different complexities of their membranes.
However, due to complications, some assumptions and simpli�cations have been
made. Below, some recommendations for future work are given.

� Obviously, in this thesis the incorporation of the viscosity ratio is neglected
and all the simulations are restricted to the iso-viscous case. This assump-
tion simpli�es the integration terms and therefore time expense to �nd the
velocity. Although this assumption covers a large range of applications
of micro�uidic devices, having a contrast between the viscosities of the
internal and external �uids generalizes the application of the simulations
and con�rms the capabilities of the IGA-BIM.

� A singularity subtraction technique is implemented in the case of drop de-
formation. As shown in Chapter 4, this drastically improved the ef�ciency
of the integration. Unfortunately, due to the presence of a tangential stress
jump term, a straightforward application of this subtraction technique is
not possible in the case of the inextensible membrane. It is anticipated
that the integration inaccuracies due to the singular integration negatively
in�uence the stability of the IGA-BIM. A solution to this problem was
recently proposed in [132], with a singularity subtraction technique that
incorporates the tangential stress jump. It is highly recommended to
incorporate this technique to dramatically improve the accuracy of the
current method.

� In the current thesis, forward Euler time stepping is used to move the
interface in time. Application of implicit time integration is anticipated to
signi�cantly improve the robustness of the simulations.
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Summary

Three-dimensional boundary integral modeling of viscous drops
and capsules

Deformable objects such as drops, vesicles and red blood cells have received
considerable research interest due to their industrial and biomedical applications.
For example, the study of the deformation of drops is important to investigate
the dynamics of polymer blends intended for �ber-, �lm- or bulk polymer
production or water-in-water biopolymer mixtures. Capsules, vesicles and red
blood cells (RBC) also play an essential role in biomedical engineering. To
obtain a useful model for the motion of these objects, an accurate and powerful
method to approximate the velocity �eld of the deformable objects is required.
The boundary integral method (BIM), which relies on a mathematical reduction
from the three-dimensional volume description to a two-dimensional surface
representation, is one of the most accurate known methods to approximate this
velocity �eld in the creeping �ow regime and is used in this thesis.
Triangular elements are often taken as a method to discretize the surface of
the above-mentioned objects. Different approaches have been developed to
determine the mean curvature of each element when linear triangular meshes are
used. Evidently, the mean curvature is not de�ned over the element boundaries
and as a result many different methods (e.g. non-singular contour integration)
have been introduced to minimize errors in the velocity calculation. Although
these inaccuracies do not drastically in�uence the modeling of rather simple
objects like drops, these errors are intensi�ed for objects with more complex stress
discontinuities at the interface such as vesicles and red blood cells. The physical
limits where a triangular description can be applied have been investigated in
this thesis. Although that for some material conditions results are obtained, the
stability of the method was found to be insuf�cient to yield a versatile simulation
tool for vesicles and red blood cells. Therefore an alternative method for the
spatial approximation of the interface was sought.
The combination of isogeometric analysis with the boundary integral method
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138 7 Summary
(IGA-BIM) is proposed in this thesis to overcome the mentioned dif�culties in
computing higher-order derivatives on surfaces. Isogeometric analysis de�nes
the interface using a B-spline discretization and makes it possible to unam-
biguously evaluate normal vectors, mean curvatures and derivatives thereof.
As a �rst application, the deformation of a viscous drop is considered and its
behavior in a shear �ow is investigated using the IGA-BIM. To achieve an ef�cient
numerical evaluation of the convolution integrals that appear in the formulation,
a singular subtraction technique is implemented to accurately integrate the
singularities introduced by the Green’s functions. The motion of the droplet
is simulated by a stepwise computation of control point velocities using either
an L2-projection or a collocation method. The numerical simulation of the drop
deformation is performed for various (second-, third- and fourth-order) B- spline
degrees. The method is shown to render objective results with respect to both the
mesh size and the spline order. The importance of the smoothness of splines is
more pronounced in the cases where higher-order gradients appear in the surface
force term. Such higher-order terms can be found in e.g. models for the red blood
cell.

Unlike the drop, the physics of a red blood cell is more complicated and does
not allow its membrane surface area to change during the deformation, due
to the existence of a lipid bilayer at the membrane. As a �rst approximation
of a red blood cell, a drop with an inextensible membrane is considered. The
deformation of this cell suspended in a shear �ow is solved using the IGA-BIM
that has been extensively veri�ed for the deforming viscous drop. A staggered
time integration scheme is introduced to enforce the surface area constraint.
The resulting algorithm requires the evaluation of the force discontinuity at the
membrane, which � in contrast to the formulation for the drop � involves the
surface gradient of the tension in the membrane. Therefore, an appropriate
formulation for �nding the surface gradient of any scalar function using the IGA
discretization is presented. The dependency of the equilibrium shape of the cell
on the initial con�guration and the inclination angle is studied. In addition, the
correlation between the tension distribution and the mean curvature across the
surface is investigated.

To obtain a more realistic simulation of a RBC, the bending force of the RBC
membrane is required to be added to the model. The importance of IGA is in
this case more pronounced since a higher-order gradient of the mean curvature is
present in the bending force across the membrane. Although IGA allows for the
unambiguous evaluation of higher-order gradients, interpolation inaccuracies in
the vicinity of the poles were found to cause simulations to be unstable. To
resolve these problems a hybrid geometry parametrization is developed which
preserves the smoothness of the surface, but avoids the necessity to evaluate
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higher-order gradients around the poles. To study the appropriateness of this
hybrid geometry parametrization, it is applied for the simulation of a drop and an
inextensible membrane and the possibilities of the hybrid method for application
to the red blood cell case are discussed.





Samenvatting

Driedimensionale randintegraalmodellering van viskeuze drup-
pels en capsules

Door hun industriºle en biomedische toepassingen bestaat er een aanzienlijke
onderzoeksinteresse in deformeerbare objecten zoals druppels, vesicles en rode
bloedcellen. De studie van de vervorming van druppels is bijvoorbeeld belan-
grijk voor onderzoek naar de dynamica van polymeermengsels voor �ber-, �lm-
of bulkpolymeerproductie, of water-in-water biopolymeer mengsels. Capsules,
vesicles en rode bloedcellen (RBC) spelen een essentiºle rol in de biomedische
technologie. Om een bruikbaar model voor de beweging van deze objecten te
verkrijgen is een nauwkeurige en krachtige approximatie van het snelheidsveld
van de deformeerbare objecten vereist. De randintegraalmethode (BIM), welke is
gebaseerd op een wiskundige reductie van de driedimensionale volumebeschri-
jving tot een tweedimensionale oppervlakterepresentatie, is ØØn van de meest
nauwkeurige bekende methoden voor de approximatie van dit snelheidsveld in
het kruipstromingregime en wordt gebruikt in dit proefschrift.

Driehoekselementen worden vaak gebruikt om het oppervlak van de bovenge-
noemde objecten te discretiseren. Verschillende benaderingen om de gemiddelde
kromming van ieder element te bepalen zijn ontwikkeld voor het geval dat
gebruik wordt gemaakt van driehoeksroosters. Het is overduidelijk dat de
gemiddelde kromming niet is gede�nieerd over de elementranden, waardoor
een groot aantal verschillende methoden (bijv. niet-singuliere contourintegratie)
is voorgesteld om de fouten in de snelheidsberekening te minimaliseren. Hoewel
deze onnauwkeurigheden de modellering van betrekkelijk eenvoudige objecten
zoals druppels niet dramatisch beïnvloeden, worden deze fouten versterkt voor
objecten met meer complexe spanningsdiscontinuïteiten over de rand, zoals
vesicles en rode bloedcellen. De fysische grenzen van de toepassing van een
driehoeksbeschrijving zijn in dit proefschrift onderzocht. Hoewel resultaten zijn
verkregen voor sommige materiaalcondities, is de stabiliteit van de methode niet
toereikend bevonden om te resulteren in een breed toepasbaar simulatiemodel
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voor vesicles en rode bloedcellen. Daarom is er gezocht naar een alternatieve
methode voor de ruimtelijke approximatie.
In dit proefschrift is de combinatie van isogeometrische analyse met de rand-
integraalmethode (IGA-BIM) voorgesteld om de genoemde problemen met be-
trekking tot de berekening van hogere-order afgeleiden over oppervlakten te
verhelpen. Isogeometrische analyse de�nieert de rand door middel van een
B-spline discretisatie en maakt het mogelijk om de normaalvectoren, gemid-
delde kromming en afgeleiden daarvan eenduidig te bepalen. Als een eerste
toepassing is de vervorming van een viskeuze druppel beschouwd en diens
gedrag in een schuifstroming is bestudeerd door middel van IGA-BIM. Ter
verkrijging van een ef�ciºnte numerieke evaluatie van de convolutie-integralen
in de formulering, is een singulareit-subtractie techniek geïmplementeerd om de
singulariteiten ten gevolge van de Green’s functies nauwkeurig te integreren.
De beweging van de druppel is gesimuleerd met een stapsgewijze berekening
van de controlepunt snelheden, door gebruik te maken van een L2-projectie of
een collocatiemethode. De numerieke simulatie van de druppelvervorming is
uitgevoerd voor verschillend (tweede-, derde- en vierde-orde) B-spline ordes.
Het is aangetoond dat de methode objectieve resultaten genereert ten aanzien
van zowel de roostergrootte als de spline orde. Het belang van de gladheid
van splines komt sterker naar voren in het geval waar hogere-orde gradiºnten
in de oppervlaktekracht aanwezig zijn. Zulke hogere-orde bijdragen komen
bijvoorbeeld voor in modellen voor de rode bloedcel.
De fysica van een rode bloedcel is ingewikkelder dan die van de een druppel.
In tegenstelling tot de druppel verandert het oppervlak niet gedurende de
vervorming, door de aanwezigheid van een lipiden bilaag in het membraan. Als
een eerste versimpeling van een rode bloedcel is een onuitrekbaar membraan
beschouwd. De vervorming van deze cel in een schuifstroming wordt bepaald
met de IGA-BIM, welke uitgebreid is geveri�eerd voor de vervorming van drup-
pels. Een stapsgewijs tijdsintegratieschema is geïntroduceerd om te voldoen aan
de onuitrekbaarheidsrestricite. Het resulterende algoritme vereist de evaluatie
van de krachtdiscontinuïteit over het membraan, welke � in tegenstelling tot
de formulering voor de druppel � de oppervlaktegradiºnt van de spanning
in het membraan bevat. Daarom is er een formulering voorgesteld voor de
bepaling van een oppervlaktegradiºnt voor een willekeurige scalaire functie met
de IGA discretisatie. De invloed van de begincon�guratie en inclinatiehoek op
de evenwichtsvorm van de cel is bestudeerd. Daarnaast is de correlatie tussen de
spanningsverdeling en de gemiddelde kromming van de rand onderzocht.

Voor een realistischere simulatie van een RBC is het vereist om de buigkracht
van het RBC membraan aan het model toe te voegen. Het belang van iso-
geometrische analyse komt in dit geval sterker naar voren, doordat hogere-
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orde gradiºnten van de gemiddelde kromming aanwezig zijn in the buigkracht
over het membraan. Hoewel IGA de eenduidige evaluatie van hogere-orde
gradiºnten toestaat, blijken interpolatie onnauwkeurigheden in de nabijheid
van de polen de simulaties instabiel te maken. Om deze problemen op te
lossen is een hybride geometrieparametrisatie ontwikkeld, welke de gladheid
van het oppervlak behoudt, maar de noodzaak om hogere-orde gradiºnten te
evalueren rondom de polen vermijdt. Om de geschiktheid van deze hybride
geometrieparametrisatie te onderzoeken is deze toegepast voor de simulatie van
een druppel en een onuitrekbaar membraan en de toepassingsmogelijkheden van
de hybride methode voor de modellering van de rode bloedcel zijn besproken.
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