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Abstract. The protection of sensitive information is of utmost importance for organizations. The complexity and dynamism of modern businesses are forcing a re-think of traditional protection mechanisms. In particular, \textit{a priori} policy enforcement mechanisms are often complemented with auditing mechanisms that rely on an \textit{a posteriori} analysis of logs recording users’ activities to prove conformity to policies and detect policy violations when a valid explanation of conformity does not exist. However, existing auditing solutions require that the information necessary to assess policy compliance is available for the analysis. This assumption is not realistic. Indeed, a good deal of users’ activities may not be under the control of the IT system and thus they cannot be logged. In this paper we tackle the problem of accessing policy compliance in presence of incomplete logs. In particular, we present an auditing framework to assist analysts in finding a valid explanation for the events recorded in the logs and to pinpoint policy violations if such an explanation does not exist, when logs are incomplete. We also introduce two strategies for the refinement of plausible explanations of conformity to drive analysts along the auditing process. Our framework has been implemented on top of CIFF, an abductive proof procedure, and the efficiency and effectiveness of the refinement strategies evaluated.
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1 Introduction

Policy compliance is a critical issue faced by organizations. Regulations like HIPAA, Sarbanes-Oxley Act and Basel II, define guidelines and best practices that organizations have to implement in order to assure a minimum level of protection for sensitive information and corporate assets as well as to regulate the assignment and execution of work. Organizations usually translate these guidelines and best practices into policies and procedures for their enforcement. An important class of policies organizations have to comply with, is formed by usage policies. Usage policies define rules and constraints on the access and use of sensitive information. Compliance to usage policies (which we will refer to as ‘conformity’) is of utmost importance. Indeed, failure to comply with these policies can result in serious data leakage, privacy violation and fraud which have significant legal and financial consequences to organizations [9, 23].

When it comes to usage control, conformity is usually addressed using preventive enforcement mechanisms. However, these mechanisms are too inflexible to deal with exceptions and unpredictable situations, which often arise in complex organizations.
Moreover, usage policies often include constraints that cannot be enforced a priori, e.g. future obligations [25] and purpose control [26]. Therefore, a priori policy enforcement mechanisms can be complemented with auditing mechanisms (still, mostly human-driven) that rely on an a posteriori analysis of logs recording users’ activities. Here, users are not prevented from accessing sensitive information; rather, they are held accountable for their actions.

Some approaches [1, 6, 7, 26] have been proposed for an automated a posteriori compliance with usage policies. The basic idea underlying these approaches is to analyze user activities, recorded in logs, against the policies in order to construct a justification for such activities and pinpoint the causes of non-conformity when a policy is violated. To perform such an analysis, existing solutions assume that all information necessary to assess policy compliance is available for the analysis. This assumption, however, is very difficult to meet in practice.

The logs maintained by organizations are often incomplete [12]. There are several causes for this incompleteness. For instance, actions that are not supported by the IT system cannot be monitored by the IT system itself [4]. Moreover, verbal authorizations (i.e., authorizations which are not documented in a written form) are often acceptable, and sometimes needed to deal with emergency situations. Another source of incompleteness is given by the distributed nature of modern applications, business processes and underlying IT systems. User activities are often not confined to a single system but span several systems. Each system may be under the control of a different authority/organization, which might not be willing to disclose logs to other organizations as they can reveal confidential corporate information.

Thus, an auditor who has to assess the adherence of an organization to regulations and policies can often only rely on incomplete logs, which provide a partial view of what happened within the system. These considerations raise the main research question addressed in this paper: How can we effectively assist auditors in verifying conformity to usage policies based on incomplete logs?

This paper presents an auditing framework for a posteriori compliance with usage policies when logs are incomplete, i.e. when the logs available for the analysis only provide a partial knowledge of what happened within the system. Our auditing framework makes it possible to (i) find a valid explanation for the events recorded in the logs and (ii) pinpoint policy violations if such an explanation does not exist. We analyze and discuss both theoretical and practical underpinnings underlying the framework.

To find explanations of conformity, we rely on abductive reasoning and, in particular, on Abductive Logic Programming (ALP) [17]. Abduction is a tool for hypothetical reasoning with incomplete knowledge which aims to explain observations describing the actual system state from hypotheses that are considered possible, provided that they are consistent with the intended system behavior. (Hereafter we refer to the set of possible hypotheses explaining the observations as plausible explanations of conformity). ALP extends logic programming to support abductive reasoning by allowing some predicates to be incompletely defined. The advantage of adopting a formalism based on logic programming is that it makes it possible to reuse well-defined frameworks for the specification and evaluation of usage policies and, especially, access control and trust management policies (e.g., [13, 16, 22, 29]).
To assess policy compliance an auditor should determine what actually happened, i.e. find a valid explanation of conformity. However, observations can have (infinitely) many plausible explanations. Thus, the auditor should investigate the hypotheses forming the plausible explanations and determine which ones are valid. Unfortunately, existing abductive logic programming frameworks \[10, 17\] do not provide support to identify valid explanations of conformity; they only provide a list of plausible explanations. To assist an auditor in the validation of plausible explanations, we introduce a new form of abductive reasoning which allows the refinement of plausible explanations of conformity until a valid explanation is obtained. Intuitively, the auditing process supported by our framework is iterative, where an auditor selects some hypotheses forming plausible explanations, checks their validity, and new plausible explanations are obtained by considering the gathered information.

The selection of the hypotheses to be validated has a significant impact on the effectiveness and efficiency of the auditing process. To assist an auditor in the validation of plausible explanations, we propose two refinement strategies that drive an auditor along the auditing process by selecting the “best” hypothesis to be validated. In particular, these strategies aim to minimize the efforts, in terms of the number of hypotheses that have to be validated and the number of iterations, necessary to obtain a valid explanation of conformity (or evidence of non-conformity).

The refinement of plausible explanations may lead to situations in which a valid explanation for the observations does not exist. These situations provide an indication that some user did not behave as intended, i.e. that a policy violation occurred. To assist an auditor in the investigation of policy violations, our auditing framework allows the identification of the potential damage of violations (called consequences) as well as their root causes (i.e., the actions that were the initial cause of the violation).

We have implemented a prototype supporting the auditing framework with incomplete logs on top of the CIFF Proof procedure \[28\], an abductive proof procedure implemented in Prolog. Moreover, we performed experiments to evaluate and compare the effectiveness and efficiency of the proposed refinement strategies.

The remainder of the paper is structured as follows. Section 2 introduces preliminaries on logic programming and ALP. Section 3 provides an overview of the auditing process with incomplete logs. Section 4 presents an auditing framework based on abductive reasoning for policy compliance, and Section 5 a framework for analysis of policy violations. Section 6 describes the refinement strategies. Section 7 presents a prototype implementation of the auditing framework with incomplete logs, and Section 8 presents an evaluation of the refinement strategies. Finally, Section 9 discusses related work, and Section 10 concludes the paper providing directions for future work.

2 Preliminaries

This section provides an overview of logic programming and, then, shows how abductive reasoning can be instantiated to logic programming.
2.1 Logic Programming

Logic programming syntax is defined using Horn clauses. An atom is an expression of the form \( p(t_1, \ldots, t_n) \), where \( p \) is a predicate symbol and \( t_1, \ldots, t_n \) are terms. A literal is an expression of the form \( A \) or \( \neg A \) where \( A \) is an atom. A literal is ground if it contains no variables. A Horn clause is a formula of the form

\[ H \leftarrow B_1, \ldots, B_n \quad (\text{with } n \geq 0) \]

where \( H \) is an atom called head and \( B_1, \ldots, B_n \), called body, is a conjunction of atoms. The empty head is equivalent to \( \text{false} \), whereas the empty body is equivalent to \( \text{true} \). A clause with an empty body is called fact (the “\( \leftarrow \)” symbol is usually omitted in facts). A logic program \( P \) is a finite set of clauses.

A query \( Q \) is a conjunction of literals. A valuation \( \sigma \) is an assignment of values to variables. The semantics of \( \models \) has the usual logic programming interpretation, together with negation as failure. Notice that our programs do not contain negation (negation may be present only in queries), so we can refer to the minimal Herbrand model of a program. Given a logic program \( P \), and a ground atom \( A \), we write

\[ P \models A \]

if \( A \) is true in the minimal Herbrand model of \( P \). For negated atoms we use the negation as (possibly infinite) failure rule and write

\[ P \models \neg A \]

iff \( P \not\models A \). This notation extends in the straightforward way to more complex formulas without quantifiers (e.g., conjunction, disjunction).

2.2 Abductive Logic Programming

In this work we use Abductive Logic Programming (ALP) for abductive reasoning [17]. Abduction is a tool for hypothetical reasoning with incomplete knowledge. It aims to explain some observations describing the actual system state by means of possible hypotheses that are considered possible, provided that they are consistent with the intended system behavior. ALP combines abduction with logic programming enriched by integrity constraints. An abductive problem in ALP can be seen as the task of finding a set of hypotheses which, together with a logic theory representing the system behavior, allows the inference of the observations. In the remainder of this section, we present the main concepts of ALP.

**Definition 1.** An abductive framework is a tuple \( \langle P, A, IC \rangle \) where \( P \) is a logic program referred to as ‘abductive theory’, \( A \) is a set of predicate symbols referred to as ‘abducibles’ and \( IC \) is a set of integrity constraints.

The set of abducibles is a domain-specific predefined class of predicate symbols used to construct the possible hypotheses explaining the observations. Hereafter, we
denote by $\overline{A}$ the set of all ground terms that can be constructed over a set of predicate symbols $A$.

Not every combination of hypotheses constitutes a valid explanation. Integrity constraints are formulas which have to be “satisfied” by abductive explanations. Explanations that do not satisfy integrity constraints are not valid. Various characterizations of integrity constraints have been proposed in the literature. Based on [28], we represent integrity constraints using a general implicative form:

$$L_1 \land \cdots \land L_n \rightarrow H_1 \lor \cdots \lor H_m$$

where $L_1, \ldots, L_n$ are literals and $H_1, \ldots, H_m$ are atoms. The $\rightarrow$ symbol is used instead of the $\leftarrow$ symbol to distinguish between program clauses ($\leftarrow$) and integrity constraints ($\rightarrow$).

A diagnosis is a set of hypotheses that explains a set of observations, represented as a query, based on the system description.

**Definition 2.** A diagnosis to a query $Q$ with respect to an abductive framework $\langle P, A, IC \rangle$ is a pair $\langle \Delta, \sigma \rangle$, where $\Delta \subseteq \overline{A}$ is a finite set of ground abducible atoms and $\sigma$ is a valuation for the free variables occurring in $Q$, such that $P \cup \Delta \models IC \land Q\sigma$.

### 3 Auditing Process

In this section, we present our auditing process with incomplete logs. The flow chart of the process is given in Figure 1. In the remainder of this section, we introduce the basic concepts and provide an overview of the process.

User actions are typically recorded by the system in logs. The information contained in these logs corresponds to observations. Observations are analyzed by auditors to determine whether a user violated the security policies employed by the organization. However, not all user actions can be logged. For instance, actions that are not supported by the IT system usually cannot be monitored by the IT system itself [4]. Therefore, an auditor has to determine whether the actions performed by users were legitimate based on a partial knowledge of what happened. The auditor can make some hypotheses about what he deems possible, i.e. what may have happened without being logged. From these hypotheses the auditor will want to find and validate those that justify the observations made on the system. However, there may be several (possibly infinitely many) plausible explanations to justify the observations.

The auditing process aims to find and fully validate an explanation for the observations. The input to the process consists of a description of the system and the policies defining its intended behavior (the abductive theory and integrity constraints) as well as some events observed by the auditor representing the actions performed by the users (observations). From this input, the approach aims to find a valid explanation (a diagnosis) for the observations. (We will use a form of abductive reasoning to find diagnoses if any exists as described in the next section). Intuitively, a diagnosis consists of a set of hypotheses that have to be analyzed and verified to demonstrate compliance with usage policies. If a diagnosis does not exist, it means that a policy violation occurred. In this case, the approach aims to identify which policy violations occurred along with their consequences and root causes (Section 5).
If one plausible diagnosis (or more) does exist, the auditor should validate the hypotheses in plausible diagnoses by determining whether they correspond to events which have actually occurred. Based on the gathered information, the process is reiterated to refine the set of plausible diagnoses. The process terminates when one diagnosis, in which all hypotheses have been verified, is found or a plausible diagnosis does not exist. Refinement strategies can be employed to drive auditors in the selection of the “best” candidate hypotheses to be verified (Section 6).

Next, we introduce a scenario and an access control system with delegation inspired on Audit Logic [7], which are used in the remainder of the paper to demonstrate our auditing approach with incomplete logs.

**Example 1.** A firm is required to perform the analysis of the privacy practices of a hotel. The hotel is part of a worldwide chained-brand hotel. The chained-brand hotel is associated with several travel agencies which provide their customers the possibility of booking a complete traveling package including plane tickets, hotel reservation and car rental. The hotel also has an agreement with some airline companies to provide accommodation in case of flight delays and cancellations. The hotel records the access to customer data in logs. By analyzing these logs, the auditor observes that the hotel personnel had accessed the data of a customer who did not stay at the hotel and he wants to investigate this situation. However, the hotel log only provides a partial view of what actually occurred. Each partner of the hotel (e.g., chained-brand hotel, travel agencies, airline companies) has records of their customers along with access logs. These partners are not willing to give their logs to others, but they may answer some specific questions;
Abductive Theory:
R1 own(U,O) ← event(U,O,create)
R2 has_perm(U,O,_) ← own(U,O)
R3 has_perm(U1,O,R) ← event(U2,O,del(U1,R))

Integrity constraints:
IC1 event(U1,O,create), event(U2,O,create), U1 ≠ U2 → false
IC2 event(U,O,R), not has Perm(U,O,R), R ≠ create → false

Fig. 2. Abductive theory and integrity constraints describing the system behavior

for example whether they have disclosed the data of a particular customer to a certain partner. The auditor thus has to contact the other partners with such questions in order to reconstruct the chain of delegations of permission from the customer to the hotel under investigation in order to verify whether the hotel personnel were allowed to access such data.

Below we present a logic programming characterization of the policies regulating the access to data. We first present the predicates used to describe the state of the system; then we present the clauses and integrity constraints describing the intended behavior of the system (i.e., the policies). Predicate event(u,o,r) is used to denote the action in which user u exercises right r on object o. A right r can be atomic (e.g., create, read, write) or a delegation. We use function symbol “del” to represent delegation rights where del(u,r) denotes the right to delegate right r to user u. Binary predicate own(u,o) is used to denote the owner u of object o. Predicate has_perm(u,o,r) is used to indicate that a user u has the permission to exercise right r on object o. The theory and integrity constraints underlying the access control system are presented in Figure 2. R1 states that the user who created an object is the owner of the object. R2 states that the owner of an object has full authority on the object, i.e. all rights. R3 states that if a user delegates a certain right over an object, then the delegatee has the right over the object. Integrity constraints are used to determine behavior that is not allowed by the system. IC1 states that an object cannot be created by two different users. IC2 allows a user to exercise a certain right only if he has such a right. IC2, however, does not apply to the creation of objects. Indeed, we assume that users do not need permission to create an object.

4 Checking Policy Compliance

To support auditors in the assessment of conformity to usage policies, we rely on abductive reasoning. Intuitively, we aim to find a diagnosis that explains why users were allowed to perform the actions observed by the auditor. To this end, we specify the problem of assessing conformity as an abductive diagnostic problem. Within an abductive framework, the abductive theory specifies the policies governing the system by defining the allowed behavior, while integrity constraints set boundaries on the system behavior by explicitly modeling which behavior is not allowed by the system. The effect of integrity constraints is to prune diagnoses which are not valid according to the policies.
Abducibles represent types of facts that are not logged within the system e.g. because they are not under the control of the system. Observations represent an ordered set of events logged by the system. Observations are used to construct the query which is evaluated against the abductive framework. It is worth noting that an observation may be explained by some observations that occurred previously. Thus, we will also use these observations to assess conformity to policies.

The abductive reasoning presented in Section 2.2 by itself is insufficient to assess conformity as it only aims to identify possible explanations for the observations. In contrast, auditors should prove conformity by establishing what actually happened not only what possibly happened. To support the auditing process presented in the previous section, we redefine the abductive diagnostic problem and introduce a new form of abductive reasoning. To this end, we first introduce the concepts of proof obligation and validated hypothesis.

To perform the actions observed by the auditor, users need to satisfy some properties (e.g., having the permission to execute the action). Inspired by [7] we introduce a proof obligation function \( po \) that gives for each observation a property that needs to be satisfied for the observations to be compliant. A property \( \phi \) is an arbitrary formula built using connectives \( \text{not} \) (denoted \( \neg \)), \( \text{and} \) (denoted \( \land \)) and \( \text{or} \) (denoted \( \lor \)), representing the proof obligations underlying the observations to be proven. We denote \( \Phi \) as the set of all properties. The semantics of \( |= \) is extended to properties as follows. Let \( \langle P, A, IC \rangle \) be an abductive framework and \( \langle \Delta, \sigma \rangle \) a diagnosis, we say that \( \langle P, A, IC \rangle \) and \( \langle \Delta, \sigma \rangle \) satisfy property \( \phi \) iff

\[
P \cup \Delta \models \phi
\]

**Example 2.** In the access control system of Example 1, proof obligations are represented using predicate \( \text{has.perm} \). In particular, the proof obligation function \( po \) maps every event \( \text{event}(u, o, r) \) with \( r \neq \text{create} \) to a property of the form \( \text{has.perm}(u, o, r) \). The creation of an object, represented by an event \( \text{event}(u, o, \text{create}) \), is associated to an empty obligation proof (i.e., true). This corresponds to the assumption that users do not need permission to create an object.

To prove conformity of user actions to policies, auditors have to validate the hypotheses in the plausible diagnoses. In other words, auditors have to verify that those hypotheses correspond to actions that actually happened. In the remainder of the paper we call the hypotheses whose validity has been verified validated hypotheses. It is worth noting that observations, hypotheses, and validated hypotheses are events that the auditor has observed, deems possible, and has verified respectively. We stress that validated hypotheses differ from observations: observations are events logged by the system which have to be explained, while validated hypotheses are events which are believed to be true by the auditor. Validated hypotheses are used to verify whether the proof obligations underlying the observations hold.

We now have the machinery needed to define the abductive diagnostic problem for policy compliance.

**Definition 3.** Given a set of events \( E \), a policy compliance problem is a tuple \( \langle AF, H, O, po \rangle \) where \( AF \) is an abductive framework, \( H \subseteq E \) is the set of validated hypotheses. \( O \subseteq E \)
is the set of observations to be explained, and \( po : E \rightarrow \Phi \) is a function from events to properties.

The auditing process starts with policy compliance problem \( \langle AF, \emptyset, O, po \rangle \), i.e. the set of validated hypotheses is initially empty. A diagnosis is a set of hypotheses that explain the proof obligations underlying observations based on the system description. Note that observations form an ordered sequence of events. Hereafter, we use \( O[i] \) to denote the set of observations occurred before observation \( o_i \), i.e. \( O[i] = \{ o_1, \ldots, o_{i-1} \} \).

In the next definition recall that \( \bar{A} \) denotes the set of all ground terms that can be constructed over a set of predicate symbols \( A \).

**Definition 4.** Let \( \mathcal{PCP} = \langle AF, H, O, po \rangle \) be a policy compliance problem with abductive framework \( AF = \langle P, A, IC \rangle \). A diagnosis for \( \mathcal{PCP} \) is a set \( \Delta \subseteq \bar{A} \) such that \( P \cup O[i] \cup \Delta \models po(o_i) \) for all \( o_i \in O \) and \( P \cup O \cup \Delta \cup H \models IC \). A validated diagnosis is a diagnosis \( \Delta \) such that \( \Delta \subseteq H \).

Besides explaining the observations (i.e., \( P \cup O[i] \cup \Delta \models po(o) \)) a diagnosis \( \Delta \) should satisfy the integrity constraints when combined with the set of verified hypotheses \( H \) (i.e., \( P \cup O \cup \Delta \cup H \models IC \)). The end goal of the auditing process is to find a validated diagnosis, i.e. a diagnosis where all hypotheses are known facts (\( \Delta \subseteq H \)).

**Example 3.** Consider the scenario in Example 1. We assume that personal information of customers is stored by the hotel in customer profiles, which are maintained in its IT system. The IT system, however, does not keep track whether a profile was created by the customer, received from some partner, or created by a hotel employee with the explicit consent of the customer (for the sake of simplicity, we do not model customer consent in our formalization). Moreover, the log does not record the delegations of permission between the hotel employees. Indeed, an employee can informally give the permission to access customer profiles to other employees. Suppose that the auditor observes that a hotel employee (Bob) read a customer profile (\( \text{obj}_1 \)). The top part of Figure 3 shows some diagnoses justifying this event where \( \text{has_perm}(bob, \text{obj}_1, \text{read}) \) is the proof obligation for the event. For instance, Bob could have created \( \text{obj}_1 \) (with the user’s consent); in this case he may read the profile for the purposes for which the profile was created. The second diagnosis shows that \( \text{obj}_1 \) could have been created by Alice (the customer) who delegated the permission to read it to Charlie (an employee at one of the partners of hotel); in turn Charlie granted the right to read the profile to Bob.

As shown in the example above more than one diagnosis may exist to explain the observations. The auditor should determine which of these diagnoses corresponds to what actually happened. To this end, the auditor should select some hypotheses, verify their validity, and then reiterate the auditing process considering the gathered information.

Let \( \Delta_1, \ldots, \Delta_n \) be the diagnoses of a policy compliance problem \( \langle AF, H, O, po \rangle \). Suppose that an auditor selects a hypothesis \( h \) from a diagnosis \( \Delta_i \) with \( 1 \leq i \leq n \).

- If \( h \) is true (i.e., the event happened), \( h \) is added to the set of validated hypotheses (i.e., \( H' = H \cup \{ h \} \)), and the diagnoses for the policy compliance problem \( \langle AF, H', O, po \rangle \) are computed.
Proof obligations: has_perm(bob, obj_1, read)
Validated hypotheses:
Diagnosis: event(bob, obj_1, create)
Diagnosis: event(alice, obj_1, create) event(alice, obj_1, del(charlie, del(bob, read)))
  event(charlie, obj_1, del(bob, read))
Diagnosis: event(alice, obj_1, create) event(alice, obj_1, del(bob, read))
Diagnosis: event(charlie, obj_1, create) event(charlie, obj_1, del(dave, del(bob, read)))
  event(dave, obj_1, del(bob, read))
Diagnosis: event(charlie, obj_1, create) event(charlie, obj_1, del(bob, read))

Proof obligations: has_perm(bob, obj_1, read)
Validated hypotheses: event(charlie, obj_1, create)
Diagnosis: event(charlie, obj_1, create) event(charlie, obj_1, del(dave, del(bob, read)))
  event(dave, obj_1, del(bob, read))
Diagnosis: event(charlie, obj_1, create) event(charlie, obj_1, del(bob, read))

Fig. 3. Diagnoses

- If \( h \) is false (i.e., the event did not happen), not \( h \) is added to the set of validated hypotheses (i.e., \( H' = H \cup \{ \text{not } h \} \)), and the diagnoses for the policy compliance problem \( \langle AF, H', O, po \rangle \) are computed.

The analysis is reiterated until one diagnosis for which all hypotheses have been verified is found. We refer to Section 6 for strategies for selecting the hypotheses to be verified by the auditor. Below we present an iterative step for the scenario in Example 3.

Example 4. Consider the scenario in Examples 3. Suppose that the auditor has verified that profile obj_1 was created by Charlie. A new iteration of the analysis taking into account this additional information returns the diagnoses in the bottom part of Figure 3. It is worth noting that these diagnoses are a subset of the ones in the top part of Figure 3.

The auditing process may lead to the case where the policy compliance problem does not have any solution. This corresponds to the situation in which a policy violation occurred. In the next section we present an approach to investigate the consequences and root causes of policy violations.

## 5 Checking Policy Violations

In the previous section we have presented an approach for determining a diagnosis explaining the observations. However, it can be the case that no plausible diagnosis exists because the hypotheses identified by the auditor are not sufficient to explain the observations or because any (sub)set of hypotheses explaining the observations violates the integrity constraints of the system. These situations provide an indication that some user did not behave as intended. Hereafter, we refer to these situations as policy violations.

**Definition 5.** Let \( PCP = \langle AF, H, O, po \rangle \) be a policy compliance problem with abductive framework \( AF = \langle P, A, IC \rangle \). We say that a policy violation occurs \( \text{iff } \exists \Delta \) such that \( P \cup O[i] \cup \Delta \models po(o_i) \) and \( P \cup O[i] \cup \Delta \models IC \) for all \( o_i \in O \).
Auditors have to investigate policy violations by assessing the potential damage of violations (i.e., the consequences) as well as by identifying their root causes for accountability purposes. To this end, the auditor should determine which actions performed by the users do not have a justification. In the remainder of this section, we first formally define consequences and then root causes of policy violations.

**Consequences** The consequences of a policy violation are the observed user actions that are not compliant with the policies. In other words, the observations that cannot be justified based on the abductive framework capturing the system behaviour. Note that the auditor may observe new actions during the audit process (the validated hypotheses in $H$) and could start a new query to also consider the compliance of these actions.

There are two possible reasons for not being able to justify an observation $o_i$; either the proof obligation $po(o_i)$ cannot be proven from the available facts in $O[i]$ and $H$ or one of the integrity constraints $ic$ is violated. In the later case the violation could be caused by actions that have ‘nothing to do with’ the observation in question in which case this observation, even though it cannot be justified, should not be seen as a consequence. Consider, for example, in the setting of Example 1, a scenario in which the auditor is justifying reading file $obj_1$ by Bob and another file $obj_2$ by Charlie, $O = \{\text{event}(bob, obj_1, read), \text{event}(charlie, obj_2, read)\}$, and found out that both Alice and Bob created the same file $obj_1$ (violating integrity constraint IC1) and Charlie created the file $obj_2$; $H = \{\text{event}(alice, obj_1, create), \text{event}(bob, obj_1, create), \text{event}(charlie, obj_2, create)\}$. While $\text{event}(bob, obj_1, read)$ is a consequence of the violation, the reading of $obj_2$ by Charlie $\text{event}(charlie, obj_2, read)$ is not related to this violation and would seem to be allowed. To distinguish these cases we introduce the notion of relevant facts and allow ignoring non-relevant facts when justifying an observation.

A set of facts $F$ is considered a minimal assumption for $\phi$ if $F \models \phi$ and $F' \not\models \phi$ for any strict subset $F'$ of $F$. A fact is considered relevant to an event $o_i$ if it is part of some minimal assumption for $po(o_i)$. A $\phi$-relevant subset of $F$ is any subset of $F$ that retains all facts relevant to $\phi$.

**Definition 6.** Let $\langle AF, H, O, po \rangle$ be a policy compliance problem with abductive framework $AF = \langle P, A, IC \rangle$. A consequence of policy violation is an observation $o_i \in O$ such that $P \cup O[i] \cup H \not\models po(o_i)$ or $P \cup F \not\models IC$ for any $po(o_i)$-relevant subset $F$ of $O[i] \cup H$.

Although the definition is general, we are interested in the consequences identified at the end of the auditing process. At this point, if there is a validated diagnosis, there are clearly no consequences. However, note that there could be a violation without any consequences.

**Root Causes** The consequences of a policy violation tell the auditor which actions were not allowed from a global perspective, representing the damage caused by the violation. This, however, does not explain which actions initially caused the violation and who is responsible. Yet, this information is needed to deal with misconduct. In terms of policy compliance problems, policy violations can be led back to the fact that any potential diagnosis explaining the observations violates the integrity constraints of the system.
or to the fact that the hypotheses are not sufficient to explain the observations. If a consequence is caused by violation of an integrity constraint it may be the consequence of another action rather than a root cause itself. We thus distinguish between root causes and derived consequences.

**Definition 7.** Let \( \langle AF, H, O, po \rangle \) be a policy compliance problem with abductive framework \( AF = \langle P, A, IC \rangle \) where a policy violation occurred. We say that a consequence \( o_i \) is a derivative consequence of the policy violation if there is some minimal assumption for \( po(o_i) \), subset of \( O \cup H \) and containing a consequence. Any other consequence is called a root cause of policy violation.

Root causes are consequences that cannot be derived from other consequences. This could be because no proof can be made for the root cause action at all or because the facts needed to make such a proof introduce a ‘new’ violation of some integrity constraint.

**Example 5.** Consider the following observations in the system of Example 1: a profile \( obj_1 \) was created by Alice, \( \text{event}(alice, obj_1, create) \), read right to \( obj_1 \) was delegated to Dave by Charlie, \( \text{event}(charlie, obj_1, del(dave, read)) \), and Dave read the object, \( \text{event}(dave, obj_1, read) \). Assuming no other hypothesis are validated \((H = \emptyset)\), there is a policy violation and both the delegation by Charlie and the reading by Dave are consequences. The reading by Dave is a derivative consequence, as its proof obligation \( \text{has_perm}(dave, obj_1, read) \) can be proven from the consequence \( \text{event}(charlie, obj_1, del(dave, read)) \) using rule R3. The delegation by Charlie is a root cause as its proof obligation cannot be proven.

Note that, as with consequences, the scope of the root causes is also restricted to observations. Thus, if the auditor had found an additional delegation \( H = \text{event}(bob, obj_1, del(charlie, del(dave, read))) \), the identified root cause would still be the observation \( \text{event}(charlie, obj_1, del(dave, read)) \). However, the auditor can formulate an updated policy compliance problem by adding relevant validated hypotheses, \( \text{event}(bob, obj_1, del(charlie, del(dave, read))) \) in this case, to the observations. In the updated policy compliance problem, the delegation by Bob is a root cause while the delegation by Charlie and the reading by Dave are derivative consequences.

In addition to finding the actions causing the violation, one may also want to establish the parties responsible for the violation. Beyond identifying the user(s) involved in an action one can also introduce a “local perspective” by extending the proof obligation function to exactly identify what the responsibilities of each involved actor are. A localized proof obligation function \( po_l \) takes an observation and a user and returns a property expressing the requirements that have to be fulfilled from that user’s perspective. We do not address this further in this paper but only give the intuition using the example below.

**Example 6.** A "global" proof obligation such as in Example 1 can be combined with different trust/responsibility models to obtain a local view. For example:

\[
po_l(\text{event}(Alice, O, del(Bob, R)), U) = \begin{cases} 
\text{has_perm}(Alice, O, del(Bob, R)) & \text{if } U = Alice \\
\text{true} & \text{otherwise}
\end{cases}
\]

captures that Alice has to establish right to delegate while B may trust any delegation
given to him; he does not need to check anything to be allowed to use it. Reversing responsibility

\[ \text{pol}(\text{event}(\text{Alice}, O, \text{del}(\text{Bob}, R)), U) = \begin{cases} \text{has_perm}(\text{Alice}, O, \text{del}(\text{Bob}, R)) & \text{if } U = \text{Bob} \\ \text{true} & \text{otherwise} \end{cases} \]

means Alice may delegate as she likes but delegatee Bob must establish the delegation is permitted before using it. We could also require both to check validity of the delegation:

\[ \text{pol}(\text{event}(\text{Alice}, O, \text{del}(\text{Bob}, R)), U) = \begin{cases} \text{has_perm}(\text{Alice}, O, \text{del}(\text{Bob}, R)) & \text{if } U \in \{\text{Alice, Bob}\} \\ \text{true} & \text{otherwise} \end{cases} \]

here both Alice and Bob must check that the delegation is permitted. Each of these localized proof obligations preserve consistency with the global view, i.e. \( \text{pol}(o) \) holds exactly when \( \text{pol}(o, u) \) holds for all \( u \). Other combinations are possible, for example, in the case Alice must establish the right to delegate and Bob checks that Alice is “trusted” according to some criteria. Note that such combinations may result in local requirements stronger than the global model used above. They should, however, maintain the weaker property of safety, i.e. if \( \text{pol}(o, u) \) holds for all \( u \) then this implies \( \text{pol}(o) \) holds; as long as the users adhere to their local requirements no violations will occur in the system as a whole.

### 6 Refinement Strategies

The policy compliance problem presented in Section 4 can have more than one diagnosis explaining the observations. The auditor should verify the validity of the hypotheses forming such diagnoses in order to determine what actually happened. This, however, is a time consuming and costly task. Indeed, there can be a large number of diagnoses; also, each diagnosis may contain a large number of hypotheses. To make the auditing process efficient, the auditor should select a hypothesis that minimizes the number of iterations needed to obtain a validated diagnosis. Several criteria can be used to select a hypothesis to be verified, e.g. the most recurring hypothesis, the hypothesis that is least expensive to verify, etc. Below we discuss two refinement strategies that consider the multiplicity of hypotheses. In this work we focus on the efficiency of the auditing process. A complementary problem is the study of the completeness and correctness of the auditing process using a given refinement strategy. We will informally discuss this problem in Section 8 and leave its formal analysis for future work.

#### 6.1 Multiplicity

The diagnoses satisfying a policy compliance problem can have common hypotheses. To minimize the efforts for policy compliance, an auditor can select the hypothesis that occurs more frequently in the diagnoses of the policy compliance problem. We refer to the number of diagnoses in which a hypothesis occurs as the multiplicity of the hypothesis.

**Definition 8.** Let \( \mathcal{PCP} \) be a policy compliance problem and \( \Delta_1, \ldots, \Delta_n \) the diagnoses for \( \mathcal{PCP} \) and \( H \) the set of validated hypotheses in \( \mathcal{PCP} \). The multiplicity of a hypothesis \( h \) is \( \#(h) = | \{ \Delta_i : h \in \Delta_i \setminus H \} | \).
A simple refinement strategy based on the multiplicity of hypotheses is to select the hypothesis with the greatest multiplicity that has not yet been validated. This strategy can be implemented within the auditing procedure presented in Section 4 by keeping the hypotheses in the diagnoses in a priority queue: higher priority is given to hypotheses with greater multiplicity.

### 6.2 Abstraction & Delay Declaration

The idea of using multiplicity for the selection of the hypothesis to be validated is to minimize the efforts needed for policy compliance in terms of the number of iterations of the auditing process. However, the strategy presented in the previous section makes it possible to validate only one hypothesis per iteration. Diagnoses may contain “similar” hypotheses that can be validated in a single iteration. For instance, the hypotheses show that different users could have delegated the permission to a given user; the auditor can validate all these hypotheses by asking the delegatee which user granted him the permission.

Based on this observation, we present a refinement strategy based on multiplicity, which employs the combination of two well-known techniques: abstract interpretation and delay declarations. Intuitively, abstract interpretation is used to group similar hypotheses, i.e. hypotheses that can be validated in a single iteration; delay declarations together with multiplicity are used for the selection of the hypothesis to be verified.

Abstract interpretation [8] has been proposed to prove behavioral properties of the program without performing all calculations. The idea underlying abstract interpretation is to analyze a system by an approximation of its formal semantics using abstract values. Based on this idea we introduce the notion of most specific abstraction.

**Definition 9.** Let \( t \) and \( s \) be two terms. The most specific abstraction for terms \((msaT)\) is

\[
msaT(t, s) = \begin{cases} 
  t & \text{if } t = s \text{ (modulo variable renaming)} \\
  f(msaT(t_1, s_1), \ldots, msaT(t_n, s_n)) & \text{if } t = f(t_1, \ldots, t_n) \land s = f(s_1, \ldots, s_n) \\
  x & \text{otherwise}
\end{cases}
\]

where \( f \) is an \( n \)-ary function symbol, \( t_i, s_j \) terms with \( i, j \in \{1, \ldots, n\} \), and \( x \) is a fresh variable.

**Definition 10.** Let \( p(t_1, \ldots, t_n) \) and \( q(s_1, \ldots, s_m) \) be two atoms where \( p \) is an \( n \)-ary predicate symbol, \( q \) is an \( m \)-ary predicate symbol, and \( t_i, s_j \) (with \( i \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, m\} \)) are terms. The most specific abstraction \((msa)\) is

\[
msa(p(t_1, \ldots, t_n), q(s_1, \ldots, s_m)) = \begin{cases} 
  p(msaT(t_1, s_1), \ldots, msaT(t_n, s_n)) & \text{if } p = q \\
  fail & \text{otherwise}
\end{cases}
\]

Intuitively, \( msa \) does not exist if the predicate symbols of the considered atoms are different (i.e., \( fail \)). Otherwise, it recursively determines the most specific abstraction of the (sub)terms where terms are replaced by a fresh variable when they differ.

Given a set of hypotheses \( H \), \( msa \) can be used to define an abstraction for \( H \). Notice that the computation of \( msa \) is independent from the order in which atoms are
considered. Therefore, it can be safely extended to determine the most specific abstraction of a set of atoms. Hereafter, we use notation \( msa(H) \) to denote the \( msa \) of a set of hypotheses \( H \).

An abstract hypothesis can represent a number of hypotheses which can occur in one or more diagnoses. To this end, we extend the notion of multiplicity for abstract hypotheses.

**Definition 11.** Let \( PCP \) be a policy compliance problem, \( \Delta_1, \ldots, \Delta_n \) the diagnoses for \( PCP \) and \( H \) the set of validated hypothesis in \( PCP \). The multiplicity of an abstract hypothesis \( ah \) with respect to a diagnosis \( \Delta_i \), denoted as \( \#_{\Delta_i}(ah) \) is the number of hypotheses \( h' \in \Delta_i \setminus H \) such that \( msa(ah, h') = ah \). The multiplicity \( \#(ah) \) of \( ah \) is \( \sum_{i=1}^{n} \#_{\Delta_i}(ah) \).

Note that, for ground hypotheses, this definition coincides with Definition 8; a ground hypothesis can only occur once in a diagnosis so its multiplicity is given by the number of diagnoses in which it occurs.

**Example 7.** Consider the diagnoses in the top part of Figure 3 and abstract hypotheses \( \text{event}(\text{alice}, \text{obj}_1, \text{del}(Y, \text{read})) \) and \( \text{event}(X, \text{obj}_1, \text{del}(Y, \text{read})) \). The multiplicity of these abstract hypotheses is \( \#(\text{event}(\text{alice}, \text{obj}_1, \text{del}(Y, \text{read}))) = 2 \) and \( \#(\text{event}(X, \text{obj}_1, \text{del}(Y, \text{read}))) = 6 \).

The obvious solution would be to select the (abstract) hypothesis with greatest multiplicity. However, although an abstraction can significantly reduce the number of hypotheses to be verified, the resulting abstract hypotheses may require additional efforts for their verification.

**Example 8.** As shown in Example 7, abstract hypothesis \( \text{event}(X, \text{obj}_1, \text{del}(Y, \text{read})) \) has a multiplicity greater than abstract hypothesis \( \text{event}(\text{alice}, \text{obj}_1, \text{del}(Y, \text{read})) \). Accordingly, the former hypothesis may appear to be preferable. However, hypothesis \( \text{event}(X, \text{obj}_1, \text{del}(Y, \text{read})) \) requires to verify all delegations of permission for reading profile \( \text{obj}_1 \), while hypothesis \( \text{event}(\text{alice}, \text{obj}_1, \text{del}(Y, \text{read})) \) would only require to verify whether Alice has delegated the permission to read \( \text{obj}_1 \).

To assist the auditor in the selection of the (abstract) hypothesis to be verified, we used an approach based on delay declarations. Delay declarations have been proposed in [24] to allow a dynamic control of the selection of atoms in Prolog. The idea underlying delay declarations is to delay the evaluation of atoms until they become sufficiently instantiated.

**Definition 12.** Let \( p \) be a predicate of arity \( n \). A delay declaration is a rule of the form:

\[
\text{DELAY} \quad p(x_1, \ldots, x_n) \quad \text{UNTIL} \quad \text{Cond}(x_1, \ldots, x_n)
\]

where \( x_1, \ldots, x_n \) represent the arguments of \( p \), and \( \text{Cond}(x_1, \ldots, x_n) \) is a condition over \( x_1, \ldots, x_n \) in some assertion language.

Intuitively, \( p(x_1, \ldots, x_n) \) is considered a candidate hypothesis for the analysis if and only if \( \text{Cond}(x_1, \ldots, x_n) \) is \textbf{true}. 
Example 9. In our scenario we can consider the following delay declarations

\[
\begin{align*}
\text{DELAY event}(X, O, \text{create}) & \quad \text{UNTIL ground}(O) \\
\text{DELAY event}(X, O, \text{del}(Y, R)) & \quad \text{UNTIL ground}(O) \land \text{ground}(R) \land (\text{ground}(X) \lor \text{ground}(Y))
\end{align*}
\]

where predicate \(\text{ground}(x)\) is used to verify whether the term \(x\) is instantiated. Intuitively, the first rule allows the selection of a hypothesis \(\text{event}(X, O, \text{create})\) only if the object is known. The second rule requires that both the object and the delegated right is known in order for a hypothesis \(\text{event}(X, O, \text{del}(Y, R))\) to be selected. In addition, it requires that either the delegator or the delegatee is known. Based on these rules, the verification of \(\text{event}(X, \text{obj}, \text{del}(Y, \text{read}))\) is delayed, and \(\text{event}(\text{Alice}, \text{obj}, \text{del}(Y, \text{read}))\) can be considered as a candidate hypothesis for verification.

The strategy works as follows: Given a set of diagnoses \(\Delta_1, \ldots, \Delta_n\) and validated hypothesis \(VH\), the set of abstract hypotheses \(\hat{H}\) is given by

\[
\hat{H} = \{\text{msa}(H) : H \subseteq (\Delta_1 \cup \cdots \cup \Delta_n) \setminus VH\}
\]

The set of candidate abstract hypothesis \(C\) contains those that are not delayed:

\[
C = \{ah \in \hat{H} : \text{delay}(ah) = \text{false}\}
\]

From \(C\) we select the candidate with the greatest multiplicity.

The auditing process in Section 4 should be revised to take into account the fact that an abstract hypothesis can represent more than one hypothesis. In particular, the validation of an abstract hypothesis \(ah\) gives for each of the hypotheses represented by the abstract hypothesis whether it is true or not. We add \(#(ah)\) elements to the set of validated hypotheses; for each represented hypothesis \(h\) we either add \(h\) if it is true or not \(h\) if it is not. Then, the auditing process again follows the steps described in Section 4.

7 Prototype Implementation

We have implemented a tool to compute a validated diagnosis for a policy compliance problem based on the approach presented in this paper. The tool takes as input an abductive framework (i.e., an abductive theory and integrity constraints) and a set of observations representing events recorded in the logs. The set of observations is used to construct the query to be evaluated with respect to the abductive framework. The tool iteratively finds the plausible diagnoses to the query. At each iteration, the tool selects a hypothesis from the plausible diagnoses and requires an auditor to validate it. If the hypothesis is valid, the tool adds such a hypothesis to the query; otherwise, its negation is added to the query (see Section 4). The process is iterated until a validated diagnosis is obtained or no plausible diagnoses exist. The tool returns a valid diagnosis (if it exists) or an error message saying that a policy violation has occurred.

To find the diagnoses of a policy compliance problem, the tool relies on the CIFF Proof procedure [28] for abductive reasoning and SWI Prolog as the underlying reasoning engine. The CIFF Proof procedure is an abductive proof procedure implemented in
Prolog, which extends the IFF procedure [11] by integrating abductive reasoning with constraint solving. This procedure takes a theory, a set of integrity constraints and a query as input, and returns a set of plausible diagnoses for the query if the procedure succeeds or the procedure fails indicating that there are no plausible diagnoses. We refer to [28] for detail on CIFF.

CIFF allows a query to contain more than one literal. However, CIFF treats each literal in the query as an individual query. In particular, it computes the plausible diagnoses for each literal in the query independently from the other literals. The diagnoses to the query are obtained by the union of the diagnoses to all literals in the query. This poses the problem of redundant information as it can result in diagnoses which are subset of other diagnoses. To address this, our tool filters the diagnoses computed by CIFF by removing the ones having redundant information (i.e., a diagnosis \( \Delta' \) is removed if there exist a diagnosis \( \Delta'' \) such that \( \Delta'' \subseteq \Delta' \)).

For the selection of the hypothesis to be validated, the tool supports three refinement strategies. In particular, the tool implements the Multiplicity and Abstraction & Delay strategies described in Section 6. In addition to them, we consider a strategy that selects the hypothesis to be validated randomly from the list of plausible hypothesis. We refer to this strategy as the Random Selection strategy.

8 Experiments

We have performed a number of experiments to evaluate the auditing process with incomplete logs along with the refinement strategies. This section presents a number of metrics for the evaluation of the refinement strategies. Then, it presents the setting for the experiments and discusses the results.

**Evaluation framework** The purpose of the experiments is to evaluate and compare the performance of the refinement strategies presented in Section 6. In particular we study the effectiveness and efficiency of a strategy in obtaining a validated diagnosis. In addition, we assess the ability of a strategy to detect policy violations. For the analysis of these aspects, we employ the following metrics:

- \( M_1 \): # iterations to reduce the set of possible diagnoses until only one diagnosis remains.
- \( M_2 \): # iterations to validate the diagnosis or to detect a policy violation.
- \( M_3 \): outcome of the policy compliance problem.

The first two metrics measures the performance of a strategy. \( M_1 \) assesses the ability of a strategy to prune non-plausible diagnoses by measuring how many iterations are needed to obtain a single diagnosis. \( M_2 \) assesses the efficiency of a strategy to compute a validated diagnosis or identify a policy violation. Note that we only consider \( M_1 \) when a policy violation is not detected. Indeed, the number of iterations needed to detect a policy violations is already accounted in \( M_2 \). Thus, we report symbol ‘-’ (dash) for \( M_1 \) when a validated diagnosis is not found. Finally, \( M_3 \) reports whether a plausible justification for the observations is found (A) or a policy violation is detected (V). This metric is used to assess the ability of a strategy to detect policy violations.
Experiment Settings  To evaluate the refinement strategies, we used a policy describing the intended system behavior (i.e., an abductive theory and integrity constraints) which extends the abductive framework presented in Figure 2. In particular, we extended such an abductive framework by introducing clauses and integrity constraints tailored to restrict the allowed delegations of permission among entities based on their role within the system. For instance, we defined constraints to prevent delegation chains forming loops, i.e., situations in which a user delegates the permissions to another user that (possibly indirectly) has delegated the permission to him. We believe that these constraints are reasonable in real situations. From a technical perspective, these constraints are necessary to prevent the existence of an infinite number of plausible explanations for the observations. For the experiments, we considered queries that initially consist of one event.

The auditing process requires the interaction with the auditor for the validation of hypotheses. For the experiments we have automated this step by providing the sequence of events which actually occurred (hereafter called scenario) as input to the tool. Intuitively, a scenario is used to determine whether a hypothesis is valid or not. We have evaluated the auditing process against five scenarios. The first three scenarios contain only legitimate events, while the other two scenarios contain some events which violate the defined policy. In particular, scenario 4 has two create events for the same object performed by two different users (violation of integrity constraint IC1 in Figure 2). In scenario 5, we assumed that an entity delegated access rights to another entity without the proper permission (violation of integrity constraint IC2 in Figure 2). Each experiment corresponds to the execution of the auditing process using a different refinement strategy over a different scenario. For the Abstraction & Delay strategy we used the delay declarations defined in Example 9. We repeated each experiment five times.

Results  Table 1 presents the results of our experiments where every entry reports the average over the five runs of the experiments. For each scenario, the table reports metrics $M_1$, $M_2$ and $M_3$ when the three strategies were used to find a validated diagnosis for the policy compliance problem. In the table each scenario is annotated either with a label (A) to represent that no policy violations occurred in the scenario or with a label (V) to represent that a policy violation occurred in the scenario.

The results show that the Abstraction & Delay strategy is more effective in pruning non-plausible diagnoses than the Multiplicity and Random Selection strategies ($M_1$). Moreover, we can observe that for the Multiplicity and Abstraction & Delay strategies, the difference between $M_2$ and $M_1$ is usually one iteration. The reason for this is

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>16.2</td>
<td>20</td>
<td>A</td>
<td>10</td>
<td>11</td>
<td>A</td>
<td>6</td>
<td>7</td>
<td>A</td>
</tr>
<tr>
<td>2 (A)</td>
<td>13.2</td>
<td>16.2</td>
<td>A</td>
<td>11</td>
<td>13</td>
<td>A</td>
<td>7</td>
<td>8</td>
<td>A</td>
</tr>
<tr>
<td>3 (A)</td>
<td>17.4</td>
<td>20.6</td>
<td>A</td>
<td>10</td>
<td>11</td>
<td>A</td>
<td>6</td>
<td>7</td>
<td>A</td>
</tr>
<tr>
<td>4 (V)</td>
<td>14.6</td>
<td>16.8</td>
<td>A</td>
<td>10</td>
<td>11</td>
<td>A</td>
<td>-</td>
<td>2</td>
<td>V</td>
</tr>
<tr>
<td>5 (V)</td>
<td>-</td>
<td>21</td>
<td>V</td>
<td>-</td>
<td>10</td>
<td>V</td>
<td>-</td>
<td>5</td>
<td>V</td>
</tr>
</tbody>
</table>

**Table 1. Results of the experiments.**
that we usually obtain one diagnosis only when there is either one or no non-validated hypothesis left in the diagnosis.

Comparing the label associated to the scenarios (next to the scenario identifier in Table 1) with \( M_3 \) we can observe that the Abstraction & Delay strategy was always able to detect policy violations. On the other hand, the Random Selection and Multiplicity strategies were not able to detect the policy violation in scenario 4. The violation in this scenario can only be detected if both create events are detected. However, the Random Selection and Multiplicity strategies are not able to identify all such events. Indeed, because of integrity constraint IC1 diagnoses can only contain one create event; thus, when a create event is validated, the diagnoses returned in the next iterations are only the ones that contain such an event, leaving other create events undetected. It is worth noting that the Random Selection strategy in some cases is able to detect that a policy violation occurred. However, when a policy violation is detected, the strategy finds a violation of integrity constraint IC2 (instead of IC1). This can be explained by the scenario representing the events that occurred. In particular, the scenario comprises two create events together with the events justifying the read event starting from only one of the two create events. Thus, the create event that is selected by the strategy determines whether the policy violation is detected or not.

The difference in detecting policy violations is mainly due to the different type of “questions” that an auditor should ask in order to validate the hypothesis selected using different refinement strategies. In particular, the Random Selection and Multiplicity strategies lead to closed questions that aim to verify whether a specific event occurred or not. In contrast, the Abstraction & Delay strategy leads to open questions which allow an auditor to retrieve all events related to a given (abstract) hypothesis. In our tool an abstract hypothesis is instantiated by checking all events in the scenario. One may argue that the validation of an abstract hypothesis may be too costly and so not feasible in practice. To this end, we have combined abstraction with delay declarations which restrict the questions that an auditor can ask. For example, the second delay declaration in Example 9 would only allow an auditor to ask an entity from whom he received a certain permission or to whom he delegated the permission.

9 Related Work

The protection of sensitive information is often achieved using preventive policy enforcement mechanisms. These mechanisms, however, are not suitable to deal with dynamic and unpredictable domains (e.g., healthcare) or to enforce certain classes of policies (e.g., future obligation, purpose control). This has led to the development of approaches for a posteriori policy compliance and root causes analysis [2, 7, 20, 26, 27, 15] in which the problem of preventing unauthorized behavior is shifted to an accountability problem. However, most existing proposals do not address the problem of auditing when audit logs are incomplete (i.e., they do not contain the information necessary to determine whether a policy is violated).

Only few proposals [4, 12] deal with policy compliance when audit logs are incomplete. Garg et al. [12] propose an algorithm to check audit logs for compliance with privacy and security policies when audit logs are incomplete. The proposed algorithm
iteratively reduces policies specified in first-order logic based on the information available to the auditor. This work differs from our work in several ways. First, the work in [12] requires auditors to have an extensive logic background to be able to interpret the results of the analysis. In contrast, our approach provides auditors with a list of facts to be verified. In addition, the work in [12] does not provide auditing strategies that assist an auditor to select which portion of a formula should be analyzed. Moreover, this work requires specifying in advance how each predicate should be verified. In contrast, our approach is independent from how predicates should be verified and thus is more flexible to deal with possible sources of incompleteness in audit logs. Bertoli et al. [4] propose an approach to reconstruct partial execution traces of a process model using deductive techniques. In particular, their approach deduces all the logic models that subsume the knowledge about the execution and that are compliant with a process model and domain knowledge. Similarly to our approach, the non-existence of such a model denotes the non-compliance of the partial trace. Our proposal makes a number of steps further compared to the work in [4]. First, our approach proposes strategies to support the investigation of what actually happened rather than just determining all possible execution traces that could have been occurred. In addition, in case of a deviation occurred, our approach determines the consequences and root causes rather than merely detect non-compliant partial traces.

Our work is not the first that uses abductive reasoning in access control and trust management. Becker et al. [3] use abductive reasoning to explain access denials and automate delegation. Gupta et al. [14] propose an abductive approach for the analysis of administrative policies in rule-based access control. Other proposals [5, 19] use abduction analysis to calculate the credentials that a client has to provide in order to get access. The approaches above focus on issues that are complementary to the goal of our work. In particular, they use abductive reasoning to find plausible sets of facts, e.g. representing credentials, which satisfy a given policy. These sets can be obtained using existing abductive reasoning tools [11, 21, 18]. On the other hand, our goal is to identify a valid explanation of conformity for which requires to refine plausible diagnosis until all hypothesis forming a diagnosis have been validated.

10 Conclusions

In this paper, we have presented an auditing framework based on abductive reasoning to assist auditors in verifying the conformity of users to usage policies in presence of incomplete log. The framework makes it possible to find plausible explanations for the observations recorded in logs and pinpoint the consequences and root causes of policy violation if a valid explanation of conformity does not exist. A policy compliance problem can have many plausible explanations. To identify a valid explanation, our auditing framework allows an auditor to select some hypotheses, verify their validity, and then reiterate the auditing process considering the gathered information. To assist auditors during the auditing process, we have analyzed two refinement strategies that aim to determine the “best” hypothesis to be validated, i.e. the hypothesis that minimize the efforts required to find a valid explanation of conformity. We have implemented a prototype supporting the proposed framework and conducted experiments to compare
the efficiency and effectiveness of refinement strategies. Experiment results show that the Abstraction & Delay Declaration strategy is more efficient compared to the other refinement strategies. Moreover, due to the nature of the questions this strategy makes it possible to identify policy violations when they occur.

The work presented in this paper suggests some interesting directions for future work. The refinement strategies considered in this work are based on the number of occurrence of hypotheses in plausible diagnoses. However, other criteria can be relevant for the selection of the hypotheses to be verified. For instance, different hypotheses may require different amount of effort for their verification based on particular users (e.g., alice vs. bob) or actions (create vs. delegate). Therefore, we plan to investigate other refinement strategies, e.g. based on the cost of validating hypotheses, to optimize the auditing process. However, as shown in Section 8, a strategy may drive an auditor to the wrong conclusions, leaving policy violations undetected. To this end, we will study the completeness and correctness of the auditing process when using different refinement strategies. Moreover, the ideas underlying this work can be applied for other types of decision analysis based on incomplete knowledge. An example is the alignment of network monitoring with access control for intrusion detection. Access control policies are usually defined at the application layer, while network monitoring relies on the analysis of messages and packages transmitted at the network layer. Our approach can be used to bridge the two layers, allowing a seamless analysis of network logs and access control policies.
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