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Abstract

For the coordination control of a cooperative robotic system a stabilizing control scheme is de-
signed. In this case it concerns a nonlinear N-agent system with a random coupling scheme which
experiences a time delay between the external controller and the system itself.
This report emphasizes the time delay which can and will occur in communication of autonomous
systems. Throughout the report an arti�cial time delay is used to investigate its e�ect. To over-
come this time delay a state predictor is introduced, which after a settling time approaches the
future state of the system.
After a coordinate transformation the non-linearity of the system can be canceled with the use of
feedback linearization. This feedback uses a consensus control scheme which causes the system
to synchronize. Therefore this report deals with the intersection of system theory and graph
theory.
However for this nonlinear system the stability of the original system dynamics and of the predic-
tor dynamics do not necessarily result in a stable combined system. Therefore the error dynamics
for full synchronization of the states as well as the predicted states are evaluated and the stability
conditions for the combined error dynamics are presented.

This report is submitted accompanying various Matlab and Python scripts. These Python scripts
can be used to experiment with the state predicted and original system. The Matlab scripts allow
one to simulate both systems and to interpret the experimental results.
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Chapter 1

Introduction

1.1 Autonomous cooperative systems

In this age it is clear that robotic systems are becoming an important part of our daily lives. In
the last decade the knowledge and technological application of these system has increased rapidly
in various �elds such as transport, logistics, military and mobile technology. One class within
these robotic systems are multi-agent systems where multiple (identical) autonomous systems
work together on a task or subdivide this task between the agents. Cooperative multi-agent
systems possess several advantages over monolithic systems, for example where a single robot
system would fail if the only agent malfunctions a multi-agent system will experience less prob-
lems. It is widely accepted that for a lot of tasks cooperative multi-robot systems are favorable
for being more robust, cheaper, faster and more �exible, see Cao et al. (2002), Arai et al. (2002).
The applications of multi-agent systems vary from playing soccer, to cooperative construction,
formation searching robots and unmanned vehicles for logistic, transportation and military pur-
poses.

All of these aforementioned systems however rely on the communication between the agents
in order to collaborate. In this communication it is plausible for time-delay to occur. This can
a�ect the behavior of the system into an extent that the cooperative objective is not accomplished
anymore. The goal of the report is to investigate the e�ect of this communicative time delay,
and to propose a stabilizing tracking controller based on the synchronization of the agents. Here
the agents are represented by unicycle mobile robots and an external central controller is used
for the coordination control.

1.2 Report outline

In Chapter 2 the dynamics of the individual agents are given and the assumptions on the evalu-
ated time delay are introduced. Thereafter the control of these dynamics is evaluated for a general
n-agent system. First the system is linearized, then a state predictor is introduced, followed by
the introduction of the used synchronizing controller and �nally the stability is evaluated.

Chapter 3 contains the details about the experimental setup. Here information about the used
hardware is given and the implementation of the in Chapter 2 derived control scheme is explained.
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2 Chapter 1. Introduction

Thereafter in Chapter 4 the results of the simulations made in Matlab and the results of the
experiments are given and discussed.

Finally, Chapter 5 concludes on this report. The proposed method to cancel the e�ect of the time
delay is discussed and evaluated. At the end several propositions are given for future research.



Chapter 2

Dynamics and stability of the

control architecture

In this chapter �rst the assumptions on the time delays are explained and a general model for
the time delay is introduced. Based on these assumptions the kinematic model, of the individual
agents considered throughout this report, is discussed. As mentioned before, the agents form a
group of unicycle mobile robots which contain a nonholonomic constraint due to the inability to
move sideways.

Based on the derived model, a controller for the coordination control of the mobile robots is
proposed. To do so, �rst a coordinate transformation is used to enable feedback linearization.
Thereafter a state predictor model is introduced to forecast the agents their states in order to
cancel out the time delay e�ects. Finally a consensus based controller is given and its stability
is evaluated.

2.1 Time delayed system

In this report it is assumed that the time delay acts on the communication between the agents
and the central controller, as depicted Figure 2.1. This theoretical layout is also used by Oguchi
et al. (2010). The agents all posses a local controller with limited computational power. The time
delay causes the agents to respond on the L time units delayed inputs and the central controller
calculates these inputs with the use of the states of L time units ago. The time delays, in these
often wireless communication channels, are assumed to be constant over time and identical in
both directions. Other time delays caused by the controller's process time and the time delay
due to a response lag of the actuators are assumed to be of insigni�cant magnitude and therefore
neglected. Such a con�guration corresponds with system where the agents do not have a full on-
board controller, for example because the lack of computational power. This can yield smaller
and possibly cheaper mobile agents which only need one separate central controller. Systems
with on-board controllers have the advantage that there is no need to predict the state of the
agents itself, only of its colleagues. A downside would be that the controllers cannot make use
of the (previous) inputs of the other agents, since this information is not known.
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4 Chapter 2. Dynamics and stability of the control architecture

2.2 Individual kinematics

The state of the agents with respect to the global coordinate frame can be described by three
parameters. (x(t); y(t)) give the current position of the center of the robot on a 2D platform
and �(t) gives the current angle of the velocity vector with respect to the x-axis. A schematic
representation is given in Figure 2.2. Here v(t) and !(t) are the translational velocity and
angular velocity respectively, these are the inputs for the individual systems. The use of the
local controllers is discussed in Chapter 2. Now a kinematic model can be stated as,

2

4
_xi(t)
_yi(t)
_�i(t)

3

5 =

2

4
cos(�i(t)) 0
sin(�i(t)) 0

0 1

3

5
�

vi(t � L)
!i(t � L)

�
; (2.1)

where [vi(t); wi(t)] = [0; 0] for �L � t � 0. As can be seen in (2.1) the system is input delayed.
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e-Ls 

Central Controller
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Controller
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Controller
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2.3. Feedback linearization 5

y

x

v(t)

Figure 2.2: Schematic representation of a single agent.

2.3 Feedback linearization

In order to generalize the state predictor and the controllers, some new parameters are intro-
duced. Here xi 2 Rn contains all n controlled parameters of the i-th agent. For the agents
considered in this report n = 2, and xi = [xi; yi]T . Next x 2 RnN is introduced. This vector
contains xi for all N agents, and can thus be denoted as x = [x1; : : : ; xN]T . Further u is used,
it contains the inputs for all agents calculated by the central controller so that u = [u1 : : : uN]T
where ui = [u1i; : : : ; uni]T , therefore ui 2 Rn and u 2 RnN . Finally p(t) 2 RnN contains
the actual inputs [vi(t); !i(t)]T , for all the agents and is calculated by the local controllers. A
schematic representation can be found in Figure 2.1.

In order to linearize (2.1), a transformation is necessary. The basic principle is not for the state
to represent the center of the agent but the front, as is depicted in Figure 2.3. Therefore the
coordinate transformation can be written as (x; y; �) ! (�x; �y; �). However for the sake of clarity
the bar above these parameters is omitted from here on since the old coordinates are not used
anymore. Now the in (2.1) derived kinematic model of the x and y states is updated with this
coordinate transformation and is stated below,

_xi(t) =
�
cos(�i(t)) �rsin(�i(t))
sin(�i(t)) rcos(�i(t))

� �
vi(t)
!i(t)

�
(2.2)

= B
�
�i(t)

�
� pi(t); (2.3)

where r is the radius of a mobile agent. Since det(B) = r the matrix is invertible, independent
of the state and time. This allows a feedback linearization by the local controller,

pi(t) = B�1�
�i(t)

�
� ui(t � L) (2.4)

Here the necessity of the local controller becomes clear, since this causes the local input p(t)
not to be subjected to time delay. This is necessary for �i to be of the current time instance, in
order for B(�i(t)) and B�1(�i(t)) to cancel each other out. With the use of the (2.4) and 2.3 the
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y

x

v(t)

Figure 2.3: Schematic representation of coordinate transformation.

general linearized kinematics can be obtained as stated below,

_x(t) = u(t � L); (2.5)

again it holds that u(t) = 0 for �L � t � 0.

2.4 State predictor

Here a state predictor based on anticipating synchronization, as �rst described by Voss, H. (2001),
is used to forecast the agents states. This is done by making use of almost the same kinematic
model as for the original states but shifted over the predicted time unit and with the addition of
a penalty function for the di�erence between x̂(t � 2L) and x(t � L), which should converge to
0. Here x̂(t) is the prediction of x(t). This causes x̂(t � 2L) to asymptotically converge towards
x(t � L). Or after a shift in time this means x̂(t) ! x(t + L) for t ! 1. A similar predictor is
used by Oguchi et al. (2005) and Oguchi et al. (2010). The dynamics which correspond to this
predictor are stated in (2.6),

_̂x(t) = u(t) �kp
�
x̂(t � 2L) � x(t � L)

�
| {z }

Error correction term

; (2.6)

where _̂x(t) 2 RnN and kp is the prediction gain. Since the predictor has no prior knowledge
about the state of the system it is chosen to set x̂(t) = 0 for �2L � t � 0.

2.5 Controller

Now that the kinematic model is linearized and simpli�ed, an input u(t) is proposed. In this
report a consensus control strategy is used for the agents to synchronize. Earlier research on
consensus control of time delayed system is done by Tanahara et al. (2001). As used in this chap-
ter this controller causes the agents to assemble by the convergence of the individual controlled
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states. However such a control structure is also applicable for other purposes such as virtual
point formation control, see Young et al. (2001). The controller is derived for a system with N
individual agents of which n states are controlled and have an arbitrary communication scheme.
In this chapter the design of the controller and the proof of the overall stability is established
for this general case, and for clarity it is implemented for the example con�guration shown in
Figure 2.4.

R1

R2

R3

Figure 2.4: Example con�guration for a 3 agent system.

Now the linearized kinematics and the proposed controller are de�ned as,

(
_x(t) = u(t � L)
u(t) = �K(� 
 In) � x̂(t)

: (2.7)

Here 
 represents the Kronecker product operator, K is a static gain and � is the Graph
Laplacian matrix of the system. This Graph Laplacian has the following form,

� =

2

666666666666664

NP

j=1
j 6=i

1j �12 : : : �1N

�21
NP

j=1
j 6=i

2j : : : �2N

...
. . .

�N1 : : : : : :
NP

j=1
j 6=i

Nj

3

777777777777775

; (2.8)

where ij = 1 or 0. The overall control scheme is presented in Figure 2.5.
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L)u(t))t((Bp(t) 1
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Now the synchronization error dynamics can be obtained by inserting (2.12) in the time derivative
of (2.10) and is presented below.

�
_xs(t)
_e(t)

�
= (Mo� 
 In)

�
� K(� 
 In)

�
� x(t)

= �K(Mo 
 In)(� 
 In)(M�1
o 
 In)

�
xs(t)
e(t)

�

= �K
�
Mo�M�1

o 
 In
� �

xs(t)
e(t)

�
(2.13)

In order to isolate e(t) from (2.13) the following decomposition has to be made. Now because
of the properties of Mo and � we have

Mo�M�1
o =

2

6664

0 �1 : : : �N�1
0
... M�M+

0

3

7775
; (2.14)

where �i are real values dependent on �,

M =

2

64

1 �1
...

. . .

1 �1

3

75 (2.15)

and M+ is the Moore-Penrose pseudo inverse of M , yielding

M+ =

2

6666664

1
N : : : 1

N

�(N�1)
N

. . .
...

...
. . . 1

N
1
N : : : �(N�1)

N

3

7777775
: (2.16)

In (2.17) this is clari�ed for the example situation, where the encircled submatrices represent M ,
M+ and M�M+ respectively.

M0�M�1
0 =

2

64
1 1 1
1 �1 0
1 0 �1

3

75

2

64
1 �1 0

�1 2 �1
0 �1 1

3

75

2

64

1
3

1
3

1
3

1
3 � 2

3
1
3

1
3

1
3 � 2

3

3

75 =

2

64
0 0 0
0 3 �1
0 0 1

3

75 :

(2.17)
The synchronization error can therefore be written as,

_e(t) = �K
�
M�M+ 
 In

�
e(t): (2.18)

As can be seen in (2.14) one eigenvalue of � ,�1, always equals 0. When assumed that � is
diagonalizable, M�M+ is also diagonalizable. This assumption only holds i� � has N individual
eigenvectors. This is true when � describes a bidirectional communication scheme. Therefore
the use of such a communication scheme is a su�cient condition to ful�ll said assumption. In
this case a coordinate transformation can be introduced such that,

e(t) = (P 
 In) � z(t); (2.19)
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where for P holds,

P �1M�M+P =

0

B@

�2
. . .

�N

1

CA = �; (2.20)

here f�2 : : : �N g form a subset of the eigenvalues of � for which it holds that 0 < �2 � �3 �
� � � � �N . Based on (2.19) the synchronization error dynamics can be written as,

_e(t) = (P 
 In) � _z(t): (2.21)

Thereafter (2.19) is evaluated in (2.18), obtaining

_e(t) = �K(M�M+ 
 In)(P 
 In) � z(t): (2.22)

Now with the use of (2.21) this can be transformed into the diagonalized form, according to

_z(t) = � K(P �1 
 In)(M�M+ 
 In)(P 
 In) � z(t)

= � K(P �1M�M+P 
 In) � z(t)

= � K

0

B@

0

B@

�2
. . .

�N

1

CA 
 In

1

CA � z(t): (2.23)

Such a diagonal system is asymptotically stable for

K > 0 : (2.24)

Here the possible saturation of the actuators as well as potential collisions are not taken into
account. This would drastically complicate the dynamical model and especially the derivation
of the stability criteria. Thereby, when the settings are chosen wisely, this can easily be prevented.

2.6.2 Prediction error dynamics

In the previous section it is assumed that the prediction error has converged to zero. Therefore
it is important to prove the stability of this prediction error while showing it is not dependent
of the synchronization error. This prediction error corresponds to the error correction term in
(2.6) and thus is,

ê(t) = x̂(t � L) � x(t): (2.25)

Now with the use of (2.5) and 2.6 the prediction error dynamics can be obtained, resulting in

_̂e(t) = _̂x(t � L) � _x(t)

= � kp
�
x̂(t � 3L) � x(t � 2L)

�

= � kpê(t � 2L): (2.26)

In a similar fashion as the proof of the stability criteria for (2.39) presented in Appendix A, the
stability of (2.26) can be guaranteed for,

0 � kpL < �
4 : (2.27)

As can be seen, the stability of the prediction error does not depend on the synchronization error.
Therefore when the condition in (2.27) is met and the actuators do not reach their saturation
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point, the predictor will converge. The assumption made in Section 2.6.1 about the convergence
of the prediction error does therefore hold after a settling time. This means that the separation
principle is a�rmed for this linearized system. However, as in the linear case, the prediction error
should be set to converge faster than the synchronization error in order to obtain the desired
dynamics. The overall stability can also be valuated for more general cases where � is not
assumed to be diagonalizable and the prediction error is not assumed to be instantly converged.
This is done by evaluating the total error dynamics as is shown in the next section.

2.6.3 Total error dynamics

Here the two introduced errors are combined and the stability of the total system is evaluated.
When the prediction error is not assumed to be zero, (2.12) becomes

_x(t) = �K(� 
 In) � x̂(t � L): (2.28)

This causes the synchronization error to be,

_e(t) = �K(M 
 In)(� 
 In) � x̂(t � L); (2.29)

which with the use of (2.25) can be written as

_e(t) = �K(M 
 In)(� 
 In) �
�
ê(t) + x(t)

�
: (2.30)

Now by using (2.10) and using the isolation of e(t) the �nal synchronization error dynamics are
obtained,

_e(t) = �K(M�M+ 
 In) � e(t) � K(M� 
 In) � ê(t): (2.31)

When written in matrix form together with the prediction error dynamics, the total error dy-
namics are obtained, namely

�
_e(t)
_̂e(t)

�
=

�
�K(M�M+ 
 In) �K(M� 
 In)

0 0

� �
e(t)
ê(t)

�
�

�
0 0
0 �kp

� �
e(t � 2L)
ê(t � 2L)

�
: (2.32)

Now a delay operator � is introduced for which holds,
(

Lf�g = e�sL

�x(t) = x(t � L)
; (2.33)

where L is the Laplace operator. (2.32) can be now rewritten as,
�

_e(t)
_̂e(t)

�
=

�
�K(M�M+ 
 In) �K(M� 
 In)

0 �kp�2

�

| {z }
A(�)

�
e(t)
ê(t)

�
: (2.34)

The characteristic polynomial can be derived as is shown below,

jsIn(2N�1) � A(�)j = det
�
sIn(N�1) + K(M�M+ 
 In) K(M� 
 In)

0 sInN + kp�2

�
: (2.35)

Since the resulting submatrices form a upper diagonal block matrix (2.35) can be simpli�ed to,

jsIn(2N�1) � A(�)j = det
�
sIn(N�1) + K(M�M+ 
 In)

�
� det

�
sInN + kp�2�

: (2.36)

The �rst part of (2.36) represents the dynamics of the synchronization error as shown in (2.18)
and the latter part the error of the state predictor as given in (2.26). Therefore one can state
that the separation principle discussed earlier does hold.
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2.6.4 Non state predicted error dynamics

Now the stability conditions for the original system without state predictor are derived. In this
case the systems dynamics are,

_x(t) = u(t � L) = �K(� 
 In) � x(t � 2L): (2.37)

Resulting in the following synchronization error dynamics,

_e(t) = �K
�
M�M+ 
 In

�
� e(t � 2L): (2.38)

After a similar coordinate transformation as used for (2.23), the diagonalized form is obtained.

_z(t) = �K(� 
 In) � z(t � 2L): (2.39)

For such a delayed system the asymptotic stability can be guaranteed under the following con-
ditions,

0 � KL <
�

4�N
; (2.40)

as is proven in Appendix A. It is di�cult to compare the stability conditions for the two di�erent
systems, since di�erent gains are restricted for �xed time delays, i.e. kp and K. Thereby it
concerns su�cient conditions not necessary conditions. However the state predicted system is
not dependent on the eigenvalues of �. If one could conclude something on the largest eigenvalue
of � one might be able to decide which system is preferable for a system. Such knowledge may
be found in Hong et al. (2005).

2.7 Summary

In this chapter the assumptions on the time delay are discussed and are depicted in Figure 2.1.
Based on the linearized kinematics of the agents, which are in�uenced by this time delay, a
state predictor is introduced in (2.6). Thereafter the consensus based controller, given in (2.7),
is applied to the system. Both the state predicted system and the non-predicted system are
�nally evaluated on their stability by deriving the su�cient conditions regarding the theoretical
stability. It seems di�cult to compare the two systems, however the state predicted system can
be preferable since the stability is not dependent on the communication scheme between the
agents.



Chapter 3

Experimental setup

The setup consists of an arena, two overhead cameras, two computers and up to 10 mobile robots.
The arena consists of a white smooth �oor of 3.3[m] x 2.3[m]. The cameras are �xed on a stage
and cover the entire arena. One PC reads the cameras their images and determines the position
of the individual mobile robots by image processing software. The robots have an unique symbol
on top for identi�cation. The process time of this operation is around 120[ms]. The second PC is
connected to the �rst one, runs the control algorithm and sends the inputs to the mobile robots
by a Bluetooth connection. In Figure 3.1 the setup is shown.

Overhead 
cameras

Arena

E-pucks

Figure 3.1: The experimental setup.

13
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The mobile robots which are used are e-pucks, which have a maximal velocity of 0:145[m=s].
These cylindrical shaped unicycle robots have a diameter of 7[cm] and are developed at the
EPFL in Switzerland. In Figure 3.2 four e-pucks with their unique markers are shown.

Figure 3.2: E-puck mobile robots.



Chapter 4

Simulation and experimental results

In this chapter the results found by simulations and experiments are presented. With these results
the stability criteria introduced in Chapter 2 are checked and the advantage of the system with
state predictor is shown. The simulations are done using MATLAB. Here the same sampling
time and saturation values are used as which apply to the experimental setup. Initially the used
graph Laplacian is complete, i.e. all agents communicate with each other.
First in Section 4.1 the results of simulations and experiments with identical conditions are
shown for the predicted and non-predicted system respectively, here for both systems the stability
conditions are met. Thereafter, in Section 4.2 the same results are given for a time delay where the
state predicted system is still stable but the original system is not. In Section 4.3 the advantage
of the predictor is shown for a certain communicative con�guration. Finally in Section 4.4 a
small insight is given in the state predicted system where the time delay L is varying over time.

4.1 Case 1: small time delay

In the �rst case the stability criteria for both systems, found in (2.24), (2.27) and (2.40), are met
and the results are presented in this section.

The settings are chosen to be, L = 1[s]; K = 0:1[�] and kp = 0:08[�]. With this choice the ac-
tuators do not saturate for both systems.One should note that these conditions are not optimal
regarding the convergence rate.

The results are shown in the Figures 4.1 until 4.14. As can be seen, the system with the state
predictor is overdamped while the non-predicted system is underdamped. This is expected since
the latter system reacts on the delayed states. It however produces a di�erence between the
simulations and experiments of the non-predicted system, which can be explained due to the fact
that the agents collide. These collisions are not accounted for in the simulations. One should
note that the agents stand still for the �rst L seconds, because the input is delayed and u = 0 for
t < 0. In the end both systems synchronize for the simulations as well as for the experiments.

Results with state predictor

First results for the system with state predictor are shown. The simulations are shown on the
left and the experiments on the right.

15



16 Chapter 4. Simulation and experimental results

Figure 4.1: Positions in simulation, with state
predictor.

Figure 4.2: Positions in experiment, with state
predictor.

Figure 4.3: x and y in simulation, with state
predictor.

Figure 4.4: x and y in experiment, with state
predictor.
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Figure 4.5: Synchronization errors in simulation,
with state predictor.

Figure 4.6: Synchronization errors in experi-
ment, with state predictor.

Figure 4.7: Prediction errors in simulation, with
state predictor.

Figure 4.8: Prediction errors in experiment, with
state predictor.
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Results without state predictor

Followed by the results for the system without state predictor. Again, the simulations are shown
on the left and the experiments on the right.

Figure 4.9: Positions in simulation, without
state predictor.

Figure 4.10: Positions in experiment, without
state predictor.

Figure 4.11: x and y in simulation, without state
predictor.

Figure 4.12: x and y in experiment, without
state predictor.
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Figure 4.13: Synchronization errors in simula-
tion, without state predictor.

Figure 4.14: Synchronization errors in experi-
ment, without state predictor.

4.2 Case 2: large time delay

Now the settings are changed into a situation with a relative large time delay, where the system
with state predictor is still theoretically stable but the system without predictor is not. The used
settings are now L = 3[s]; K = 0:1[�] and kp = 0:08[�]. Since the gains are unaltered, one is
also able to compare these results to the results of the respective system with L = 1[s], shown
in the previous section.

The results are depicted in the Figures 4.15 until 4.28. Here the controller with a state predictor
yields a stable system while the original system will never converge. This was anticipated by
the stability criteria derived in Chapter 2 and shows the advantage of the state predicted system.

Results with state predictor

Figure 4.15: Positions in simulation, with state
predictor.

Figure 4.16: Positions in experiment, with state
predictor.
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Figure 4.17: x and y in simulation, with state
predictor.

Figure 4.18: x and y in experiment, with state
predictor.

Figure 4.19: Synchronization errors in simula-
tion, with state predictor.

Figure 4.20: Synchronization errors in experi-
ment, with state predictor.
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Figure 4.21: Prediction errors in simulation,
with state predictor.

Figure 4.22: Prediction errors in experiment,
with state predictor.

Results without state predictor

Figure 4.23: Positions in simulation, without
state predictor.

Figure 4.24: Positions in experiment, without
state predictor.
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Figure 4.25: x and y in simulation, without state
predictor.

Figure 4.26: x and y in experiment, without
state predictor.

Figure 4.27: Synchronization errors in simula-
tion, without state predictor.

Figure 4.28: Synchronization errors in experi-
ment, without state predictor.

4.3 Convergence time

In this chapter the advantage of a state predicted system is shown. This advantage seems bigger
when there is less communication between the agents and thus when� is sparse. The here used
communication scheme is,

� =

2

4
1 �1 0
0 1 �1

�1 0 1

3

5 : (4.1)

Now for a time delay of L = 3[s], the optimum gains K and kp are found regarding the conver-
gence time of the synchronization. For the non-predicted system this resulted inK = 0:04[�] and
for the state predicted systemK = 0:1[�] and kp = 0:09[�]. The resulting �gures are presented
below, for the state predicted system on the left and for the non-predicted system on the right.
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Figure 4.29: Positions in simulation, with state
predictor.

Figure 4.30: Positions in simulation, without
state predictor.

Figure 4.31: Synchronization errors in simula-
tion, with state predictor.

Figure 4.32: Synchronization errors in simula-
tion, without state predictor.

As can be seen, the minimal convergence time di�ers signi�cant for this situation. Where the
predicted system takes about50 seconds to converge, the non-predicted system needs100 seconds.
This proves the advantage of the state predictor for certain situations.

4.4 State predicted system with time-varying delays

For the previous results the time delay L was assumed to be constant in time. In this section
the in�uence of a time varying delay L(t) is investigated with the use of simulations. The
time delays both way trough the network (see Figure 2.1) are still assumed to be equal over
time. This is necessary for the stability criteria derived in Chapter 2 to hold. Moreover, the
e�ect of this varying time delay is not discussed thoroughly since it is beyond the scope of this
report. However, since it is a realistic scenario, the magnitude of the in�uence on the system is
investigated for further research.
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A time-varying time delay is constructed by generating pseudorandom uniform distributed val-
ues within a certain interval. In this case the time delay is 3 seconds with a maximal absolute
distortion of 3 second, thus0 � L(t) � 6 seconds.� is again chosen to be complete. The other
settings are similar to the ones in Section 4.2.

This results in the Figures 4.33, 4.34, 4.35 and 4.36 are obtained and when compared to the
Figures 4.15, 4.17, 4.19 and 4.21 respectively, one can see they are almost identical. The major
di�erence is that the prediction error for the system with a varying time delay is less smooth. It
therefore seems that a system with such a random time delay behaves almost similar as a system
with a time delay equal to the average of the random time delay. It is assumed this only averages
out when the delay varies with an high enough frequency.

Figure 4.33: Positions in simulation, with
state predictor and varying time delay.

Figure 4.34: x and y in simulation, with
state predictor and varying time delay.

Figure 4.35: Synchronization errors in sim-
ulation, with state predictor and varying
time delay.

Figure 4.36: Prediction errors in simula-
tion, with state predictor and varying time
delay.



Chapter 5

Conclusions and recommendations

5.1 Conclusion

In this report the e�ect of time delay in the communication between agents and the central
controller is investigated. To do so, some assumptions are made regarding the time delay. It
was chosen to investigate a simpli�ed situation where the time delay was constant over time and
equal in both directions through the network. Furthermore the dynamics of the agents are de-
rived and subsequently linearized by using a coordinate transformation and applying a feedback
linearization. Finally the agents are subjected by the input of a derived synchronizing controller.
This system is analytically evaluated regarding its stability. These results are supported by sim-
ulations and experiments. It could be concluded that the derived su�cient criterion regarding
the stability of the synchronization depends on the number of agents and the communication
scheme between them. Therefore, certain con�gurations of agents can cope with higher time
delays than others (at a �xed proportional gain). Thereby, when using formation control there
is a risk of collisions, since the agents do not know and therefore not act on the current positions
of the other agents.

To counteract this risk of collisions and improve the allowable time delay for unfavorable commu-
nication schemes, a state predictor is designed. This anticipating observer predicts the current
values of all agents. Again the same synchronizing controller is applied to this predicted sys-
tem. The stability of the agents as well as the stability of the state predictor are analytically
evaluated and again some su�cient conditions are derived. The dynamics of the new overall
system are examined using simulations and experiments, which support the stability conditions.
Since all initial conditions are unknown to the state predictor it takes time to converge, which
is a drawback of this system. However, the derived stability conditions do not longer depend
on the number of agents or the communicative con�guration. Therefore, the time needed to
synchronize is mainly in�uenced by the state predictor and less by the system itself. This leads
to certain con�gurations for which is shown that this predicted system is bene�cial, compared
to the original one, regarding the settling time of the system. Thereby the synchronization of
this system can easily be under damped, which decreases the change of collisions. It is now also
possible to apply an anti-collision controller, since the current positions of the agents are known.
Finally some small insight on the in�uence of a time-varying delay is given. Here a bounded but
random time delay acts on the state predicted system, resulting in similar behavior than of a
system delayed by the average of these random values.
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5.2 Recommendations

Based on this report some subjects appear to be suitable for future research. First of all a
situation with less random varying time delay can occur in practice. This might not average
out, as in the high frequent random case investigated in this report. Thereby a di�erence in
time delay in the signal towards and the signal from the central controller can be investigated.
However to increase the advantage of the state predicted system over the original system, one
should improve the state predictor. In this report a quite simple error correction term is used
in the dynamics of the state predictor. This could be made more sophisticated for example by
using the time derivatives of the (predicted) states. This could decrease the settling time of this
state predictor which has great in�uence on the overall settling time. Finally the new derived
system can be implemented in a more useful strategy. For example by synchronizing each agent
with virtual points or paths, a tracking controller can be made.



Appendix A

Stability requirement for delayed
diagonalized kinematics

Here the proof is given for the stability requirement given in (2.40). This requirement regards
the stability of the system described by (2.39). Sincez(t) = [z2(t); : : : ; zN(t)]T it can be stated
that 2
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3
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Now (A.1) can be split, obtaining the individual dynamics

_zi(t) = �K�iIn � zi(t � 2L) for i = 2; 3; : : : ; N ; (A.2)

Sincezi = [zi1; : : : ; zin] one can state

_zij(t) = �K�izij(t � 2L) for i = 2; 3; : : : ; N ; j = 1; 2; : : : ; n : (A.3)

Thereafter the characteristic polynomial of the individual dynamics represented in (A.3) are
given below,

s + K�ie�2sL = 0: (A.4)

When substituting s = � + j�! and rewriting it with the use of Euler's formula this results in

(� + j�!) + K�i(e�2�Le�2j �!L) = (� + j�!) + K�ie�2�L�
cos(2�!L) � jsin(2�!L)

�
= 0: (A.5)

This results in a real and a imaginary part for which it holds that

� + K�ie�2�Lcos(2�!L) = 0; (A.6)

�! � K�ie�2�Lsin(2�!L) = 0: (A.7)

On the edge of stability i.e. the root of this polynomial lies on the imaginary axis (� = 0) which
results in

K�icos(2�!L) = 0; (A.8)

K�isin(2�!L) = �!: (A.9)
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Now (A.8) results in �!L = �
4 + m� for m = 0; �1; �2; : : : , and when implemented in (A.9)

this yields K�i = ��!. Since the delay-free system is described bys + K�i = 0 (which is
exponentially stable for K > 0) and because of the continuity of eigenvalues for LTI systems
it holds that the individual dynamics written in (A.3) are exponentially stable when the roots
of (A.4) lay in the open left half-plane. Therefore according to (A.6) local uniform asymptotic
stability is guaranteed for,

K�iL <
�
4

: (A.10)
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