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Chapter 1

Introduction

Over the years, modeling and simulation have become common practice for studies that
are intended to describe the behavior of different real world systems or processes such as
mobile applications and systems, business processes, software project management, etc.
Modeling is the process of representing a real-world system or process in a mathematical
way [52]. A mathematical model is developed systematically following pre-determined
procedures, its results can be repeated, and the model can be refined. Simulation is
the process of imitating the operation of a real-world system or process over time. The
process by which a model is developed and the outcomes of the model, enhance ones
reasoning about the system’s likely performance in more detail or in the real world.

In software engineering, the popularity of modeling and simulation hinges on the
fact that performing experiments and building prototypes is a more expensive and time
consuming venture compared to modeling and simulating experiments. The model helps
one obtain insights into how a real world system may behave, will be, or how it will
behave before investing in an experiment, a prototype or implementation. Modeling and
simulation may also be used in situations where real systems or processes cannot be
engaged. This is because the system may not be accessible like determining the weight of
the earth, or it may be dangerous or unacceptable to engage like the effects of nuclear
explosions, or it is being designed but not yet built like Mars Explorer, or it may simply
not exist like smart technologies [180].
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1.1 Why Model and Simulate?

Motivation of the research
Models are simplifications of the reality or abstractions of real life entities and they help
researchers and practitioners clarify their thinking and improve their understanding of
the real-world [52]. Natural scientists for example create model based systems like the
digestive system or solar system. Economists can create analytical models of the economy,
and software engineers can create models of applications or of the software development.
A computer model has the ability to represent time and space in a compressed form which
allows for system changes to be tested in less time than it would have taken to be tested
in the real world [180].

Systems or processes may be characterized by the following:

� They have a structure that is defined by components/subsystems and their compo-
sition/variables.

� Their behavior is a result of process transformation based on input, processing, and
output of information.

� They have interrelationships or inter-connectivity; the various components of a
system have functional as well as structural relationships with each other.

These characteristics make systems complex. A system with interrelated components that
change over time is called a dynamic complex system. The complexity and dynamics of a
system triggers the need for modeling that system in order to be able to understand why
different components present different behavior and generates insights into the behavior
of such systems.

There are a number of roles (stakeholders) involved in the modeling process with vast
interests that all have to be satisfied. “Common knowledge is not always very common;”
therefore, sometimes we need models to explain everything that everyone takes for granted
but are actually “correct” [180].

Modeling promotes the scientific understanding and guides data collection in the sense
that, scientifically, a model is a representation of a hypothesis about the system under
study. A model enables a comparison between the hypothesis and the data. When the
data fails to fit the model, it might imply that the modeler’s ideas about the system under
study are wrong. Therefore mathematical models and computer simulations are useful
experimental tools for building and testing theories, assessing quantitative assumptions,
answering specific questions, determining sensitivities to changes in parameter values and
estimating key parameters from data.

The model formulation process is important in the clarification of assumptions, vari-
ables, and parameters. For example in the process of formulating an ecological model, it
is useful to organize the way the modeler thinks, identify what the assumptions of the
model are, and state the purpose of the model. This helps the modeler to determine
whether he/she has the necessary requirements for an ecological model.

Real life experimentation may be challenging when dealing with studies like spread
of infectious diseases in humans, managing endangered species, and setting dosages for
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new drugs on humans, because it may be expensive, can damage lives or even cause
deaths. The best alternative to such studies is to develop a model and to carry out a
simulation because if a change does not perform well in a model, it should be questioned
whether the model can perform well in a real-life system. Therefore the model improves
understanding the behavior of the variables within such systems at an affordable cost
and in an acceptable way before the implementation is done.

1.2 Requirements Process Improvement
Requirements process improvement (RPI) is a part of software systems requirements
management whose aim is to systematically control changes in the requirements process
and to make changes that result in improved quality requirements specifications at reduced
costs and delivered within the specified schedule [19,151,174]. Various researchers [34,
107,176] argue that the RPI activities are dynamic and complex processes which require
maintaining relationships and identifying inconsistencies between the requirements process
activities by taking corrective action [34]. Therefore organizations need to have an effective
RPI in order to meet the customer, business and industrial needs [107]. The goal for
carrying out process improvements is: to improve the efficiency and effectiveness of the
requirements process in order to have improved requirements specifications, deliver results
within the stipulated budget and schedule [94,152]. This is attained through a satisfactory
balance between quality, reduced costs and delivery within schedule.

The need for research and clarification on the above described RPI issues can therefore
not be underestimated [50]. Poor RPI practices are costly, however businesses that
effectively define and manage the RPI can enjoy value-added outcomes, and a compet-
itive advantage in the industry [152]. Despite the substantial investments to address
requirements process improvement issues, the failure rate of projects is still a challenge to
software development organizations [107].

According to the 2009 Chaos report [61], it is estimated that being late to market by
six months or more would cost the software development organization up to 33% of the
original expected 5 year return on investment. Furthermore the 2011 Chaos report [62]
found that 37% of all projects were on time and within the budget, 42% failed to deliver the
expected business value, and 21% were considered a complete failure [50,107]. This claim
is strengthened by [130,151] who estimate that correction of requirements errors during
later stages of software development could cost up to 200 times as much as correcting the
errors during the requirements phase.

There have been claims of lack of scientific rigor and systematic data analysis in the
Chaos reports by [82]. However, in this thesis we conclude that the amount of data
collected on the software project success and failures between 1994 and 2011 indicate
that the issue of causes of failures is indeed an important area of research and scientific
investigation. While there is no scientific rigor applied in collecting and analyzing data,
the Chaos reports provide a glimpse into the situation about the nature and the success
of software systems projects including process improvement.

Although various attempts have been made to address RPI issues, the failure rate
of projects is still a challenge to software development organizations [107]. Various
researchers point out that there is a lack of common understanding and explanation
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between RPI stakeholders of the decisions made for RPI which makes the possibility of
any significant returns on investment of process improvement questionable [3, 34,184]. To
enhance this understanding, modeling and simulating the impact of the changing variables
of RPI should be done to enable the RPI stakeholders gain insight into RPI activities. In
addition the stakeholders should have a common understanding and explanation that will
facilitate cost effective decisions for RPI [3,15,19]. This therefore calls for an approach that
helps in understanding the relationship between the RPI variables and how these variables
impact each other and other RPI decisions made by the teams on the requirements process
improvement [34,50,90,184].

1.2.1 Causes of Problems in Requirements Process Improvement
A review of requirements engineering literature indicates that there are several causes for
problems that hinder the success of RPI. Below is a summary of the causes of problems
in order of their importance and priority.

1. Currently, no RPI model is able to attain a satisfactory balance between cost, schedule
and quality of the requirements engineering processes of an intended or operational
system. This is attributed to the lack of feedback structure that exists between RPI
process variables [19, 20, 176]. An example of the feedback that exists in RPI is that if
errors are observed in a requirements specification, more rework will be done to correct
the observed errors and consequently higher costs will be incurred. Therefore the
impact and consequences of the decisions to RPI problems must be well understood
in order to attain a prescriptive analysis that would result into an optimal process
improvement model [5, 19].

2. The RPI team is composed of different stakeholders who usually have different view
points that are not considered when making decisions for RPI. This lack of cohesiveness
in teams results into costly decision revisions due to misunderstandings between the
stakeholders [5].

3. The variability between systems makes it difficult to develop a generic model that can be
used to investigate the interaction between various requirements processes, especially as
they keep on changing during the development process. This may cause uncontrollable
variability in schedule, cost and quality of the resulting systems especially since they
depend on the expertise of the requirements engineering teams in how precise the
processes are defined [50,109].

In conclusion, requirements process improvement problems are continuous, dynamic
and occur over a period of time that varies between 1 month and 3 months for small to
medium sized projects [125, 134]. The literature further highlights that RPI problems
are overly ill-structured and therefore not well defined which results in the lack of
understanding of RPI problems. This thesis therefore focuses on problems 1 and 2 and
uses a system dynamics modeling and simulation approach [50,176] to develop a generic
model of RPI that can facilitate the understanding and explanation of the RPI process
dynamics. This is aimed at objectively providing a satisfactory balance between cost,
schedule and quality to achieve effective decisions for process improvement.
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1.2.2 Scope of the Research
This research focuses on processes associated with requirements process improvement
from the time a requirements specification is sent to a customer for approval to the
time an improved requirements specification is delivered to the customer. Exploration
of the relationships and dynamics between the RPI variables investigated in this thesis
establishes how the variables influence RPI when determining RPI success by the RPI
stakeholders of small to medium RPI projects.

1.3 Modeling Dynamic Complex Systems
Modeling dynamic complex systems depends on having and using well-structured models
that are appropriate for a given problem domain [42]. There are various techniques and
methods that have been used to model complexity. Some of the methods include Petri
Nets, System Dynamics, Monte Carlo simulation and Bayesian Belief Networks among
others [53, 78, 158, 180]. The main drawback of such methods is that analysis becomes
complex for large models [32]. A brief description of the above methods for modeling and
analyzing complex systems is given below.

1.3.1 Bayesian Belief Networks
Bayesian Belief Networks (BBNs) are used to model systems that have uncertainty with
their behavior [180]. They are probabilistic models with sets of variables (causes and effects)
that are represented as sets of nodes connected with arrows that represent relationships
of one of the following forms: cause and effect, leading indicator without an ascertained
cause and effect, or an observed statistical correlation between two nodes [88,145]. BBNs
have been used in the identification and evaluation of quality improvements to determine
the phases where quality improvements would be most beneficial [88]. Although BBNs
look promising for modeling quality at an organizational level, none of these networks
are complete or have been validated [88]. One of the limitations of BBNs is that it
does not have a direct method of modeling dynamic systems with feedback loops and
delays because they have limited ability to deal with continuous data [100]. As a result,
BBNs are unable to deal with complexity of the modeled processes [180]. This makes it
impossible to deploy the processes at an organizational level since a usable BBN model
only includes the main influencing factors of quality at a high abstraction level [88].

1.3.2 Monte Carlo simulation
Monte Carlo simulation is a mathematical technique used for risk analysis and decision
making mainly for project management [158]. It uses probability distribution to offer
a range of possible outcomes and probabilities of occurrence for each of the desired
choices [80]. Monte Carlo simulation has a major drawback of high use of computer
processing power and the time it takes to complete a simulation when dealing with
analysis of complex systems. It is time consuming to implement Monte Carlo simulation
since it requires extensive calculations [80]. In addition, if the system being modeled
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gets more complex, it would require having specific knowledge of the relationships since
the techniques supported by Monte Carlo simulation cannot model the dynamics of the
system [88,145,158].

1.3.3 Petri Nets
Petri nets are commonly used for business process modeling and are based on discrete
event simulation [78,168]. They analyze model objects as discrete entities and have aging
nodes (nodes with memory) that cater for qualitative but not quantitative dynamics
because they were originally developed to model causal relationships between asynchronous
components of a computer system [42]. Petri nets emphasize detail complexity and they
target problems at operational and tactical levels [42, 78]. Despite their advantages, Petri
nets are viewed to be inadequate in analyzing complex systems since their focus is on
individual entities and give a single view on a complex system [25]. van der Aalst and
Stahl [168] assert that although Petri-nets can model system behavior, they fall short
as a modeling technique for complex systems. Petri nets have a tendency to become
very large for complex systems. This makes them difficult to understand and as a result,
the modeling becomes time consuming. The improved versions of petri nets like colored
and high level Petri nets that have attempted to model complexity, also become more
complicated to analyze as the model gets bigger [32].

1.3.4 System Dynamics
System dynamics (SD) is an approach for modeling and simulating the dynamic behavior
of complex systems over time [53,65]. The complexity of a system is defined by feedback
loops, non-linearity and time delays that often affect the system behavior. System
dynamics models representing real world situations are well suited to offer explanation
and generate insights into the root causes of the behavior of complex systems [74]. The
insights generated can facilitate informed decision making before any improvements are
implemented [32,74,142]. SD adopts the “big picture” strategic viewpoint in capturing
the overall system structure rather than that of the individual parts of the system,
as experienced in Petri Nets [65, 123]. SD analytical tools have the ability to handle
large models, identify independent sets of loops within models that determine particular
behavior resulting from the interaction between model components [32,53,58]. SD has
an advantage over statistical models because of its ability to incorporate important soft
variables in the model, and also yield explanation and foster understanding of systemic
problems [142].

Soft variables are intangible variables that mainly relate to attributes of human
behavior like commitment and satisfaction, or the effects that changes in such behavior
produce [54]. Such variables can be critical in decision making and therefore their
incorporation in SD models is important. However, numerical data for soft variables is
often unavailable or even non-existent [54, 97]. The challenge is to incorporate them into
SD models in ways that are scientifically justified [97].
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1.3.5 Observations
Among the methods that have been used for modeling complexity, petri nets and system
dynamics are the most commonly used [42]. In [42], it is asserted that models that are
generated using petri nets take a much longer time to run even with few variables to
analyze compared to system dynamics. Such delays become significant when Petri Nets
are used for either optimization or attaining an optimal state that involves a sizeable
number of simulation runs.

Table 1.1 compares and contrasts SD and petri nets as commonly used process
modeling methods for complex dynamic systems [183]. The motivation of choice of the
attributes on which the comparison is based, is to show how SD and Petri Nets fit in with
the characteristics of an ideal dynamic process modeling method. Table 1.1 is intended
to aid the understanding of the strengths and limitations of SD and petri nets as they
apply to the different attributes.

RPI is characterized as a dynamic complex process whose decisions for process
improvement are made at a strategic level [183]. RPI requires that the issues pertaining
process improvement are addressed by a method that can help RPI stakeholders explain
and understand the behavior that exists between RPI variables in order for them to
make cost effective decisions. From the analysis in Table 1.1, we propose that the system
dynamics approach is the most appropriate approach in addressing the shortcomings in
RPI in the development of a model to support cost effective decision making.

System dynamics has the ability to model complex dynamic systems and generate
insights into the behavior of the variables influencing the system. This is done through
SD’s ability to visualize the effect of the feedback interactions that exist between the
variables [187]. The visualization enables the stakeholders to discuss and assess the
emerging system behavior as a basis for process improvement. Visualization is also a
prerequisite in helping the RPI stakeholders gain shared understanding of the decisions
made in achieving effective requirements for process improvement [114,164]. Stakeholders
are also in a position to select the most suitable practices for the improvements they wish to
make [143]. Currently, the process improvement methods used do not adequately address
this issue, resulting in poor quality requirements and hence unsuccessful projects [143].

SD as an acknowledged methodology for modeling and simulating the behavior of
complex systems, has been used for research on the management of software projects to
provide insight into the dynamics involved in the projects and to enhance the understanding
of complex systems but it has not been specifically used for RPI [3, 90].

In this thesis, a system dynamics based modeling approach is used to explore the
feedback that exists between the variables of RPI. The validated RPI tool generates
insights that contribute to the understanding of the current RPI body of knowledge. This
understanding gained from this exploration has significant implications for researchers
and managers interested in RPI. The developed RPI model also makes the process of
training novice requirements engineers in making decisions for successful RPI easier.
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1.4 Problem Description
Various researchers have attested to the fact that inefficient requirements process improve-
ment of software projects results into either scope, cost or schedule creep [34,50,174,186].
In many software development projects, the requirements together with the processes
that manage these requirements are assumed to be static [3,186]. In reality processes that
help manage the changing requirements are interlinked and dynamic with feedback effects
on each other [19, 176]. Therefore the efficiency with which one manages the changing
processes determines how successful a project will be in terms of having a satisfactory
balance between quality, cost and schedule of the delivered requirements specification.

Companies do not effectively evaluate the impact of process improvement because
they mainly focus on short term solutions like evaluating the costs. They do not have
a systematic way of evaluating process improvement performance which results into
unforseen consequences [64, 144,169]. It has been pointed out that a number of software
development companies suffer from ineffective RPI due to the lack of access to timely and
accurate information, delays in communication of errors and excessive rework [50,107].
In [9,64], it is emphasized that during the requirements engineering phase, the various
RPI stakeholders must be able to understand each other in order to have an opportunity
to share best practices and have feedback on process improvement concerns that may
arise.

In order to attain cost effective decisions for RPI, there is a need for understanding
the underlying structure and explaining the feedback interrelationships that exist between
the requirements process improvement variables. This understanding and explanation
helps RPI stakeholders to gain insight and take informed decisions for a successful
RPI when choosing between various alternatives for process improvement. However,
once the impact of the feedback effect between requirement processes is not precisely
understood and explained, one cannot effectively control the cost, schedule and quality
of the process. This therefore calls for studies to explore continuous improvement of
the requirements processes by analyzing the relationships and the dynamics that exist
between the requirement process improvement variables [119,136] for fundamental cost
effective RPI decisions [144,169].

1.4.1 Definition of Key Terms used in this Thesis
To put this research into context, the following key terms as used in the thesis are defined:

a. Requirement: a requirement is a statement that defines the capability of the required
system or software that is to be developed [2]. It also indicates design constraints on
the required system that are important for the stakeholders, especially the customer
to achieve an objective [29].

b. Requirements Process Improvement (RPI): is a systematic approach taken by
RPI stakeholders to identify, analyze and improve the specification of a software system
and associated development activities, in order to improve the efficiency in terms of
quality, reduce costs and delivery within a specified schedule [151]. The results of
a successful RPI are measured through increased productivity, improved customer
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satisfaction, reduction in costs of obtaining the requirements and improved quality of
the requirements specification. The aim of RPI is to eventually improve processes for
software development.

c. Stakeholders: in this thesis, are individuals who are actively involved or have an
interest in the requirements process improvement. There are two types of stakeholder
involved, the RE stakeholders and the RPI stakeholders. The RPI stakeholders are
described in Table 5.1.

d. System Dynamics (SD) Modeling: is the process of modeling and simulating the
dynamic behavior of complex processes over time in order to generate useful insights that
help in understanding and explaining the behavior of the interrelated processes [53,65].
The application of SD to RPI describes the relationships and behavior that exists
between the interrelated processes and activities in the requirements engineering phase
when carrying out the RPI. The relationships between the processes and activities
change over time.

e. Modeling the Dynamics of Requirements Engineering Process Improve-
ment. In a nutshell this thesis develops a RPI system dynamics model to generate
insights in the behavior of process improvement activities in relation to cost, schedule
and quality of the requirements specification that is to be attained. The generated
insights support the RPI stakeholders’ decision making for cost effective process
improvements [43,179].

1.4.2 Problem Statement
The most commonly used methods for RPI are unable to capture the dynamics and the
interrelationships that exist between the variables of the process because they mainly follow
a static approach that is hierarchical and does not capture the dynamics [19,104,184,187].
The methods are used to address fixes that are only effective in the short term. The fixes
have unforeseen long-term consequences which may require even more use of the same
fix, hence having process improvement projects continuously failing despite the attempts
that are made to enhance it [144,169,186]. This is typical of the “fixes that fail” system
dynamics archetype [135,144] as illustrated in Figure 1.1. System archetypes are used to
describe common trends or patterns of behavior in systems [144].

In a typical requirements process improvement problem, variations exist between the
process variables due to the lack of access to timely and accurate information, delays
in communication of errors and excessive rework. These symptoms are a result of the
interaction between RPI variables including customer satisfaction, process capability
index, process rigor, errors observed, process improvement costs, productivity of REs, and
management commitment [184,186,187]. Despite these variations, process improvement
organizations, mainly hire more people as the solution to having requirements processed
in time. This part of the structure is presented in loop B of Figure 1.1. However, this
kind of solution often comes with unforeseen consequences because the projects are still
not completed in time. This part of the structure is presented in loop R of the fixes that
fail structure. To resolve the recurrence of the problem, there is a need to make decisions
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Figure 1.1: A fixes that fail problem perspective of RPI. Adapted from [144]

based on the structure and typical behavior of the requirements process improvement
process if process improvement is to be done successfully [135].

In order to address RPI shortcomings, a dynamic process improvement model is
developed in Chapter 7. The developed model is based on the dynamic synthesis method-
ology proposed in Chapter 4 that integrates the system dynamics methodology with case
studies [137, 175]. Integration of these methods facilitates understanding of the extent
of the impact of a change in one variable on other variables thus giving an explanation
for the causes of the impact illustrated in Chapter 8. The results of such modeling
effort can support informed decision making through generation of insights in the RPI
process [104,119,132,178,184,186]. Such a model would capture the dependencies and
feedback that exists between the processes which makes it difficult for RPI stakeholders
to commonly understand the emerging behavior resulting from the dynamics that exists
between the RPI variables [50,104,184].

1.5 Research Questions
From the problems identified in Section 1.4 a number of research questions have been
formulated aimed at guiding the research. The main research question is:

RQ: How do we model the relationships and the dynamics that exist between the RPI
variables in terms of cost, schedule, and quality?

The main research question is addressed through the development of a system dynamics
model of requirements process improvement, to help understand the dynamics of RPI
while objectively providing a satisfactory balance between cost, schedule and quality to
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achieve cost effective decisions for process improvement. In order to answer the main
research question, it is split into a number of more specific research questions.

Suggesting an improved RPI model first requires evaluating the existing models and
methods that are used for RPI. This will help in determining the characteristics for an
adequate RPI model. The following research question guides us in defining the character-
istics of an improved RPI model.

RQ1 : What are the factors that characterize the RPI as a dynamic complex process?

In this thesis, the importance of requirements process improvement to the success of a
project is described. The success of a project is dependent on cost, schedule and quality.
To be able to explain the RPI domain in terms of what drives cost, schedule and quality,
the following research question was formulated.

RQ2 : What factors underlie the structure of a dynamic RPI model?

In order to develop an improved model for requirements process improvement, the model
was initially designed using a system dynamics based approach and then implemented a
simulation model. The following research question guided us in this process.

RQ3 : What modeling approach can be used to generate better understanding required for
RPI dynamics?

Finally, the RPI simulation model was tested and validated through use of sensitivity
analysis and RPI experts. To be able to determine the impact of the key variables on the
success of RPI, our last research question was formulated as follows:

RQ4 :To what extent do all the key variables in RQ2 predict RPI success?

1.6 Thesis organization
This chapter has provided the background to the nature of the problems addressed in
this thesis. In this section, an outline of the remaining chapters is provided. Per chapter,
the research questions that are answered and the publication the chapter is based on are
indicated.

Chapter 2: Shortcomings of Current RPI Methods This chapter addresses
research question RQ1. A discussion of existing methods used for software process im-
provement and how they relate to the problem addressed in this thesis as well as their
strengths and weaknesses is presented. This chapter provides the current debate on
requirements process improvement. The chapter is based on the following publication.

Zawedde, A. (2011). Building a Case for a Dynamic Requirements Process Improve-
ment Model. International Journal on Computing and ICT Research, 5:25-33 [183].
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Chapter 3: System Dynamics Modeling This chapter discusses the system dynam-
ics modeling approach including the concepts and tools used for system dynamics. This
discussion is aimed at enlightening the reader about system dynamics and its applications.

Chapter 4: Evaluation of System Dynamics based Methodologies This chap-
ter describes the theoretical underpinning on which the RPI problem is based. These
theoretical underpinnings discuss the system dynamics methods that are relevant in
addressing the RPI gap. The motivation for the application of the Dynamic Synthesis
Methodology to guide this research is also presented. The chapter is based on the following
publication.

Zawedde, A., Lubega, J.T., Kidde, S., and Nakiyimba, I. (2010). Methodological
Pluralism: An Emerging Paradigmatic Approach to Information Systems Research. In
Kizza, M. J., Lynch, K, Aisbett, J, Nath, R. and Vir, P.: Strengthening the Role of ICT
in Development, Vol. VI pp. 99-128 [185].

This chapter addresses RQ2. The key RPI variables that influence the success of
RPI are identified. The variables were identified from literature, from field studies based
on RPI experts’ experience, and from a post mortem analysis of a case study that had
undergone RPI. The chapter is based on the following publication.

Zawedde, A., Klabbers, M.D., Williams, D., and van den Brand, M.G.J. (2011).
Understanding the Dynamics of Requirements Process Improvement: A New Approach.
In Caivano, D., Oivo, M., Baldassarre, M.T., and Visaggio, G. (Eds).: Product Focused
Software Development and Process Improvement, pp. 276-290 [184].

Chapter 6: RPI Model Conceptual Design This is one of two chapters that ad-
dress RQ3. This chapter discusses the design of the RPI model structure. Data resulting
from the field studies that were carried out is represented using conceptual models. The
chapter is based on the following publication.

Zawedde, A., and Williams, D. (2014). Dynamics of Software Systems Projects during
the Requirements Process Improvement. International Journal of Simulation and Process
Modeling, Vol. IX (4) pp. 206-221 [187].

Chapter 7: Requirements Process Improvement Model This is the second chap-
ter that addresses RQ3. The implementation of the RPI model structure into a system
dynamics based model quantitative model is presented. The RPI model is then improved
and results into a tool to support RPI. The chapter is based on the following publications.

Zawedde, A., and Williams, D. (2014). Dynamics of Software Systems Projects during
the Requirements Process Improvement. International Journal of Simulation and Process
Modeling, Vol. IX (4) pp. 206-221 [187].

Zawedde, A., and Williams, D. (2013). Determinants of Requirements Process Improve-
ment Success. In: Proceeding of the 31st International System Dynamics Conference [186].
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Chapter 8: Discussion of Results This chapter addresses RQ4. The verification and
validation processes of the developed RPI model are discussed. The insights generated
from the model are also explored.

Chapter 9: Conclusions This chapter presents a summary of the contributions,
limitations of the research and recommendations for future work stemming from this
thesis. This chapter also discusses conclusions drawn from the thesis.



Chapter 2

Shortcomings of Current RPI Methods

This chapter discusses the commonly used methods for software process improvement
but with emphasis on requirements process improvement to identify the gaps that exist
within these methods. This is followed by an overview of the difference between project
management and requirements process improvement since there is a thin line between the
two concepts.

2.1 Introduction
The focus here is a discussion of the current methods used for process improvement in
software development. The gaps within these methods are identified and focus is made on
methods particularly used for RPI. After analyzing these methods we are able to identify
the characteristics of a potential RPI tool based on the shortcomings identified with the
existing methods. This chapter addresses the research question:
What are the factors that characterize the RPI as a dynamic complex process?

2.2 Process Improvement Methods for Software De-
velopment

In software development the capability based maturity models are commonly used for
software process improvement (SPI). Most of the SPI methods like BOOTSTRAP [79],
TRILLIUM [10], and SPICE [121] that are developed for improving software processes, are
based on the Software Engineering Institute’s (SEI) Software Capability Maturity Model
(CMM) [117] also a method for SPI. Sometimes we refer to CMM as the grandfather of
SPI methods because most SPI methods are based on it. Capability Maturity Model
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Integration (CMMI) [76] a successor to CMM, is also a capability maturity model for
software process improvement. An overview of some the SPI methods is presented below.

2.2.1 Capability Maturity Model (CMM)
The Capability Maturity Model [115] developed by the SEI, is the most popular approach
that has had a tremendous influence on software processes and quality improvement. SEI
developed the CMM to assist organizations with improving their software processes. The
model included a repository of planning, engineering, and management practices that an
organization can follow to improve its software development processes. Various researchers
reveal that although organizations that use the CMM framework considerably improve
their software development process, its application in an organization’s environment is
often difficult and complex [115]. CMM describes what is required to obtain a higher
maturity level, but not how to do it [89]. Organizations at low levels of maturity hardly
have any structured project plans and formal project tracking. The organization’s project
success is in the hands of the effort and competence of particular individuals involved in
the project. On the other hand, mature organizations master and manage the software
development process effectively [84,89,115].

CMM has a five level hierarchical process maturity framework illustrated in Table 2.1
that an organization can use to assess the maturity of its software processes. Its 5 levels
of maturity include: Initial level, Repeatable level, Defined level, Managed level and
Optimizing level.

Table 2.1: Levels of the Capability Maturity Model
Capability
Level

Level 1 Level 2 Level 3 Level 4 Level 5

Process
Type

Initial Repeatable (Disci-
plined Process)

Defined (Stan-
dard, Consistent
Process)

Managed
(Predictable
process)

Optimizing
(Continually
improving
process)

Key
Process
Areas

Adhoc,
Chaotic

Software Config-
uration Manage-
ment; Software
Quality Assurance;
Software Subcon-
tract Management;
Software Project
Tracking and Over-
sight; Software
Project Planning;
Requirements
Management

Peer Reviews;
Software Prod-
uct Engineering;
Intergroup Coordi-
nation; Integrated
Software Manage-
ment; Training
Program; orga-
nization Process
Definition; orga-
nization Process
Focus

Software
Quality Man-
agement; Quan-
titative Process
Management

Process
Change Man-
agement;
Technology
Change
Manage-
ment; Defect
Prevention

The framework has 18 key process areas that identify a set of related activities,
which when performed together, achieve a set of goals that are important for process
improvement success [89]. In [115] a detailed description of CMM is given. Application of
CMM in software development has sometimes been problematic as a result of applying
multiple models that are not integrated within and across an organization. This has in
most cases turned out to be costly in training, evaluation, and improvement activities [115].
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Despite these concerns raised, CMM continues to be used as a general theoretical process
capability model.

CMMI [76], the successor of CMM also takes on a structured approach for both
process improvement and process assessment. CMMI deals with what processes should
be implemented but not how or why they should be implemented. CMMI targets large
organizations with a number of resources; small organizations with less resources are
less likely to benefit from CMMI [76]. In [141], a structured approach is used to identify
a part of the CMMI in which process mining can be used to gather proof for process
assessment. Software configuration tools are used as data sources for the process mining.
The limitation of the structured approach used, is the inability to analyze and capture the
feedback that exists amongst the processes. This hinders a learning based environment
for teams that address process assessment and therefore calls for application of feedback
loop mechanisms to support process analysis [141].

2.2.2 BOOTSTRAP
BOOTSTRAP [79] is a methodology for software process assessment and improvement
that is supported by the BOOTSTRAP Institute and commonly used in Europe. The
BOOTSTRAP methodology is an extension of the SEI’s CMM [117] and ISO 9001 quality
standard [1]. It recommends the 5 level maturity scale just like the CMM [117,148]. Its 5
levels of maturity include: Initial level, Repeatable level, Defined level, Managed level
and Optimizing level. The details of the descriptions of the BOOTSTRAP maturity
levels can be obtained from [79]. BOOTSTRAP constitutes a guided assessment process,
instruments in the form of questionnaires and an algorithm that determines the maturity
level of the organization. It also comprises the capability of its processes, the guidelines for
process improvement, and an assessor training program. The BOOTSTRAP methodology
is supported by computer-based tools and a central database that is continuously updated
with capability determination assessment data [79]. This enables an organization that is
being assessed with BOOTSTRAP to compare its maturity and capability levels based
on data from the central database.

The drawback of the BOOTSTRAP methodology is attributed to the use of a capability
based assessment method that has been pointed out to be complex [176,184]. It is difficult
to handle because of the numerous processes and practices that are defined and not
necessarily related to the processes within an organization using BOOTSTRAP [110].
BOOTSTRAP has been improved to include value engineering [110] whereby the costs,
the worth and value of the processes are calculated. This was done to show the worth of
an improvement effort stemming from the fact that process improvement is an expensive
venture for organizations [184]. Therefore, organizations are not only interested in knowing
the capability of the process but also its cost [110].

2.2.3 TRILLIUM
The Trillium model developed by Bell Canada is also based on the SW-CMM but its
main focus is on telecommunication organizations [10]. It comprises a set of related
practices that focus on the needs of an organization [10, 117]. The set of related practices
is termed as a road map. A road map contributes to the success of an organization’s
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product development and process capability. An organization can count itself successful if
it attains increased customer satisfaction compared to the adherence to the practices that
are stated in the Trillium model [10]. An organization bases its success on comparing its
practices with the best and successful organizations that are using the same approach.
The Trillium model has 5 maturity levels summarized in Table 2.2. More information
about Trillium can be found at [10].

Table 2.2: Levels of the Trillium model
Capability
Level

Level 1 Level 2 Level 3 Level 4 Level 5

Process
Type

UnstructuredRepeatable
and Project
Oriented

Defined and
Process Ori-
ented

Managed and
Integrated

Fully Inte-
grated

InterpretationAdhoc pro-
cesses

Individual
project suc-
cess based
on project
management.
Emphasis
is on re-
quirements
management

Processes
defined at
organizational.
Training and
internal process
auditing are
implemented

Process anal-
ysis is used
as key check
for process
improvement.
Process change
management
& defect pre-
vention are
incorporated in
the processes

Use of formal
method-
ologies.
Historical
data from or-
ganizational
repositories is
used.

Risk High Medium Low Lower Lowest

2.2.4 Software Process Improvement and Capability Determina-
tion (SPICE)

SPICE, also referred to as IS0/IEC 15504 [121] was developed by the International
Standards for organizations (ISO) and the International Electro-technical Commission
(IEC) as a merger of CMM, Trillium and BOOTSTRAP [117, 140]. SPICE is mainly
used in the Scandinavian countries. It is used for both process assessment (providing
information of the capability of a process) and capability determination (analyzing the
proposed capability of a process against a target process capability profile). SPICE, just
like the methods from which it has been derived, constitutes maturity levels that have
attributes attached to each level. When an organization fulfills all the attributes attached
to a maturity level [45, 73], the maturity level of the organization can be set to that level.

In general the described SPI methods do not adequately address the improvement of
the requirements engineering process [152, 177,183]. They have requirements engineering
(RE) as an activity within software process improvement. Yet RE is a process that involves
various other activities and may also be a one-off project. This may be one of the reasons
for the continuous failure of projects because there is no systematic approach for improving
the requirements during the initial phases of the system development life cycle [19]. The
most commonly used improvement methods for RE that have been developed to address
the RE process, are also based on the CMM. Yet improvements based on the CMM have
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been pointed out to have pitfalls, like the method being too complex and too expensive
for small to medium software projects and organizations [67,151,183].

2.3 Statistical based Process Improvement Methods
Statistical based process improvement methods have been mainly applied to manufacturing
and business processes. Some of the most commonly used methods include the Lean
methodology, Six Sigma, and Statistical Process Control.

1. The Lean methodology is a management philosophy that originated from the Toyota
Production System [147]. It is a systematic approach that deals with identification
of non-value added processes and visualization of where these processes decrease
value and increase business costs through continuous improvement. The main focus
of Lean is on work flow, customer value, and elimination of process waste [147]. Lean
aims at maximizing output within the shortest time and with minimal resources. It
is mainly applied in manufacturing sectors where productivity is highly dependent
on the efficiency and accuracy of the human capital [70].

2. Six sigma methodology was originally developed by Motorola in 1986 [106]. It
aims at satisfying customer requirements by identifying and removing defects. In
addition, six sigma minimizes variability in manufacturing and business processes.
Six sigma has been mainly applied to both manufacturing processes as well as
service processes in the banking and finance sectors, healthcare, education and
government [48]. However, most case studies that have applied six sigma to services
emphasize mainly on manufacturing situations like highly repetitive processes with
minimal human behavior component [106]. This is an indication that the six sigma
methodology may not be sufficient enough in improving service quality and customer
satisfaction [48,106].

3. Statistical Process Control has been applied to both manufacturing and software
processes for process monitoring and control [26].

Statistical Process Control (SPC) is a statistical technique used in monitoring and
controlling process quality. SPC determines the stability or instability of a process by
discriminating between common cause variation and assignable cause variation. Common
cause variations result from normal interactions among people, machines, environment,
or techniques used while assignable cause variations arise from events that are not part
of the process but make it unstable [12, 26]. By using few data points, SPC is able to
determine an upper and lower control limit of acceptable process performance variability.
These control limits act as signals or decision rules, and give process improvement teams
information about the process and its state of control. SPC uses several “control charts”
together with their indicators like means and ranges, to show how the values change over
time. The control charts are used to: establish operational limits for acceptable process
variation; monitor and evaluate process performance evolution in time.

The control charts aid in suggesting whether corrective action can be taken to improve
quality or in assuring that a process has the satisfactory quality [58]. The output from
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the control charts helps stakeholders in predicting results which enable preparation of
achievable plans, meeting cost estimates, scheduling commitments and delivering the
required product quality within the acceptable limits [26]. SPC has been demonstrated
to be effective in manufacturing contexts and has been extended to software processes as
well [12, 26,116].

The SPC control charts are descriptive models that are used to suggest whether
corrective action is needed to improve process quality or whether a process is in quality
control [59]. The drawback of this approach is that managers are unable to identify the
causes of the process variations, which limits them in understanding how the processes
can be improved [59]. One has to have a detailed understanding of the processes through
exploratory analysis if one is to effectively use SPC [51, 59]. In addition, SPC cannot
be used to measure process improvement for complex processes that comprise many sub
processes [51]. Complex processes must be first decomposed into sub processes that can
be analyzed independently for short time periods until the sub process is stable enough
to provide a basis for improving a more complex process. This is expensive in terms of
the time and resources required to break down the process into sub processes and later
analyze the process as a whole [51].

The major drawback of statistical based methods is that they do not capture non-
linearity and the feedback that exists between and among the processes. These methods
can therefore not adequately examine the impact of process improvements over time [58].
In the next sections, further review of literature is done to identify the gaps that affect
cost, schedule and quality of a system under development in the most commonly used
requirements process improvement methods as motivated in Chapter 1.

2.4 Methods for Requirements Process Improvement
Various methods have been proposed for process improvement in the requirements engi-
neering phase. The majority of the methods stem from the Software Capability Maturity
Model (CMM) as described in the sections that follow.

2.4.1 Requirements Capability Maturity Model
The Requirements Capability Maturity Model (R-CMM) [18] is an approach that is used
by practitioners to assess and improve the RE process within an organization. R-CMM
is based on the characteristics of Software Capability Maturity Model (CMM) which
is a software process improvement approach to guide RPI [18]. R-CMM compliments
CMM and is therefore more easily applied to organizations that are using the CMM [19].
R-CMM is a maturity framework in the form of a guide that the practitioners follow by
defining and prioritizing requirements activities or processes before they are implemented.
The strengths and weaknesses of the processes for successful RPI are determined by using
assessment criteria. These criteria were adapted from Motorola that was using them to
assess the current status of the processes within the company [19].

R-CMM uses a checklist to measure the degree to which a process is useful to an
organization [18]. This is a structured approach in which a process is assessed one at
a time, using the checklist that guides practitioners on what to improve in their RE



2.4. Methods for Requirements Process Improvement 21

process. The approach does not consider the feedback effect or impact of one process on
another within RPI [183]. This prevents the practitioners from understanding the cause
effect relationships that exist between the processes in order to come up with innovative
solutions on how to improve these processes. This calls for improving R-CMM by providing
practitioners with a model that will help them understand the structure and behavior of
the processes for improvement. Furthermore, R-CMM is only used by practitioners but
does not actively involve customers as part of RPI and yet they are equally important in
the RPI process for their customer satisfaction or dissatisfaction [184].

The R-CMM 5 level framework model in Table 2.3 shows how the requirements process
matures from an ad-hoc or undefined maturity level to a continuously improving level of
maturity for requirements process improvement.

Table 2.3: Levels of the R-CMM model [19]
Capability
Level

Level 1 Level 2 Level 3 Level 4 Level 5

Process
Type

Initial & ad-
hoc

Repeatable Defined Managed Optimizing

Level Re-
quirements

Ad-hoc Re-
quirements
Processes

Standard
Requirements
Processes are
documented
& used
in similar
projects

Organization-
wide com-
munication
& standard-
ization of
requirements
processes
applied across
all projects

Requirements
processes are
measured to
control the
process &
assess where
improvements
are required

Improved
requirements
methods are
used within
a stable
environment

According to analysis carried out by [19], companies at Level 1 (Initial Phase) of the
R-CMM model do not have a defined RE process, depend on people rather than processes
and operate in their own unique way. To progress to Level 2 requires that a company
examines their RE process in detail. At Level 2 (Repeatable Phase), the R-CMM aims
to help managers to identify and document the RE process or processes by learning
from previous project successes and failures. At this level, organizations are working
towards creating a standard and consistent organization-wide RE process for Level 3
maturity. Level 3 (Defined Phase) R-CMM co-ordinates the RE sub-processes that were
established at Level 2. Focus at this level shifts from project based sub-processes towards
creating organizational standards and visibility. At Level 4 (Managed phase) of R-CMM
quantitative RE quality goals like effectiveness of RE training are introduced. This level
of maturity is mainly guided by the CMM. At Level 5 (Optimizing phase) companies
continuously improve their processes through quantitative feedback from processes and
from testing innovative ideas and technologies.

Since the R-CMM is based on the CMM, it uses a phased structure to classify the five
maturity levels, implying that the levels are mutually exclusive (each level is analyzed
independent of the preceding level). Yet in reality, process improvement is continuous
and dynamic (it changes over time) [151]. With the approach that R-CMM follows,
practitioners are deprived of understanding why the behavior of some processes appears
to be a certain way, since it only guides practitioners on what should be done and not
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how and why it should be done [183]. Given the fact that in practice most RE processes
are complex and dynamic; they interact with each other depicting feedback relationships
that cut across all levels of organizational maturity [152, 177]. In addition R-CMM is
strongly related to CMM which means that organizations that do not have CMM can not
benefit from using R-CMM.

An empirical study was carried out in industry of RE process maturity assessment
and improvement, which was part of a European project called IMPRESSION [152]. In
this study, the aims were to evaluate the RE process maturity model and to assess if
improvements in the requirements engineering process maturity lead to business improve-
ments [152]. The study provided positive feedback about the usefulness of the process
maturity model but also revealed some fundamental difficulties in assessing and comparing
process maturity and process improvement. Among the positive feedback it is stated that
the industrial partners were able to engage in the process since the work was presented
to them from a business perspective rather than from a technical perspective.

However, the conclusion drawn was that categorization of the capability levels from
one level to another was quite arbitrary (it was not systematic) although identifying the
levels gave companies a goal to aim for maturity improvement. This implies that the
level of maturity of an organization is an important aspect for organizations carrying
out requirements process improvement because it is a goal worth attaining. In [152],
it is pointed out that despite the categorization of the maturity levels, the levels were
too unstructured to provide effective feedback to the RPI stakeholders on maturity
improvement. In addition [152] provided recommendations for a need to have a continuous
model that can cater for “across the board analysis” to enable organizations generate
insight into the progression of process improvement [183]. This is in agreement with the
need for a dynamic RPI model as motivated in Chapter 1.

2.4.2 Requirements Capability Maturity Model-improved
Requirements Capability Maturity Model-improved (R-CMMi) [151] was developed as a
re-definition of R-CMM after the retirement of CMM. CMM was declared as no longer
supported by the Software Engineering Institute on 31st December, 2007 and since R-
CMM was developed on the assumptions of CMM [19], its validity was considered to be
non existent [151]. R-CMMi takes on the characteristics of the latest Capability Maturity
Model for Integration for Development (CMMI-DEV). The motivation for the development
of R-CMMi was based on the following: non-existent validity of R-CMM, the complexity of
one of the requirements engineering improvement models called Requirements Engineering
Good Practice Guide (REGPG) [153], and the fact that the Requirements Engineering
Process Maturity Model (REPM) (another requirements engineering improvement model)
was only used for project evaluation and not organizational maturity evaluation [151].

Like the original R-CMM, R-CMMi also has a list of practices and guidelines that an
organization should follow in order to assess and identify the strengths and weaknesses
of an organization [151]. Some of the practices are classified as generic practices (GP)
which apply to any organization that intends to carry out process improvements and
Requirements Management (REQM) practices which apply to RPI specifically. Table 2.4
showing a list of practices, adapted from [151] page 91, is an example of some of the
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practices that an organization at maturity level 2 should follow. In the table, the 3 denotes
that a practice conforms to a specified category and the 7denotes that a practice does
not conform to a given category.

Table 2.4: Some practices for an organization at maturity level 2

Practices GP REQM

1. Establish an organizational policy for planning and performing require-

ments engineering process

3 7

2. Plan the requirements engineering process 3 7

3. Provide resources for performing the requirements engineering process 3 7

4. Assign responsibility for performing the requirements engineering process 3 7

5. Train people for performing the requirements engineering process 3 7

6. Identify and involve relevant stakeholders of the requirements engineering

process

3 7

7. Monitor and control the requirements engineering process 3 7

8. Objectively evaluate adherence of the requirements engineering process 3 7

9. Review the requirements engineering status with higher level management 3 7

10. Obtain an understanding of the requirements 7 3

11. Obtain commitment to the requirements 7 3

12. Establish a requirements change management process 3 7

13. Manage the requirements changes 7 3

14. Manage configurations of the requirements engineering process 7 3

15. Identify inconsistencies between the project work and the requirements 7 3

Following the given list of R-CMMi practices at level 2, an organization trying to
undertake a process improvement, will rate itself as either “fully implemented”, “largely im-
plemented”, “partially implemented”, “not implemented”, and “not yet implemented” [151].
Using this approach, if an organization fails to meet the requirements for a desired process
maturity level, it might not be possible to establish the cause since the guideline is only
a checklist without any units of measurement on which the organization can base its
performance [67]. This is supported by [9] who claims that a capability based approach is
complex and not easy to understand. It takes on a structured approach that does not
take into account feedback to or from the users or the end users of R-CMMi.

Capability maturity based models require a high initial investment in people, time and
money which small to medium sized organizations cannot afford [165]. In addition, it is
difficult to customize capability maturity based models to meet the specific requirements
for small businesses and it takes a long time to realize the benefits of implementing such
models [164]. This is cumbersome to the small businesses.

2.4.3 Requirements Engineering Process Improvement Model
The Requirements Engineering Process Improvement Model (REPSIM) [176] is an abstract
representation of a generic RE process using a system dynamics modeling approach,
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discussed in detail in Chapter 3. The motivation for the development of the model hinged
on the fact that the existing SPI methods like CMM, BOOTSTRAP, Trillium, SPICE
and ISO 9000 at the time [177] did not adequately address the RE process and therefore
practitioners were unable to fully understand the RE process problems. REPSIM formally
defines and integrates the best practices from all the commonly used SPI methods; CMM,
BOOTSTRAP, Trillium, SPICE and ISO 9000. It then classifies them into the main
categories of the RE process [176] and can therefore be referred to as a generic model.
REPSIM is a structured model that describes the RE process through the integration
of various RE process activities. The RE process activities are analyzed as a whole in
order to capture the interrelationships that exists between them. This helps the RE
stakeholders to identify issues within the RE process which can be used as a basis for
recommending improvements to the RE process management. The main categories in
which the REPSIM process practice are classified include:

1. Base case and initial analysis: deals with analyzing the customer’s business case
(proposal) to extract initial requirements.

2. Requirements Elicitation and Definition: includes acquiring existing documented
requirements and elicitation of undocumented requirements from the customer.

3. Requirements Modeling: includes inputting the acquired and elicited requirements
into a requirements database and modeling use cases for particular components.

4. Requirements Analysis: covers analyzing requirements to make sure that they are
not ambiguous, complete, and consistent.

5. Requirements Validation and Verification: is a check to ensure that each step of
the requirements elicitation, modeling and analysis processes has been correctly
executed.

The requirements engineering system dynamics model has its structure mapped onto
the structure of the process models of SPI methods to enable empirical quantitative
evaluation of models like ISO 9000, BOOTSTRAP, SPICE, Trillium and CMM [177].
REPSIM uses simulation experiments to enable requirements engineers and managers
to determine whether to proceed with the RE process or to adjust their performance
indicators. The capability based maturity models, on the other hand, require that the
requirements engineers and managers strictly follow the guidelines of the stated process
practices.

With REPSIM, RE stakeholders at all levels of process maturity can gain experience
in RE process management by using simulation to support the RE process [176]. REPSIM
however, is not the perfect solution for the RE phase. REPSIM carries out its assessment
based on CMM standards and this hinders the success of an organization to attain
successful RPI, as improvements must be tailored to the organization with a goal of
process improvement [178]. Requirements engineering is a complex and dynamic process
with feedback interrelationships between the process activities and practices. Therefore,
process improvement stakeholders need to first understand the dynamics before they can
carry out effective RE process management. REPSIM is a structured descriptive model
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that does not demonstrate how feedback affects the issues of cost, quality and schedule in
cases where decisions for process improvement have to be made [183]. Figure 2.1 adapted
from [177] is an illustration of [176]’s scope of work and the scope of work of this thesis.

Figure 2.1: Scope of this Research. Adapted from [177]

This thesis is an extension of the work on a structured descriptive model for the
requirements engineering process [176]. The requirements engineering system dynamics
model was one of the first attempts to model the RE process as a dynamic and complex
process, using system dynamics but they did not look into the dynamics of the feedback
that exists for requirements process improvement. A related attempt was made by [50]
who developed a system dynamics model to assist project managers in understanding the
impact of variation of the requirements on the outcome of a software development project.
The authors did not look into the variation of the processes involved for RPI.

2.5 A Critique of the Current RPI Models
Current process improvement methods have checklists and hierarchical procedures for
determining whether an organization has successful process improvements or not. However,
the variables that determine the success of process improvement are interrelated through
out the period for process improvement. There is a need to consider the dynamics involved
between the variables for process improvement as opposed to using checklists. This will
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enable RPI stakeholders generate insight in the determinants of the success of process
improvements as opposed to checklists that do not help explain why improvements are
failing.

Software process improvement and development is expensive to companies and therefore
only the capability based improvement, is not enough to start process improvement
activities. To be effective, software process improvement and development methods also
need to take into account the costs involved in the process improvement. The goal of this
study is to help to create an enhanced assessment method, which measures capability and
value of processes. This is important because if a process is not valuable to a company
and its capability is low, the company should not worry about the situation [110].

The current methods used for process improvement mainly focus on the internal
organization improvements and ignore the external factors to the organization like the
customer. Customer satisfaction plays a vital role in coming up with a direction for
process improvement [163]. Among the process improvement methods described above,
R-CMM and REPSIM have been developed specifically for RPI. REPSIM appears to be
a more promising model for developing into a generic tool for RPI than R-CMM because
of its ability to model the RE process in a dynamic manner and cutting across all levels
of the organizational maturity.

In [176], the RE process was modeled as a whole and was able to capture the
interrelationships between processes. However, there was more emphasis on the descriptive
model, therefore the results of the model can only capture the effectiveness of the various
processes in achieving cost, quality and schedule. [176] like [19], modeled the RE process
in a holistic manner by capturing the (feedback) relationships and time delays between
processes, in order to predict cost, understand the cause and effect between processes
and explain the impact of the resulting interrelationship. However, both [176] and [19]
did not look into a dynamic prescriptive model. A dynamic prescriptive model makes all
processes visible like productivity and defect removal among others which interrelate with
each other. This results into the ability to capture the best alternative that optimizes
cost, schedule and quality. This critique is confirmed by [176] who includes this deficiency
in his work and proposes it as further research that can be done.

2.6 Simulation in Support of Decision Making
It is difficult to make precise decisions for requirements process improvement due to the
uncertainty and incompleteness of the available information. Precision in optimality can
therefore not be attained in cases of uncertainty and incompleteness but rather provide
substantial support for the RPI team to be able to enhance decision making [11]. The
alternative support for decision making in the requirements engineering domain can be
given through simulation modeling.

The problems of the requirements engineering process are semi-structured and/or
unstructured decision making process because there is no established process that is widely
accepted to solve a requirements problem. Most significant decision problems are not
new, but the associated processes are usually ambiguous due to the limited understanding
by the RPI team [11].

There are three levels of decisions; strategic, tactical and operational. The strategic
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level decisions impact a large scope and a long term time period since they encompass the
goals and objectives of an organization. The tactical decisions on the other hand address
the planning, in order to attain the goals set at the strategic level. They are made at the
middle management level and they impact a lesser scope and shorter time period such
as project planning and its related decisions. The operational decisions are made at the
operational level by the technical team that includes requirements engineers, developers
or testers, when carrying out specific tasks to meet the specified goals that are set at the
tactical level.

Decisions for RPI are carried out through a complex process in which subjective
decisions that are influenced by a high degree of uncertainty are made. The uncertainty
arises from a number of aspects such as people, technologies, time, budget and resources.
Determining optimal solutions under such circumstances is not favorable but rather have
alternative solutions. RPI therefore needs to be addressed by an approach that goes
beyond technical concerns [11, 108]. Optimization of the commonly used approach for
requirements decision making is lacking and requires techniques like simulation, artificial
intelligence, and/or decision support to be applied to the RE decision making process [11].
There is need for understanding and generation of explanations of the RE problems that
are being handled by the RPI stakeholders, so that they are in a position to prescribe a
suitable solution that is acceptable to all the RPI stakeholders [108]. This can best be
done through decision support that aims at aiding software development stakeholders in
improved decision making.

Process Improvement Vs Project Management
Various system dynamics models for decision making in software development have been
mainly focused on project management [92,127,156]. However, there is little research that
has been done in the area of process improvement which is aimed at team development,
minimization of costs, and monitoring schedule and quality overruns [118,165]. In both
project management and process improvement, the underpinning structure of the model
and its feedback determine the behaviour of the model [127,156]. Despite the similarities,
to divert from project management, process improvement models have additional feedback
structures that enable faster ways of completing the process. For example, in process
improvement towards the end of the project, no more staff can be hired on the project
given the time it takes them to train and gain experience. We therefore depart from the
basic structural formulation of project management and instead take on the structure
recommended by Richardson [127] where constraints are enforced on such activities like
the hiring process as explained in Section 7.3.1.

2.7 Requirements for a Decision Support Tool
A potential decision support tool for requirements process improvement should be able to
undertake the following activities:

1. Attain a satisfactory balance between schedule, cost and quality so that a quality
system developed at minimal cost and on time [152]. To achieve this, the tool should
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be able to manage the interaction between processes and the impact of the (feedback)
relationships between processes in a holistic manner.

2. Assist in gaining insights of the requirements engineering process improvement; why
tradeoffs are being made between requirements as well as the influence of external and
human factors on the RE process [138,144,178].

3. Capture the dynamic relationship and time delays between processes as the require-
ments volatility keep on changing such that an optimal balance between user require-
ments and trade-off points can be identified and put into consideration in the system
design.

4. Unlike descriptive models, prescriptive models provide insight on how to attain the
reality. This can be achieved through either model optimization in cases where a
single point of best fit can be reached, or attaining a satisfactory model where a set of
points define the optimal situation for competing objectives. Thus a potential RPI
tool should be generated using “What-if?” scenarios in a prescriptive manner [178].

5. Wide spread use of tools depends heavily on their accessibility to users and ease of
use. By developing an interactive tool with a user friendly interface, an RPI tool may
not only promote use of generic tools in RPI but also improve bounded rationality in
decision making in the RE process [20].

The existing process improvement methods have looked at optimizing schedule, cost or
quality independently. The drawback with existing methods is that when they optimize
one aspect of process improvement e.g. quality, they fail to check the other aspects like
schedule and cost when determining solutions for process improvement [84]. The interplay
of schedule, cost and quality for process improvement, has not been addressed before. In
this thesis, the developed RPI model uses a holistic approach to analyze schedule, cost
and quality when determining a satisfactory solution for process efficiency.

Based on the characteristics of a potential tool for RPI, essential attributes to solve
the current problems with RPI, are summarized in Table 2.6. The table highlights the
RPI gap that will be addressed, through comparison of the current process improvement
tools with a potential tool to be developed in this thesis. Based on the requirements
described above, the key element that is emphasized in this thesis is the ability of the
tool to help in obtaining a satisfactory decision for RPI, because RPI deals with a set of
variables that define the optimal situation for RPI success [138]. In Table 2.6, F implies
that the attribute is fully supported by the respective tool, P implies that the attribute is
partially supported, and N implies that the attribute is not supported by the respective
tool.
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Table 2.6: Comparison of existing RPI tools with a proposed tool
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In Table 2.6 the existing process improvement tools that have been compared, do not
have elements that can fully support the attainment of a satisfactory balance between the
quality triangle which comprises cost, schedule and quality through visualization. This
therefore calls for an explanation of methodologies that can provide a satisfactory balance
of the quality triangle through visualization, in order to improve understandability of the
decisions made for requirements process improvement as will be discussed in Chapter 8.

2.8 Conclusions
In this chapter a discussion of existing work, related to requirements process improvement
has been done. The existing methods for requirements process improvement have been
discussed and the strengths and weaknesses of the various RPI methods have been revealed.
Existing research shows that requirements engineering is a complex and dynamic process
that has feedback effects on issues concerning the costs, quality and schedule involved in
RPI. There are some existing studies that aim at modeling the RE process. One study
developed a descriptive model of the RE phase [176], and another study [50] explored the
impact of changing requirements in software engineering. However, existing RPI methods
are not able to address the issue of understanding the impact of RE process feedback on
cost, schedule and quality aspects. More work is therefore needed to generate insight into
the impact of RE process feedback on these aspects.
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The problem of understanding the dynamics of requirements process improvement
being a strategic problem, is identified as best suited to be addressed using a simulation
modeling approach. Further analysis of the literature indicates that the use of simulation
modeling will go a long way in aiding RPI stakeholders enhance their understanding of
the insights generated about the RPI feedback structure [50]. These conclusions form
the basis for using the system dynamics modeling approach for the development of a
requirements process improvement model, as will be discussed in Chapter 3.



Chapter 3

System Dynamics Modeling

In this chapter a broad view of the system dynamics (SD) approach is given to explain
how complex problems are analyzed dynamically using a holistic approach. Concepts and
terms used to study complex patterns using SD are introduced.

3.1 Introduction
System dynamics constitutes two concepts: System and Dynamics. This chapter elaborates
on what these two terms mean. In the first section SD is put into context by presenting
examples of the type of issues or problems that SD can tackle as a problem solving
approach. This is followed by a section on the importance of modeling with system
dynamics. Next, the basic concepts and terms used to study complex systems are
discussed. Thereafter is an introduction to simulation modeling that describes the process
of building simulation models, starting with the dynamic hypothesis and ending with a
computer simulation model.

3.1.1 Definition of basic concepts
A system is defined as a set of interrelated components working together to attain a
specified goal. A system can be large and complex like air traffic control or small like
an alarm clock, or it can be a process like the admission process of a student into a
university. Systems consist of inputs, processes and outputs. However, a system can also
have feedback involved that becomes a component of the system that is key to the way
the system operates.

Feedback is the situation where component A affects component B and B in turn
affects A through a sequence of causes and effects. It is neither possible to analyze the link
between A and B nor the link between B and A, to predict how the system will behave.
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Analyzing the whole system as a feedback system will lead to better understanding and
deeper insights. Feedback systems are usually explained using models to illustrate the
components, their relationships, and the direction of change, as shown in Figure 3.1.

Figure 3.1: A feedback system structure

Systems can also have sub-systems (also referred to as sectors in this thesis). An
example is the public transportation system of a city. The sub-systems might include a
bus system (buses moving to and from the central train station to various destinations),
the road signs that direct the traffic, and the train system (trains moving to and from
the central train station). All the sub-subsystems have to work effectively if the public
transportation system is to be efficient in the city.

Dynamics, simply put, means the study of how a system changes over time.

System dynamics is an approach used for analyzing and managing the behavior of
complex feedback systems over time. The system dynamics methodology was initially
propounded by Forrester in the 1950s [52]. The motivation for the development of this
methodology was based on bridging the gap in understanding of the system, between
people involved in engineering and management. For over 10 years, system dynamics was
applied to solving managerial problems but thereafter, it has been applied extensively to
various fields like urban dynamics, world dynamics, education dynamics, health, software
development, etc [53]. System dynamics is a methodology and computer simulation
modeling technique used for understanding and explaining complex problems. The
emphasis of this methodology is on the use of models and modeling techniques to study
complex problems.

3.1.2 Importance of System Dynamics Models
In SD, models are classified into mental models and formal models. Mental models can
also be referred to as informal models. Mental models are representations of systems
in a human brain. Parents do not have their actual family, work place activities, social
activities or religious activities in their brains but rather mental representations of these
things. Formal models are simplifications of the reality and they help people clarify
their thinking and improve their understanding of the real-world. Natural scientists, for
example, create models of systems like the digestive system or solar system, economists
create mathematical and computer models of the economy and software engineers create
models of system (software) applications. A computer model has the ability to represent
time and space in a compressed form which allows for system changes to be tested in
much less time than it would have taken to be tested in the real world.
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System dynamists are mainly concerned about which type of model to use for analyzing
complex problems because both types of models have their advantages and limitations.
Mental models are flexible, detailed and developed from experience but on the other
hand they are not easily understood, incomplete, not precise and have a number of
assumptions that are not stated. The solution to this limitation is for the modeler to
map a mental model to a formal model with the help of system dynamics tools and
then trace the dynamics involved using computer simulation software. This will help
the modeler improve the mental model and learn about the system they are trying to
understand. Before one embarks on applying system dynamics to address the problem one
is solving, one first has to understand the nature of the problems that system dynamics
addresses [53,74].

3.2 System Dynamics Modeling Concepts
System dynamics uses various concepts for modeling. These concepts help in explaining
and improving our understanding of the behavior of complex systems in order for us to
make better informed decisions for designing and implementing more effective systems.
The concepts include behavior over time (BOT) graphs, causal loop diagrams (CLDs),
reinforcing and balancing loops, stock and flow diagrams, and computer simulation models.

3.2.1 Behavior Over Time Graphs
Behavior over time (BOT) graphs are basic line graphs that are used to represent the
behavioral trend of a system variable over a given time period, based on mental models.
They are the first step to system modeling that helps the modeler to describe the problem
that is being examined. BOT graphs have a horizontal axis on which the duration of
the simulation period is labeled that reflects the change in time, and a vertical axis on
which the performance of the variable being visualized is indicated. BOT graphs can be
used to represent more than one variable in the same graph if one wants to compare and
determine how the behavior of different variables changes over time. The BOT graphs
have a defined scale that is either numeric (e.g. 0-100) or descriptive (e.g. low-high). It is
recommended that the behavioral trends of the variables must be explored before the
system structure is developed [30, 156]. BOT graphs enable the modeler to form some
theories about why variables are behaving as they are in a system, which puts the modeler
in a better position to test the formed theories.

BOT must be represented for all the key variables relevant for the research problem
that is being studied. Details of the BOT graphs in relation to the problem statement of
this thesis are presented in Chapter 5.

3.2.2 Causal Loop Diagrams (CLDs)
CLDs facilitate the understanding and communicating the interrelationships that bring
about the dynamics and feedback of a system structure. The system structure together
with the relationships between the system variables are visualized. A CLD can help you
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tell a story or express your interpretation of how a system works. Sometimes it is referred
to as an influence diagram. CLDs have 5 elements namely (See Figure 3.2):

1. Variables that are related.

2. Arrows connecting variables to show the direction of how one variable relates to
another.

3. Positive (+) or negative (-) signs at the arrow heads that show the direction of
influence or change from one variable to another.

4. A symbol in the middle of a loop indicating the loop identity (balancing (B) or
reinforcing (R) loop; see Section 3.2.2).

5. Sometimes, the arrow may have a delay mark denoted by two short parallel lines
drawn on the arrow. This shows a time lag between the action of one variable and
the reaction of the next variable.

CLDs are classified into a dynamic hypothesis and a detailed CLD. A dynamic
hypothesis (DH) is a high level representation of the key variables of the problem being
studied and how they relate. It is a representation of the preliminary relationship that
explains the behavior of variables over time [30,103]. Coming up with a DH and presenting
it to problem owners (normally through field studies) enables the modeler to obtain a wide
range of perceptions on why and how the relationships exist between the key variables.
This helps the modeler improve the DH and propose ways how to reduce the effect of some
of the variables that result in chaotic behavior within the system. For the key variables
of a study, whose behavior is represented by the same BOT graph, the CLDs can be
established by looking at the cause-effect relationship between the variables related to
each other. The relationship between the variables is either a positive (+) or negative
(-). A positive sign (+) indicates a direct relationship between two variables, meaning
an increase in one variable results into an increase in another variable. A negative sign
(-) indicates an inverse relationship between two variables, meaning an increase in one
variable results into a decrease in another variable.

Figure 3.2 is an illustration of a simple DH that represents the movement of furni-
ture from the MainBuilding (HG) to MetaForum (MF) at the Eindhoven University of
Technology (TU/e) in July 2012.

Beginning with the variable Moving Schedule (X), as the deadline for the moving
schedule of furniture from HG to MF increases towards the end, the Moving of furniture
(Y) also increases. The sign on the arrow from X to Y is (+). The delay sign on that
arrow indicates that the effect of X on Y is not realized immediately but it takes some
time. Similarly when Y increases, the Amount of furniture moved (Z) to MF will also
increase, indicated by the (+) sign on the arrow between the two variables. The Gap
(W) is the difference between the Desired Amount of furniture to be moved (T) and the
Amount of furniture actually moved (Z). An increase in Z decreases W which makes
the sign between the two variables (-) and an increase in W increases X (as all desired
furniture has to be moved to MF) which closes the loop. The sign between W and X is
(+) and the relationship between (T) and (W) is (+).
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Figure 3.2: Example of a causal loop diagram

A detailed CLD is a breakdown of the key variables in the DH into sub-variables to
come up with a detailed structure of the system. This further improves the modeler’s
understanding of the system structure. The relationship between the sub-variables of
each sub-system are captured and presented as a CLD and finally the CLDs of all the
sub-systems are combined into one big CLD to reflect the entire structure of the system.
For example, the 5 variables T, W, X, Y and Z in Figure 3.2 are sub-systems; each
representing a number of processes or activities. The subsystem Moving Furniture (Y)
includes variables like the movers, skill level of movers, moving rate, floor to be moved,
moving time, etc. A CLD that shows the relationships and loops between the variables of
Y and all the other subsystems (T, W, X and Z) would represent the system structure of
"movement of furniture from the MainBuilding (HG) to MetaForum (MF)."

Reinforcing and Balancing Loops
A closed loop is a representation of a closed system and it is controlled by two types of
feedback loops; a reinforcing loop (R) and a balancing loop (B). A reinforcing loop shows
a vicious circle of events where a change in one variable results into changes in other
variables leading to more results. Reinforcing loops usually destabilize systems because
they cause systems to have exponential growth or decline. A balancing loop generates
goal-seeking changes that keep a system in a desired state, which stabilizes the system.

The type of loop is determined by the number of (-) signs on the arrows that make up
the loop. A reinforcing loop has an even number of negative arrows while a balancing
loop has an odd number of negative arrows. Figure 3.2 has a balancing loop (B) and the
arrow sign around the letter B refers to the loop.

3.2.3 Stock and Flow Diagrams
Stock and flow diagrams show the quantitative (feedback) interrelationships that exists
in a system. A stock is a state variable that represents the current state in terms of the
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quantity that exists in the stock at that point in time. A flow that is comparable to a rate
shows the rate at which the stock increases or decreases over time. Consider, for example,
the simple MetaForum Move model causal loop diagram illustrated in Figure 3.3, an
increase in the moving of furniture from HG increases MF furniture and an increase in
the MF furniture increases the rate at which old furniture is disposed of from MF.

Figure 3.3: A causal loop diagram for MetaForum Move

MF furniture in Figure 3.3 is an accumulation and therefore represents a stock. The
moving and disposing increase and decrease MF furniture respectively. The HG moving
rate and MF disposal rate regulate the rates at which MF furniture increases and decreases.
Figure 3.4 illustrates a stock and flow diagram that is derived from the CLD.

Figure 3.4: A stock and flow diagram for MetaForum Move

Stock and flow diagrams capture the mathematical relationships that exist between
the variables of the CLD. Assuming that the amount of furniture in MF at the beginning
of the move period is 500 units and in HG it is 5830 units. The moving rate of furniture
to HG is 0.05 of the total HG furniture per day and the disposal rate of old furniture
from MF is 0.02 of the total initial MF furniture per day.

Figure 3.5 shows the insights generated from the HG-MF Model. On the horizontal
axis the duration of the moving is plotted in days, and on the vertical axis the disposing
rate (1) and the amount of furniture in MF (2) is plotted. From the figure it is possible
to establish that in about 50 days MF furniture will have tripled and the number of units
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Figure 3.5: Simulation model for HG-MetaForum Move

disposed from MF will increase significantly. There will be more disposing of furniture
from MF than movement of furniture from HG after 25 days from the start of the move.

3.2.4 System Dynamics Simulation Software
There is a variety of system dynamics software packages on the market that can be used
for modeling and simulation. Some of the packages, including their latest updates of 2015,
are:

� iThink (http://www.iseesystems.com) also developed by isee systems, is used for
policy and business modeling. The latest version is iThink v10.

� Powersim (http://www.powersim.co.uk) supports system dynamics and discrete
event modeling and has Powersim Studio9 as the latest version.

� Stella (http://www.iseesystems.com) developed by isee systems, is mainly used for
education and research. The latest version is Stella v10.

� Vensim (http://vensim.com) developed by Ventana Systems develops, simulation
models that integrate both business and technical elements to solve complex man-
agement problems. Vensim Personal Learning Edition (PLE) is available free of
charge for users in education and for individuals involved in non-commercial learning
of system dynamics. The latest version is Vensim6.

Each software package is based on the stock and flow approach of system dynamics
modeling. The approach used helps in understanding the feedback structure of systems.
Most of the system dynamics modeling environments are commercial software. The
choice of use of any of the environments depends on its availability and what the user is
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accustomed to. However, the results produced by the environments are similar. In this
thesis Stella was used to develop the RPI model described in Chapter 7.

3.3 Validation of System Dynamics Models
Validation of a system dynamics model is classified into structural validation and behavior
validation. Structural validation means establishing that the relationships used in the
model being developed, satisfactorily represent the real relationships of the study that is
being conducted. Behavior validation deals with demonstrating that the behavior of the
developed model is “close enough” to the observed real life behavior. In system dynamics
validation, there is no point in testing the behavior validity, until the model demonstrates
some acceptable level of structure validity [14].

In this context, modeling approaches are necessary for making RPI issues more
analyzable and understandable [21, 175]. System dynamics helps decision makers in
improving the effectiveness of the actions they take because the actions are based on
better understanding of the behavioral dynamics of a system [21,90]. System dynamics is
therefore a suitable modeling and problem solving approach for RPI because the defined
characteristics of problems addressed by the SD approach match the characteristics of
RPI.

3.4 Conclusions
This chapter has discussed system dynamics and the techniques used for system dynamics
modeling. This has been done to improve the reader’s understanding of what system
dynamics abilities are and the procedure for system dynamics modeling. System dynamics
helps decision makers in improving the effectiveness of the actions they take because the
actions are based on better understanding of the behavioral dynamics of a system [21,90].
System dynamics is therefore a suitable modeling and problem solving approach for RPI
because the defined characteristics of problems addressed by the SD approach match the
characteristics of RPI.

The following chapters correspond with the system dynamics concepts that have been
explained in this chapter and how the concepts will be applied to the research problem
that is being addressed:
- Chapter 5 uses BOT graphs and CLDs together with field studies to articulate the RPI
problem and validate the variables as applied in practice.

- Chapter 6 uses CLDs to describe the structure of the RPI process and the relationship
among the RPI variables.

- Chapter 7 uses stock and flow diagrams that transform the CLD model into a quantitative
model using mathematical equations.

- Chapter 8 uses various model structural validation techniques and sensitivity analysis
tests to validate the developed model. The developed RPI model behavior is also
validated with respect to cost, schedule and quality.



Chapter 4

System Dynamics-based Approaches

This chapter discusses the commonly used system dynamics-based approaches and propose
the most appropriate approach for solving the problem identified in Chapter 1. The
approach is based on an evaluation of the theories on which the problem is based. The
identified problems and proposed solutions in Chapter 2 are underpinned by relevant
theories discussed in Section 4.1. The Dynamic Synthesis Methodology is proposed for
addressing the problem stated in Chapter 1 as a means to an effective decision support
tool for RPI stakeholders.

4.1 Theoretical Underpinning of the Research
The theoretical underpinning discussed in this section provides the context for this research
by presenting relevant theories that are related to the research problem. The premises of
this research are based on three theoretical approaches, namely; systems theory (systems
thinking), complexity theory, and decision theory.

4.1.1 Systems Theory
Systems theory, also referred to as systems thinking, is based on the concept of “totality”
that describes a whole system as not being equal to the sum of its parts [21]. A system or
process represents a set of interrelated elements and therefore all the elements combined
can affect the performance of the entire system but each individual element may not have
an effect on the entire system [21,146,167]. In this thesis, systems theory forms the major
basis for our research challenge because of the interaction and interdependencies between
requirements processes in RPI, as discussed in Chapter 1. Systems theory is based on the
assumption that the structure of a system defines the behavior of that system [156,167].
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Based on the premises formulated above, analysis of the structure of a system in a
holistic manner helps managers and researchers understand the system behavior and the
relationships of the component variables. The main purpose of this research is to use
an approach that gives insight into interacting requirements processes and to explain
the impact of the interaction, in order to help RPI stakeholders make cost effective
decisions. The decisions help the RPI stakeholders to arrive at a satisfactory state with
respect to cost, quality, and schedule for successful process improvements. This approach
differs from other RPI methods discussed in Chapter 2 that are used to carry out process
improvements using structured approaches [176]. Analyzing a system using a structured
approach makes it difficult to measure the behavior of the key variables for process
improvement over time. Above all, one may not be able to provide an explanation of the
behavior of interactions between requirements processes that would lead to a satisfactory
balance between cost, schedule, and quality [159,176].

4.1.2 Complexity Theory
There are a number of definitions for complexity theory that are tied to more specific
applied fields. However, they all share similar views regarding complexity [49]. A more
general definition of complexity theory is “It is that property of a language expression
which makes it difficult to formulate its overall behavior, even when given almost complete
information about its atomic components and their interrelations” [49], page 7. Complexity
theory describes large numbers of elements that interact in a dynamic and non-linear
behavior [71]. In [21,156], complex systems are described as dynamic systems that are
characterized by four properties namely; interactions between the different actors of the
system; dependency on time; an internal complex structure that is subjected to feedback
relationships; and delays in the behavioral reactions from the interactions. These are
counterintuitive reactions that are difficult to predict.

In [144], page 75 it is assumed that “Cause and effect are not closely related in time and
space and small changes can produce big results but the areas of highest leverage are often
the least obvious”. Dynamic complexity has causal relationships that influence the behavior
of a system, which help the understanding of how a change in one part of the system is likely
to impact the other parts and the final outputs of the system [146,175]. Complexity theory
therefore helps our research in understanding how to analyze requirements engineering
processes in complex systems to attain a satisfactory state of the quality triangle.

System dynamics has been commonly used for handling problem domains of a complex
nature, given its ability to offer explanations of what the behavior is of the problem
at hand [112]. The explanations concentrate on the effect of behavior of one variable
or construct linked by unidirectional causal links to another variable and the ability
to identify feedback and dependencies between variables. This makes system dynamics
provide a unique form of analysis of systems with feedback loops when compared to other
approaches [127]. The suitability for use of system dynamics for our research problem is
given by [53]. Forrester [53] claims that system dynamics modeling is effective, in the sense
that it builds on the reliable part of our understanding of systems while compensating for
the unreliable part by providing for clear understanding of the system.
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4.1.3 Decision Theory
A number of researchers have performed work on applications for requirements engineering
decision problems and they support their research with decision theory. Decision theory
is defined as “a body of knowledge and related analytical techniques of different degrees
of formality designed to help a decision maker choose between a set of alternatives in
light of their possible consequences” [68]. There are three types of decisions, namely:
decisions with certainty; decisions with risk; and decisions with uncertainty. Decisions
with certainty have one and only one solution, that is an optimal solution. The decisions
with risk have alternatives that have several possible consequences but the probability of
occurrence of each consequence is known. However, the probability of the occurrence of
the consequences is unknown for decisions with uncertainty.

Requirements engineering decision problems are unstructured and are therefore deci-
sions with uncertainty. However, requirements engineering decisions are linked to decisions
with certainty, which in a number of cases have optimal solutions that lead to a dead
end [5]. The decision theory is classified into decision making and decision support. There
is a remarkable difference between decision making and decision support learnt from the
decision theory. A lot of challenges are faced when dealing with techniques for require-
ments engineering decision making, as highlighted in Table 4.1. In order to overcome
such challenges, decision support should be performed when dealing with requirements
engineering problems because it yields satisfactory solutions that are a result of decisions
with uncertainty [108]. In Table 4.1 a comparison between decision making and decision
support is made to form a basis for clarifying the kind of decision theory, which is the
basis for the RPI solution identified in Chapter 1.

Table 4.1: A comparison between Decision Making and Decision
Support

Attribute Decision Making Decision Support

Nature of decisions Deals with the attainment of an optimal
solution for the decision maker

Helps the decision maker to obtain a
satisfactory decision for a problem

Types of models Decision making relies on models to
describe reality and therefore models
are accepted when they have the po-
tential to solve the problem at hand.
In decision making it is fundamental
to understand the reality in order to
create a model.

Decision support uses models as a
means to explore, the reality in case
no amount of effort can result into a
potential model to solve the problem
at hand. In decision support, models
are used to understand the reality.

Decision process Once there is a model in place, it can be
used to solve the problem by obtaining
an optimal solution.

The understanding process continues
with the evolution of models until a
satisfactory solution is obtained. There-
fore different models can be used itera-
tively during the decision process.

Comparing alternatives All alternatives must be compared
through an evaluation until an optimal
solution is obtained.

It is acceptable that two alternatives
are incomparable when it is extremely
difficult to compare them.



42 System Dynamics-based Approaches

Types of decision prob-
lems

There must be a way to rank all alter-
natives in a decision problem, so there
is no distinction between the types of
decisions.

Decision types are classified into selec-
tion, triage and ranking in the decision
support school of thought.

Structure of decision
problems

The decision making approach is used
to solve structured problems.

The decision support approach is used
to solve unstructured problems. There-
fore a satisfactory solution is expected
instead of an optimal solution.

Given the comparison between decision making and decision support in Table 4.1 we
conclude that the selection of a decision support tool is ideal for requirements process
improvement, given the unstructured nature of requirements process improvement decision
problems. One of the key strengths of decision support is that it emphasizes coming up
with a range of alternatives from which an overall decision can be made as opposed to
having one optimal solution. The lack of understandability of requirements engineering
decision problems and the lack of enough comprehension of the impact and consequences
of the decisions made, calls for a decision support tool [5, 108].

4.1.4 Conclusions of Theoretical Underpinning
System dynamics through developing and testing a computer simulation model as discussed
in Chapter 3 contributes rigor and clarity to systems thinking by looking at a system in a
perspective of inputs, processes and outputs without considering feedback. Combining
the system thinking theory with system dynamics helps understanding and explaining
complex problems or systems by analyzing feedback loop structures of these problems or
systems [185]. Complex systems by nature have feedback and produce non-linear behavior.
Therefore, to gain understanding of complex systems, complexity theory is triangulated
with systems thinking and decision theory to analyze systems and arrive at a satisfactory
set of alternative decisions, where uncertainty between states of the system variables
exist. The analysis is done in a holistic manner because, if the system is broken up into
components, analyzing feedback between causal relationships would be difficult. Given
that RPI is a complex and dynamic process, the issues pertaining to RPI that are pointed
out in Chapter 1 can be solved based on a triangulation of the three theories that have
been discussed.

4.2 System Dynamics Approaches
A number of system dynamics based methodologies have been proposed by various
researchers [35,178,179] as possibilities for problem solving. In this section an overview
of some of the known SD based methodologies to problem solving is given.

4.2.1 Classic System Dynamics Methodology
System dynamics developed by Forrester [54], is a methodology used for studying and
analyzing complex feedback systems. The methodology is a way of modeling people’s
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perception of real-world systems especially based on causal-effect (feedback) relationships.
This helps people to obtain insight into the behavior of systems and to be able to support
their decision making. It was developed as a traditional simulation method but it has been
revised over the years [35,127,156]. The methodology follows an iterative process through
out its cycle and is based on the principle that feedback structures are responsible for
changing patterns of behavior, as experienced in complex problems [53]. If the feedback
that exists between the variables that make up the system structure is not captured, then
the decisions taken based on the variables of that system, will not be easily implemented.
This is based on the fact that feedback loops generate unexpected behavior within the
system that would result in unforeseen consequences. Being able to capture the feedback is
a key factor that differentiates system dynamics from other system analysis methods [21].

The SD methodology uses both a qualitative and quantitative approach to address
issues of dynamic complex systems. The qualitative approach is used to conceptualize
the problem and its underlying feedback structure. The quantitative approach is used
to simulate the impact on the system variables over time, resulting from the decisions
made [21,156]. Figure 4.1 is an illustration of the SD framework developed by [156].

Figure 4.1: System dynamics process. Adapted from [21]

The SD framework in Figure 4.1 has a five stage modeling process. The first two
stages, aimed at system conceptualization, are referred to as qualitative modeling. The
remaining three stages, aimed at computer based modeling and simulation, are referred
to as quantitative modeling. The first stage (Problem articulation) deals with identifying
the problem, defining it and setting clear goals. The second stage (Formulating the
dynamic hypothesis) leads to identification of the variables that constitute the problem
and formulation of assumptions of the behavior of each variable using BOT graphs
(described in Section 3.2.1) as well as the relationships that exist between the variables.
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The assumptions and relationships are obtained from the problem owners’ mental models.
The dynamic hypothesis is illustrated in the form of a causal loop diagram (CLD). The
third stage (Formulating a simulation model) is done by transforming a CLD into a stock
and flow diagram that is the basis for defining equations for the simulation models. The
fourth stage (Testing) is to test the validity of the developed simulation model and the
last stage (Policy design and evaluation) is for policy analysis and design through the
insights generated from the developed simulation model.

The SD model clearly captures the interrelationships and dynamic feedback effects
that exist in complex environments [74,96]. This is a result of the SD model’s ability to
help address complex issues involving time delays, feedback and nonlinearities [53]. The
SD model also offers an approach in which it simulates the reality structurally; making it
easy for one to review its usefulness and consistency as well as to be able to test ones
hypothesis [21,74].

The limitations of the SD methodology lie in articulating decision rules, soft variables
and the model [74]. The data collected to support the decision rules on which the model
is founded might be inaccurate as a result of decision makers fearing that the model
being developed could replace their position. When these fears arise, the decision makers
may provide inaccurate information. However, once they are aware that the model only
supports their strategic decision making, then they perceive SD models as efficient [156].

Data for soft variables, ones that cannot be explicitly measured and expressed as
numerical data, is difficult to obtain. However, such data is important for understanding
the modeling of complex systems and should therefore not be omitted because it has an
effect on the system [54,74]. Coming up with a realistic scope of the model is also difficult
based on the fact that SD models should be as inclusive as possible. A narrow model
boundary may miss out the aspects that are key for the dynamics of the system [74].

4.2.2 Group Model Building Approach
Group model-building (GMB) was started in the Netherlands by Vennix and Gubbels [171].
It is a system dynamics based methodology that involves groups of clients in the model
construction process [6, 8]. The main objective of GMB is to improve the customers’
mental models by helping them obtain insights about the feedback structure and behavior
of the model [6, 44]. This is most particularly useful when dealing with “messy problems”
in which the participants have varying perceptions of the problem or are not in agreement
with the existence of a problem [91,171]. For GMB to be successful, there has to be a
concrete discussion of the roles of the key players in the GMB process [44]. The players
in GMB and their roles include:
� Facilitator: guides the group in generating insight into the problem being addressed.

� Modeler: is an expert in SD modeling, whose focus is on the model being formulated
by the group and the facilitator.

� Process coach: focuses on both the content being discussed and on how the partici-
pants are responding to the session.

� Recorder (must be a SD modeler): takes notes of the important issues being
discussed during the session.
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� Gate keeper: is part of the customer organization and is responsible for the modeling
project.

GMB is carried out in a series of workshops facilitated by a modeling team in which
the problem stakeholders are active participants. This helps in exploring what would
otherwise be just feelings of individuals of different levels and extend their problem
perception with shared thinking within a social group [133,171]. During the workshops,
group decisions that are made, form the basis of the problem definition required for model
construction, and later for system dynamics based simulation experiments [133].

For effective GMB, system dynamics model building abilities should be combined
with adequate facilitation skills as a means to ensuring that all the stakeholders actively
participate in the construction of the model [133, 171]. This enables all members to
understand and agree on the problem to be modeled, the model structure, or the policy
options in a problem. The major contribution of GMB is in improving the information
processing capacity of the group’s mental models. This is done through qualitative
modeling by analyzing the causal feedback structure [171]. The benefit of GMB is that it
helps in the development of a comprehensive understanding of the scope of the problem
through achieving a consensus with regard to decisions [133,144,171].

One of the limitations of group model building is that groups tend to be slower in
arriving at decisions than individuals, therefore in situations where quick decisions have to
be taken, then group model building would not be an appropriate method [171]. Another
limitation that is commonly cited for GMB is groupthink [171]. Groupthink occurs when
an individual or individuals’ opinions are suppressed and they become submissive to
conform to what appears to be the dominant view of the group.

4.2.3 Dynamic Synthesis Methodology
Dynamic Synthesis Methodology (DSM) [178] is a research methodology that integrates
system dynamics [54, 127, 156] with case study methodology [57, 181]. The case study
methodology consists of a group of methods that mainly emphasize qualitative analysis,
although there are some case studies that are quantitative [181]. The integration of
system dynamics and the case study methodology enables the researcher to analyze both
qualitative and quantitative data [185]. DSM is a problem solving methodology that was
specifically recommended for use in requirements engineering process modeling and analysis
of large scale projects because of the complexity involved in the requirements engineering
process for such systems [175]. The methodology focuses mainly on improvement of the
requirements engineering process modeling.

In the requirements engineering process, system dynamics is complemented with the
case study research method in order to guide researchers on how to collect relevant
data of the research problem of interest. Combining the two approaches improves the
researchers’ understanding of the changing requirements over time [175, 185] and helps to
mitigate the weak points of SD that were highlighted in Section 4.2.1. The case study
research method [181] is used to identify key factors affecting the outcome of an activity
and documenting the activity’s inputs, constraints, resources and outputs. The system
dynamics approach, through use of simulation experiments, helps in identifying and
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manipulating key factors in order to document their effects on the final outcome [35,137,
175].

DSM is made up of five iterative phases; problem statement, problem understanding,
SD model building, model testing and validation, and model use and theory extension.
Figure 4.2 is an illustration of the dynamic synthesis methodology.

Figure 4.2: Dynamic Synthesis Methodology as derived from [137]

The problem statement phase helps researchers to describe the problem to help them
define it precisely and establish the cause, effect and time delays for each variable. This
is followed by the development of the system boundary, the causal loop diagram and
the reference modes for the intended system in consultation with the stakeholders. The
output of the problem statement is a dynamic hypothesis. Once the problem has been
defined precisely and the dynamic hypothesis developed, the problem understanding
phase follows by carrying out field studies to collect data on the variables; describe the
problem in its natural setting and collect data for the simulation experiment phase. After
the data is collected and the problem understood, a system dynamics model is developed,
which is tested for validity and reliability using a case study and simulation experiments.
If the model does not depict the real life situation, an iterative process takes place to
redefine the problem and to go through the previous steps again until the model reflects
a real life situation. Next simulation experiments are executed to test for policies and
theories that have been developed in the model. Sensitivity analysis is also done at this
stage to test whether the model can withstand extreme circumstances, i.e. very low and
very high values. The insights gained from these simulation experiments provide system
understanding and explanation. Depending on the insights gained, a new model can be
developed or existing theories can be extended by incorporating new explanations. This
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process is therefore iterated as many times as new explanations are generated by the
system dynamics model building.

DSM that was first developed by [175] as an improvement of the system dynamics
methodology, was evaluated and validated by [113,137]. In [137], DSM’s suitability as
a problem solving methodology for complex problems is confirmed. This methodology
therefore very well suits the analysis of the requirements engineering process improvement
because of the complex nature of RPI.

4.3 Evaluation of SD Modeling Approaches
This section explains the differences and similarities between the system dynamics modeling
approaches discussed in Section 4.2 and draws a conclusion on the most appropriate
approach for this research.

System dynamics approaches [35,54,127,171,179] begin the modeling process with
a problem definition and understanding. This is followed by descriptive or qualitative
modeling with causal loop diagrams. The process then proceeds to quantitative modeling,
and finally testing and designing policies for decision support is done [137]. DSM
differs from the system dynamics approach in the sense that it integrates field studies
and case studies with the system dynamics phases. The integration is useful for better
understanding of the research problem and collection of empirical data for model validation
respectively [137,178].

This way, DSM augments SD’s behavior over time graphs in the problem conceptu-
alization phase by clearly describing the problem. Apart from DSM, system dynamics
approaches do not use cross validation of the model, making reliability of the model and
model optimization immediately after development difficult [176]. In addition, simulation
models are developed for a purpose and therefore the results are normally meant to
address the problem for which they were developed. This makes it difficult to transfer
the results to solve other problems [83,175]. This drawback was addressed by introducing
cross validation of the model and problem conceptualization using both field and case
study phases [175]. Therefore the use of DSM for complex systems analysis helps to clearly
define the problem. Since DSM is an extension of the SD methodology, this evaluation
will therefore consolidate on comparing DSM and group model-building.

The strength of DSM lies in its ability to combine simulation and case study methods
to describe and explain the problem using the causality principle to investigate the
relationship between the variables of interest [137,175,185]. The output is a descriptive and
prescriptive solution which makes DSM’s problem solving approach very clear. In addition
DSM has a built-in mechanism of continuous improvement, which is the foundation on
which RPI is based, i.e. promoting understanding and providing explanation.

The strength of the GMB methodology lies in problem exploration and the ability to
convert various mental models into one coherent model. However, GMB falls short on the
differences in perceptions of the participants [171]. These differences may result in several
alternatives and ineffective communication that hinder productive discussion of the several
alternatives, hence delaying the consensus on the decision for a suitable approach [7, 171].
Another drawback of GMB is group dynamics, that may sway a particular group to think
in a direction that is not necessarily the right one. This assertion is confirmed by [171],
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pg. 384, when they contradict their theory by stating that individual opinions of certain
strong group members may bias the results of GMB as “the problem may be a socially
constructed phenomenon.”

It is on these premises that our research uses DSM for RPI instead of the classic SD
approach or Group Model Building.

4.4 Proposed Approach for RPI
In this thesis we follow the systems/process research design in which the structure of the
RPI model drives the behavior of the model. With the process research design, one is able
to explain how and why a process behaves over time [128,167]. There is no structured
approach to RPI due to the uncertainty of success that process improvement organizations
have in terms of attaining a balance between cost, schedule and quality. As a result there
is hardly documented information available on RPI projects. In [167], it is argued that
for studies undertaking a process research design that consists of few cases, Yin’s [181]
comparative case study design can be adopted. It is on this premise that DSM that
combines both system dynamics and case studies is suitable for this research.

DSM’s suitability is also hinged on its ability to model a problem in its natural form
and the capability to capture both qualitative and quantitative aspects in the requirements
process improvement [178]. In addition, the systems thinking paradigm on which SD is
based, identifies structural relationships between processes and explains how and why a
process behaves over time [167] . Their dynamic behavior makes it easy to understand
the RPI process and how it may change over time. The understanding and explanations
gained from the simulation model then helped in bridging the gap between the designers
understanding and the users’ perspective [178]. The DSM was tailored to fit the research
process in this thesis as illustrated in Figure 4.3.

Figure 4.3: Thesis Research Methodology

We proceed to describe the five phases of the Dynamic Synthesis Methodology that
were carried out in this research.
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4.4.1 Problem Definition
In this phase, understanding the requirements improvement process was done through
conducting literature review in order to define the problem and the RPI system boundary.
This included identifying the requirements process improvement variables and establishing
the cause-effect relationships between the variables. The output of this phase was a
dynamic hypothesis showing the relationships between the key RPI variables as will be
illustrated in Section 5.5 and the system scope for RPI showing the system boundary as
will be presented in Section 6.2.

4.4.2 Problem Conceptualization
In the problem conceptualization phase, field studies were used to enable the researcher
to describe the dynamic hypothesis in its natural setting. This was done by collecting
data on the current issues pertaining the RPI methods that are used in practice, the key
RPI stakeholders, and the proposed RPI model. The collected data helped us to identify
the users, to specify requirements for RPI that result into the attainment of an optimal
state, as well as identifying the constraints of the model [175]. In addition we carried out
a post mortem analysis of a completed RPI project to show the consequences of lack of
insights in RPI. The output of the field studies and the exploratory case study are the
behavior over time graphs presented in Section 5.4 and qualitative data that define the
relationship between the RPI processes presented in Section 6.4.

4.4.3 System Dynamics Model Building
The SD model is formulated by converting the descriptive model (causal loop diagrams)
into a quantitative model (the stock and flow diagrams) to design and develop the RPI
model. In order to simulate the model, we will define the mathematical relationships
between the RPI variables [175] in Chapter 7. These relationships guide us in understand-
ing and measuring the impact of the RPI variables on the success of RPI. Note that there
is an iterative process between creating the causal loop diagrams and the stock and flow
diagrams as these are refined with continuous observations from field studies.

4.4.4 Model Testing and Validation
The model is validated based on literature and on RPI experts’ opinions to ascertain
two areas of validity; structural validity and behavioral validity. Structural validity tests
are carried out to build confidence in the simulation model producing the right behavior
for the right reason by identifying which model structure needs to be implemented to
get the desired behavior, as shown in Chapter 6. Behavioral validity is then carried
out to ascertain whether: the model mimicked the real world well enough for its stated
purpose, in order to place enough confidence in the model-based inferences about the
real system [55] as will be described in Chapter 7. A number of validity tests for system
dynamics models recommended by [122] and [35] are applied. Simulation experiments
are part of the validity tests carried out during this phase to determine the strengths of
the various relationships between the requirement processes so as to ascertain the key
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relationships that drive the cost, quality and schedule for the system and thus the need
for improvement as will be discussed in Chapter 8.

4.4.5 Requirements Process Improvement Policy Analysis
Exploratory analysis of the simulation model is done using repeat simulation experiments
to find explanation for model behavior, and varying of the RPI variables over time in order
to generate insights into the behavior of RPI variables. The analysis focused on identifying
the relationships between the variables that produce certain behavior for particular time
intervals. This was then assessed in consultation with experts and literature to extend
theory on the appropriateness of the dynamic requirements process improvement model
as will be shown in Chapter 8.

4.5 Conclusion
In this chapter a discussion of the underlying theories of the RPI issues stated in Chapter 1,
is given. The commonly used system dynamics based methodologies are analyzed and
the Dynamic Synthesis Methodology is proposed as the most appropriate methodology
for solving the RPI problem identified in this thesis. In Chapter 5 the initial phases of
the Dynamic Synthesis Methodology are applied to identify the factors that contribute to
RPI success.



Chapter 5

Factors that Characterize RPI Success

This chapter describes the problem conceptualization phase of the dynamic synthesis
methodology where we determine the factors that influence the success of requirements
process improvement in terms of cost, schedule and quality. To the best of our knowledge,
these have not been formally documented in the scientific literature. It is important for
requirements engineering stakeholders to be aware of these factors and how they relate,
when making decisions about process improvement. Following the proposed Dynamic
Synthesis Methodology, problem conceptualization is done by undertaking field studies.
The field studies are aimed at validating the factors for process improvement, that are
derived from the literature. Grounded in the field studies, a set of key variables for
modeling process improvement is defined and this is followed by the construction of a
dynamic hypothesis and causal loop diagram which capture the structure of the variables
in the RPI process.

5.1 Introduction
In Chapter 2 it was noted that most methods used for requirements process improvement
(RPI), consider obtaining a higher capability maturity level as a key indicator for RPI
success. However, in the organizations where such methods for process improvement are
used, project failure is still experienced in terms of escalating costs, delayed schedules and
poor quality of the requirements [50,107]. The RPI stakeholders of the organizations that
use these methods are unable to explicitly justify the causes of many projects failure [9,64],
despite having invested in using the methods for process improvement. As explained
in the problem statement in Section 1.4.2, this could imply that besides the process
capability maturity level, there could be more variables that play an important role in
process improvement that are not considered during the process. There is therefore a
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need to identify and define the variables that determine the success of RPI so that the
unknown causes of project failure are determined. Although the importance for RPI has
been highlighted by various researchers [50,101,176], to the best of our knowledge, little
research has been done in this area. This calls for addressing research question 2: What
factors underlie the structure of a dynamic RPI model?

Our focus here is on the variables that influence RPI and also define the causal
relationships that exist between these variables [184]. Many of the concepts used in
this chapter were described in Chapter 3. This chapter describes a literature review,
which together with insights from the field studies serve to develop (a) critical variables
that influence the RPI process and (b) behavior over time graphs for these variables.
Subsequently, we develop a dynamic hypothesis which serves as input for the remainder
of this thesis. The dynamic hypothesis and the subsequent causal loop diagram (CLD)
serve to understand the system behavior that enable answer the question as to why so
many projects fail to be completed within the scheduled time.

The remainder of this chapter is structured as follows: a discussion of the RPI variables
obtained from the literature is presented in Section 5.2; a report on the data collection
process is described in Section 5.3; BOT graphs are constructed in Section 5.4; the
dynamic hypothesis described in Section 5.5 respectively; while Section 5.6 states the
conclusions of this chapter.

5.2 Related Work on Process Improvement Factors
In Section 1.4, the need to explore continuous improvement of the requirements processes
by analyzing the relationships and the dynamics that exist between the requirement process
improvement variables [119, 136] for fundamental cost effective RPI decisions [144,169] is
emphasized. Methods used to address process improvement problems in organizations
are only effective in the short term as they have unforeseen long-term consequences. The
consequences may require even more use of the same solution, hence having process
improvement projects continuously failing despite the attempts that are made to enhance
the solutions [144,169,186].

Previous research based on the requirements engineering and process improvement,
identified eight key variables that influence RPI success [130, 155, 176]. These include:
(a) errors observed, (b) process effectiveness, (c) perceived effectiveness, (d) process
improvement costs, (e) productivity of requirements engineers, (f) process improvement
capability, (g) process capability index, and (h) process rigor. Below is a description of
each of the variables:

a. Errors observed: this is the total number of defects identified by the requirements
engineering stakeholders during the review process. Its measure is the number of errors,
{errors} [67].

b. Process effectiveness: this is the actual level of effectiveness achieved by the RPI team.
Its measure is dimensionless on a scale of {0-1} [176].

c. Perceived effectiveness: this is the level of process effectiveness that is observed by
the process improvement organization. Its measure is dimensionless on a scale of
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{0-1} [176].

d. Process improvement costs: this refers to the total cost of resources in terms of
wages, documentation, training technology, and initial set-up costs. Its measure is in
{currency} [110].

e. Productivity of requirements engineers: this is the rate at which requirements engineers
deliver requirements specifications as agreed upon by the stakeholders. Its measure is
{requirements/week} [10,176].

f. Process improvement capability: the ability of a process to deliver improved require-
ments that meet customer expectations with minimal defects at the lowest costs and
shortest schedule. Its measure is dimensionless on a scale of {0-1} [10,110].

g. Process capability index: this is an indicator of the potential of a process to meet its
specifications. The higher the index, the more capable the process is. Its measure is
dimensionless on a scale of {0-3} [10].

h. Process rigor: this is the level of thoroughness adhered to established standards when
carrying out or implementing process improvements. Its measure is on a scale of
{0-1} [67].

Previous literature also provides indications on how the different factors are re-
lated [184]. More specifically how a change in one variable can influence or have an
impact on other variables during process improvement. In [130], it is claimed that in
order to attain effective process improvement, it is inevitable to ignore the productivity
gains that the process improvement will bring. With an experienced and committed team
on the project, we expect an increase in productivity and a low error fraction in the
process that will result into an effective process improvement. In addition [130] emphasize
that there is a strong relationship between productivity and process rigor because an
experienced and committed team will strictly adhere to standards. In [10], it is stressed
that without improving process rigor, there will be minimal productivity gains. Therefore
having an effective process improvement is a complex process that goes beyond improving
productivity and process rigor [130].

Higher numbers of errors observed can also result in very high process improve-
ment costs but this can be improved by enhancing productivity of requirements engi-
neers [130,155]. In [155,176] it is argued that practitioners, as a way of decreasing process
improvement costs and increasing process effectiveness have to ensure that the team
on the project is capable of carrying out requirements engineering activities within the
scheduled project time. This therefore makes the process capability index and process
improvement capability key variables to ensure minimization of the process improvement
costs and enhancing process effectiveness.

The defined variables were established as key for requirements process improvement,
considering that process improvement is a factor of cost, time and resources [10,67,130,
155, 176]. In order to validate the defined variables and their relationships with RPI
practice, interviews were conducted to collect data from RPI stakeholders as described in
Section 5.3.
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5.3 Validation of Process Improvement Variables
The success or failure of RPI is determined by a number of stakeholders who may have
different viewpoints, as presented in Table 5.1 which is adapted from [176].

Table 5.1: Requirements Process Improvement Stakeholders

Stakeholders Aspirations and Interests
Requirements engineers A model that makes their job easier, more satisfying,

and more productive
Process improvement experts A healthy return on investment, increased productiv-

ity and improved product quality
Quality assurance managers To ensure that the delivered system specification is

error free and meets the expectations of the customer
Project managers The right specification quality to be delivered on time

and to satisfy the customer
Customers/User A system specification with the smallest gap between

the system that is delivered and the system that was
specified.

Several meetings were attended in the field with various RPI stakeholders and in-
terviews were conducted to collect data on the dynamics and the factors that affect
requirements process improvement over time. The purpose of the meetings was threefold:
i) identify the problems faced when carrying out RPI; ii) identify the variables that
contribute to the success of RPI; iii) obtain recommendations from experts on how better
solutions can be achieved using RPI. A total of 10 interviews were conducted out of a list
of 12 Requirements engineers who were in collaboration with the TU/e. Of the 10 inter-
viewees, 5 of them were process improvement managers, 2 participants were requirements
engineering consultants, 2 participants were project managers, and 1 participant was a
quality manager. All the participants had more than 7 years of working experience in
the domain of information systems development which rendered them as experts in their
field of practice. To maintain professional integrity, the identity of the experts and their
respective organizations is not disclosed in this thesis due to non disclosure agreements.

The interviews were semi-structured and lasted on average up to one hour. Interviewing
10 people for this study was considered sufficient based on the premise that if a study
is undertaking a process research design with few cases, Yin’s [181] case study design
can be adopted [63,167]. The interviews were recorded and transcribed. To validate the
key variables for successful RPI, the issues that normally threaten model validity were
considered to ensure that once the model is used in a different setting, the results are
reproducible. More specifically for all the meetings held with the various RPI experts, we
used a uniform agenda. In addition, all the participants in the field studies were experts
from the Netherlands and this could have been a threat to external validity. External
validity concerns generalizing the results to a wider scope. All the experts were working
for Dutch companies that were affiliated to international companies. We therefore did
not expect the experts to have any differences in RPI practices from those outside the
Netherlands. This led us to confirm that the geographical scope of the study was not
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compromised and therefore there is no threat to external validity.
The factors for process improvement were derived from the raw data of the interviews

and the findings are illustrated in Table 5.2. Given that all the interviewees were RPI
experts, their opinions were given an equal score when we were confirming the relevance
of the key quality-cost variables considered for RPI in practice. Table 5.2 presents the
level of importance perceived by each expert in relation to RPI variables as experienced
and used in practice. The positive signs (+) indicate that the expert acknowledged the
variable as relevant for RPI in practice whereas the negative signs (-) indicate that the
experts did not consider that variable as an important one for RPI in practice.

Table 5.2: Summary of results from RPI Experts
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Senior scientist at
A

+ _ _ + + _ _ _ + +

Quality manager at
B

_ + _ _ _ _ _ _ + +

Senior consultant
at C

_ _ _ _ _ _ + + _ +

Leader software
testing and SDE at
D

_ _ _ _ _ _ + + _ +

Consultant quality
and PI at E

+ _ _ + + _ + + + _

Software develop-
ment manager at F

+ + _ _ _ + + _ + +

Lead consultant at
G

+ + _ + + _ _ _ + +

System analyst at
H

+ _ _ _ _ _ _ _ + _

PI manager at I + _ _ _ _ _ + + + _
Change manager at
J

_ _ _ _ _ _ _ _ _ +

Total 6 3 0 3 3 1 5 4 7 7

It should be noted that there was no neutral opinion expressed by the experts about
the importance of any variable. This could be attributed to the several years of experience
that the experts had on previous process improvement projects.
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Key Requirements Process Improvement Variables
Eight key variables from literature were validated. In addition to these variables, the list
was extended by two variables that were raised by the majority of the RPI experts who were
interviewed, as key variables for RPI. The two variables were management commitment
and customer satisfaction, but these are difficult to measure when determining the success
of RPI because they are subjective variables [184]. The experts recommended that; “people
need to sit together and look into cost, quality and schedule issues if RPI is to be successful.”
They further acknowledged the need for a method that can help RPI stakeholders reflect
on these issues. The other recommendation given by the experts was that customers
should be involved in process improvement decisions. One of the respondents with a
psychology background pointed out that, “analysis of soft skills like customer satisfaction
and management commitment are lacking with current process improvement methods
and advised that the RPI methods could improve their performance if these aspects
were looked into.” This suggestion is also in line with observations from literature who
acknowledge that when management is committed towards process improvement, it
focuses resources on training and motivating the team within the organization to be
more productive [162,184]. This will improve the team’s performance and eventually the
success of process improvement will be realised. On the other hand, it is important for
management of the process improvement organization to ensure that its customers are
happy with the product that results from the process improvement else the customers
lose confidence in the organization and its processes.

Out of a total of ten high level variables that were validated in the field, seven variables
were found to be essential in the RPI practice. Customer satisfaction (70%), management
commitment (70%) and errors observed (60%) were the most influential parameters
considered for RPI in practice. These were followed by process rigor (40%), process
effectiveness (30%), process capability index (30%) and process improvement cost (30%).
Process improvement capability scored 10% while perceived effectiveness did not score
at all. However, most experts considered process effectiveness and process improvement
capability as sub-components within the process capability index and therefore we did
not consider them as independent variables. Therefore, there are seven variables that
are considered key when making decisions for RPI: customer satisfaction, management
commitment, errors observed, productivity of requirements engineers, process improvement
capability, process rigor, and process improvement cost [184]. The interview findings were
consequently supplemented with data from some organizational documents (secondary)
that the experts provided during the interview sessions. Combining the interview data
with the secondary data resulted into a description of the dynamics and factors that affect
the success of requirements process improvement.

There are various issues that trigger the process improvement including customer
dissatisfaction, not working according to plan, and an anticipated need to improve a
specification that differs from the ideal situation [154]. RPI in this research is triggered
by a request for improvement from the customer. The RPI experts classified RPI projects
into three types; small sized projects that are planned to run for up to 4 weeks, medium
sized projects that run from 4 weeks up to 24 weeks, and large projects that run from
24 weeks to 52 weeks [134]. The RPI project in this thesis is characterized as a medium
sized project associated with CMM-Level 2 organizations [19] that have a medium level of
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complexity. Short to medium sized projects are defined upfront and therefore not much
is likely to change during the execution of the project. The 24 weeks planned duration
for medium sized projects is such a short period to represent the dynamics feedback and
time delays that exist between the variables over the lifetime of the project [174]. For
example in the event that a process improvement organization hires more engineers with
an aim of increasing productivity, this effect is not realized immediately as there is a
delay in hiring the engineers and subsequently, a delay in the time it takes for them to
be trained to become experienced on the project before the gains in productivity can
be realized. Sterman [156] argues that stakeholders usually assess time lines in terms of
milestones that do not take into consideration the dynamics of the problem and yet the
causes and effects in dynamic complex systems are not realized in real time but after a
period of time. Therefore, Sterman advocates for a change in the time horizon such that
the time is extended to capture the delayed and indirect effects of potential policies, if
the assessment of the problem has to change [156]. We therefore focus on a large project
that is simulated over an extended period of 50 weeks because such a project is more
prone to feedback and non-linear dynamics.

The behavior over time of the RPI variables is described in Section 5.4. The variables
are then used to develop the dynamic hypothesis in form of a causal loop diagram to
represent the relationships between the variables of RPI as illustrated in Figure 5.3. The
relationships between the variables of the dynamic hypothesis were also validated by the
RPI experts. Among the seven key RPI variables for RPI, management commitment,
customer satisfaction, and process rigor are referred to as soft variables because they are
highly subjective variables. The measurement of the soft variables in this thesis is based
on a likert scale [87,94] and is dimensionless [176].

5.4 Behavior Over Time Graphs
Out of the ten variables that influence RPI, the seven highest scoring variables were
considered to be used throughout the modeling process. The other three variables were
eliminated because they received the least scores illustrating less significance to RPI
processes for small to medium sized projects (see Table 5.2). The key RPI variables are
described as follows:

A. Productivity of requirements engineers: is the rate at which the requirements engineers
process errors in requirements specifications as agreed upon by the RPI stakeholders.
The unit of measure for this variable is {requirements/week}.

B. Process capability index: is the potential of a process to meet its specifications,
given available technology support [152]. The higher the index, the more capable the
process. The process capability index is measured on a scale of 0-3 while the measure
is {dimensionless}. The capability maturity levels of an organization range from 0
for an organization with no capability maturity up to 3 for an organization with the
highest level of capability maturity [152].

C. Management commitment: is the continuous support and involvement of executive
strategic management based on acknowledged benefits in the implementation and
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maintenance of a system under development. Management commitment is measured
on a scale of 0-2 and measured as {dimensionless} [86].

D. Process improvement cost: refers to the total cost of resources in terms of wages,
documentation, development, training technology and initial set-up costs to undertake
process improvement. The costs are measured as currency in {US Dollars}.

E. Customer satisfaction: is the degree to which customer expectations of a product or a
service are met or surpassed and it is measured based on a scale of 0-2 {dimension-
less} [150].

F. Process rigor: is the level of thoroughness that a process adheres to established
standards when effecting or implementing process improvements. Process rigor
reduces ambiguities and improves clarity and accuracy of the requirements during a
process improvement project. The unit of measure of process rigor is on a scale of 0-2
{dimensionless} [84].

G. Errors observed: are defects identified by the requirements engineering stakeholders
during the review process or during maintenance. The unit of measure is {Require-
ments}.

In system dynamics modeling, a model cannot exist without first defining the problem
which is defined as the resulting behavior of the interaction between variables [139].
The problem can be represented in form of patterns using BOT graphs also referred to
as reference modes. They are graphical representations of mental models that fit the
quantitative behavior of the variables as experienced in practice and/or documented
in literature [126, 175]. BOT graphs are usually derived from historical data although
in the absence of such data, literature resources in combination with experts’ opinion
can be resourceful in informing the pattern of the BOT graphs. BOT graphs are an
abstract representation of the analysed information and the future that can be inferred
from it [139].

The behavioral pattern of the seven key RPI variables displayed by the BOT graphs
in Figures 5.1 and 5.2 was derived from the transcribed interview data with the 10 Dutch
experts described in Section 5.3. This was complemented with findings from literature
review in order to develop the BOTGs that could be compared with simulation output
of the developed RPI model in Chapter 8. The comparison enables the researcher to
create a level of confidence in the developed RPI model [126]. The aim of BOT graphs is
to depict the behavioral change patterns of the variables of interest over time. On the
horizontal axis is the time variable (weeks in this thesis) plotted against the behavior
variable on the vertical axis (Process Performance in this thesis) of the RPI variables
changes over time [126].

The graph in Figure 5.1 shows a mixture of growth and declines in management
commitment, process capability index, process rigor and customer satisfaction. These
variables are dimensionless and have a scale ranging from 0 to 4 on the process performance
axis. Management commitment, process capability index, process rigor and customer
satisfaction are among the factors that have a major impact on process improvement
as examined by [125]. The graph illustrates an improvement in the variables over the
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Figure 5.1: Reference Modes for management commitment, process capability index,
process rigor and customer satisfaction

time of the project. Initially, at the start of the project, there is a declining trend in
customer satisfaction while the trends of the other variables are gradually increasing due
to the project start up dynamics that would result in customers observing inefficiencies in
the process. However, towards the end of the project, all variables attain a stable state
after issues have been resolved. Increasing levels of customer satisfaction are attributed
to higher management commitment and process rigor. In Figure 5.1, the influence of
productivity of the requirements engineers on the process capability index is partly due to
the extent to which management is committed to the improvement process, and to which
extent the requirements engineers adhere to the standards and procedures that are set.

Figure 5.2 indicates a combination of variations and trends in process improvement
costs, errors observed and productivity of the requirements engineers over a period of
time. The productivity of the requirements engineers is initially constant at the beginning
of the process improvement project but declines as a result of having new engineers on
the project who do not have experience in process improvement and therefore make
many mistakes. This effect translates into increased errors and process improvement
costs. However, productivity later increases after the engineers have gained experience
and familiarized themselves with the improvement process which significantly reduces
the errors observed. There is also a reduction in the cumulative process improvement
costs as no more engineers are hired. The variations in the behavior of the variables over
time, as presented in Figure 5.1 and 5.2, form a basis for effective understanding by RPI
stakeholders through exploring the dynamics that exist amongst these variables [184].

System dynamics based analytical tools have been used to support shared understand-
ing of the domain knowledge and the underlying structure [178]. The graphs provide
insight into the underlying dynamics that exists in RPI. Although the BOT graphs give
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Figure 5.2: Reference Modes for productivity, process improvement cost and errors
observed

us an indication of the behavior of each variable over time, the nature of the relationship
between the variables in regard to process improvement (i.e., given our assumption that
the variables could behave differently when analysed together as opposed to analyzing a
single variable over time), is not known. For example, to what extent does the behavior
of each variable vary from the BOT graphs when all the variables are analysed together
during process improvement? In Section 5.5 we develop a dynamic hypothesis related to
these questions. The causal loop diagram (CLD) presented in Figure 5.3, demonstrates the
interactions between the key RPI variables. The interaction between these variables are
responsible for the emerging behavior of variables over time as a result of the improvement
process.

5.5 Dynamic Hypothesis of RPI
The primary cause of project failure is often a result of management being unable to detect
changes in the dynamics of the process improvement variables in time and therefore fails
to make adjustments in the strategy to correct the problems [128, 135, 144, 169]. Previous
studies indicate that management’s inability to detect problems in time is attributed to its
cognitive representations that constrain organizational behavior and limits management’s
ability to make effective strategic changes [128,169]. The delay in making timely strategic
decisions results in perceived short term success but long term project failure [135,169].

Knowledge on why projects fails as a result of investing in short term rather than long
term solutions has been articulated by various researchers [128,144,169]. Two different
perspectives have been developed to explain this phenomena and its consequences; that
is single loop learning that aims at solutions that improve existing knowledge (short
term) [105,128] and double loop learning that aims at solutions that result in the acquisition
of new knowledge (long term) [128, 144]. Nakamura and Kijima [105] explain that
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sometimes single loop learning may override double loop learning since the benefits of
single loop learning are realised in a shorter period. However in reality, double loop
learning procedures are envisioned to yield poor results in the short run but the returns are
likely to be greater for the organization in the long run [128]. Despite such developments,
no research has been done to analyze the relationships and the dynamics that exist
between the requirement process improvement variables [119, 136] for long term cost
effective RPI decisions [128,144,169].

Process improvement involves a number of interrelated processes that are characterized
by feedback and non-linear effects over time. In this regards, this thesis explores the con-
ditions and processes under which management considers short term process improvement
solutions. We also explore the possibilities of top management to make timely strategic
interventions in the event that there are changes in the improvement process. A process
theory [167] is developed based on the system dynamics simulation modeling approach.
Using this approach we explain the dynamics of RPI that either cause project failure
and/or result in a satisfactory balance between cost, schedule and quality for successful
process improvement.

In a typical requirements process improvement problem, variations exist between the
process variables due to the lack of access to timely and accurate information, delays
in communication of errors and excessive rework. These symptoms are a result of the
interaction between RPI variables including customer satisfaction, process capability
index, process rigor, errors observed, process improvement costs, productivity of REs, and
management commitment [184,186,187]. Despite these variations, process improvement
organizations, mainly hire more people as the solution to having requirements processed
in time. However, this kind of solution often comes with unintended consequences because
the projects are still not completed in time. To resolve the recurrence of the problem, there
is a need to make decisions based on the structure and typical behavior of the requirements
process improvement process if process improvement is to be done successfully [135].

The CLD presented in Figure 5.3 is a high level abstraction of the RPI model that
provides a systemic and descriptive view of the key RPI variables in practice that influence
the decision making of stakeholders during RPI [184]. It visualizes the high level cause-
effect relationships that exist between the seven (7) key variables as identified from
literature and in practice [130,155,184,187].

The CLD in Figure 5.3 indicates the direction and polarity (+/-) of each loop. The
(+) at the end of the blue arrow implies that the relationship between the two variables
is a direct relationship, so an increase in one variable increases the variable that it affects.
The (-) at the end of the red arrow implies that the relationship between the two variables
is an inverse relationship, so an increase in one variable results in the reduction of the
variable it affects and vice versa. The CLD also consists of two (2) balancing loops and
one (1) reinforcing loop that explain the dynamics of RPI. A reinforcing feedback loop
(R) represents growth or declining actions while a balancing feedback loop (B) is a goal
seeking loop that seeks stability of the growth or declining actions. The double line
marks on some of the relationship arrows in Figure 5.3 indicate that there is a time delay
between the variables. These indicate that the effect of that relationship is not obtained
immediately but after some time. For continuous process improvement, interventions
have to be carried out on the reinforcing loop variables so that there exists a balancing
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Figure 5.3: A dynamic hypothesis for RPI. Adapted and modified from [184]

effect of the loop structure with that of the balancing loop to avoid causing a system
burn out or end in chaos. The loops in the CLD are: Management Intervention (R1):
G-B-F-G; Process Improvement (B1): A-G-B-A; Quality Control (B2): G-B-C-A-D-E-G.

Quality control is an important aspect in any profitable organization because without
quality, the organization will not have a competitive edge in industry [40, 58, 183]. To
this end, various studies have revealed that quality control should be adhered to by
all employees of any organization as improvement is a continuous process whose efforts
have to be standardized for projects to be successful [48,106,147]. A number of quality
control measures and standards that are mainly statistical based have been put in place as
described in Section 2.3. Total Quality Management, that is a people focused management
system is aimed at increasing customer satisfaction while continuously reducing the process
improvement costs [177]. This approach is grounded in the system approach in which all
the variables for process improvement are integral to ensuring the success of RPI. With
the Six Sigma methodology, the aim is to increase customer satisfaction through making
decisions that minimize defects. This is done by identifying the root causes of problems
in order to come up with measures that will prevent the problems from reoccurring [106].
To support the quality control philosophy, the International Standards Organization
also develops a series of quality management standards that are continuously revised
over the years, like ISO 9000-9004 [177]. To ensure that the organizations adhere to
the set standards during the course of process improvement, management should be
fully committed to the project [183]. Deming [40] emphasizes the role of management in
creating a culture that enables employees to adhere to the set standards. The culture
should be integrated with training the employees in order to improve the productivity of
the employees.

In the quality control loop, the dynamics of quality control and management is
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captured. The aim of quality control is to reduce the number of errors in the requirements
specification. When management is committed to the project, they put measures in
place like training to increase the productivity of the engineers [40,183]. An increase in
productivity will with a delay increase the level of process rigor (adherence to standards)
that the engineers have when undertaking process improvement activities. This will
in turn reduce the number of errors in the specification. The process of adherence to
standards results in a a decline in the number of errors which implies that the process
improvement (PI) capability of the organization has improved. When the PI capability
improves, the level of customer satisfaction increases as they have confidence in the PI
organization. An increase in the level of customer satisfaction will eventually reduce
the level of management commitment and this will feedback into management reducing
its pressure on further increasing the level of productivity of the engineers, hence the
balancing loop.

When management intervenes (in the management intervention loop) towards increas-
ing the level of productivity, this comes with cost implications as a result of the training
costs incurred. The increase in process improvement costs could have a negative influence
on the level of commitment that management has towards process improvement, although,
as the level of productivity improves, the costs will eventually go down. Intervention by
management to increase the level and quality of productivity is triggered by an increase
in the number of errors observed in the requirements specification. When the level of
productivity increases, the number of errors observed reduces as presented in the process
improvement loop. This case presented illustrates that the analysis of the feedback loop
structures, provide insights in the impact of each variable on the RPI, making it possible
to understand how the process behaves, should there be a change in one or more variables.

The loops show the interrelationship between the variables and the linkages provide
insight into the structure of the RPI process. Analyzing the behavior of each of these
loops is key to understanding the impact of changes in one or more variables on the
model behavior and the limits within which cost effectiveness can be achieved. The
behavior of the RPI process can not be inferred from the CLD in Figure 5.3, therefore
there is a need to use computer simulation in order to do so. This thesis uses simulation
modeling that involves the use of stock and flow diagrams, equations, and the Vensim
simulation environment to generate insight into the behavior of RPI as will be described
in Chapters 7 and 8.

5.6 Conclusions
This chapter investigated the key variables that influence the success of RPI and established
seven key variables that are of importance to RPI. These variables were validated through
data collected from field studies in which ten RPI experts participated from both industry
and academia in the Netherlands. The behavior over time of each one of the seven variables
was then defined using BOT graphs that were derived from literature and compared
with the RPI experts’ mental models. This led to the next phase; the development of a
dynamic hypothesis, which helped in enhanced understanding of the RPI problem and
the relationships that exist between the RPI variables. This line of thinking is supported
by experts during the field studies when they affirmed that RPI will fail if there is lack of
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communication and understanding between the RPI stakeholders about the improvement
and what their role is in the improvement process. Communication should not only
be done internally within the improvement organization but it should also involve the
customers.

The dynamic hypothesis gives us a basis for the development of the RPI model that is
discussed in Chapters 6 and 7. The RPI model is a means to understanding the insights
generated by the dynamics of the key RPI variables.



Chapter 6

RPI Model Conceptual Design

The third phase of the dynamic synthesis methodology is system dynamics model building.
System dynamics model building starts with a qualitative model that describes the relation-
ships between the variables in the model. The qualitative model is then transformed into a
quantitative simulation model that incorporates mathematical relationships between the
variables. In the preceding chapter key variables that have to be analyzed when determining
cost effective decisions for process improvement, were defined. The relationships that
exist between these variables at a high level have also been described using a dynamic
hypothesis. In this chapter, definition of the scope of RPI and an investigation of the
detailed relationships that exist between the sub-variables of the key RPI variables to form
a qualitative model, is done. A survey was carried out using practicing RPI experts to
validate the sub-variables together with the relationships that exist between the variables.
The results of this investigation are used to describe the structure of the RPI process
which provides the foundation for the qualitative model. This forms later the basis for the
development of the quantitative RPI simulation model.

6.1 Introduction
The major cause of failure of process improvement projects can be attributed to un-
timely and costly decisions that result into delayed projects with budget overruns and
compromised quality [50,107]. Previous studies focused on emphasizing cost evaluation
without considering a balance between schedule and quality which are also key to the
success of RPI [64, 144]. Such an approach makes it difficult for management to have
insight into the dynamics that result from the interaction between all the RPI variables.
Management often realises the negative consequences of these dynamics too late, when
the project cannot be recovered by any form of interventions any more [125]. In order
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to address this challenge, this thesis seeks to uncover the underlying dynamics of the
interrelationships and feedback that exists among the key variables for RPI in order to
help RPI stakeholders (Table 5.1) make more informed decisions for cost effective RPI.

This chapter deepens our understanding of the (feedback) relationships that exist
between various RPI variables, provides insights into the problem at hand, and further
addresses management concerns. As such the third research question is answered: What
modeling process can be used to generate better understanding required of RPI dynamics?
A more specific research question is proposed and addressed in this chapter. How do we
design a conceptual model for RPI using a system dynamics based approach?

We start by illustrating the RPI organizational system structure and its main sub-
systems in Section 6.2 as conceptualized from the literature. In Section 6.3, we present
the results of the field studies that were conducted to validate the structure of the RPI
model and its variables. The conceptual model, also known as the causal loop diagram
(CLD), that emerged as a result of the validation of the relationships between the RPI
variables is presented in Section 6.4, and conclusions are drawn in Section 6.5.

6.2 System Structure for Requirements Process Im-
provement

All dynamic systems have a structure or boundary within which the behavior of the
system is generated [4]. Therefore, when creating a system dynamics model for the RPI
feedback model, a clear definition of the system boundary (organizational structure)
is needed. The model boundary includes key RPI processes described as sectors and
activities that take place between the sectors [187]. The model boundary presented in
Figure 6.1 shows the key processes (sectors) with some sub-processes within each sector
and activities that take place between the RPI sectors, presented using arrows. The RPI
model boundary was reviewed during several meetings with practicing RPI experts to
ensure that key processes and information flows were within the scope of RPI and in
the context of the research problem being addressed. This provided a basis for a more
detailed understanding and formal description of the RPI process.

The RPI model boundary (organizational structure) in Figure 6.1 is made up of two
major components; the process improvement organization/ department and the customer.
For process improvement to be considered successful, the process improvement organiza-
tion has to take into account both the internal organization processes and its external
factors [163]. The customer who can be an individual or an organization is an external
entity to the process improvement organization and has an influence on processes within
the process improvement organization/department. The customer organization is also
influenced by processes within the process improvement organization/department [163].
The process improvement organization/department is made up of three sectors that are
interrelated while the customer as an external entity is a separate sector. Figure 6.1 shows
four sectors which are explained below:

1. The productivity of engineers sector represents the hiring and training of require-
ments engineers on a project. This sector monitors the rate at which requirements
engineers gain experience in carrying out process improvement activities. In practice
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this sector also determines the (additional) number of requirements engineers that
are to be hired on the project.

2. The rework and effort management sector works in an iterative way to manage the
requirements specification document until it is approved by the customer. In this
sector, errors in the requirements are identified (either by the team or the customer)
and improved by the requirements engineers during the requirements review and
rework process.

3. The customer sector which is the key external sector to the RPI organizational
structure, describes customer behavior by showing the extent to which customers’
expectations of a requirements specification are met (or surpassed). The customer
is concerned about the quality (to describe how the variable is attained in the formal
model) of the requirements specification.

4. The management and planning sector is used to measure the financial performance of
the RPI project as well as the extent to which management intervenes by investing in
process improvement. In this sector, the factors that determine financial performance
include the total cost of resources in terms of salaries and cost overruns.

Figure 6.1: Conceptual model and structure of the RPI process as adapted from [187]

A number of activities take place between the sectors during RPI. Some of the activities
include process improvement (correct processing of requirements) that are triggered by a
number of sub-processes like requirements review and errors observed within the rework
and effort management sector. These sub-processes are supported through training that
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is required to ensure that the requirements engineers become experienced and efficiently
manage the remaining work (in the rework and effort management sector).

The output of the rework and effort management sector are improved requirements
which are forwarded to the customer sector (which is external to the process improvement
organization) for final approval (i.e. quality assurance on the customer’s behalf). If the
customer is not satisfied with the requirements, change requests are forwarded back to
the rework and effort management sector for further improvement. Hence they become
additional work to the process improvement organization. This is an iterative process,
continuing until the project is considered completed. In addition to the quality assurance,
there can also be consultations between management and the customer regarding financial
issues like additional budget. However, this does not regularly happen for short to medium
sized process improvement projects characterized by short time horizons [127,156]. As
such, since our focus is on small to medium sized process improvement projects, we do
not consider such consultations.

In the management and planning sector the initial budget is set and dynamics of the
budget drain are monitored as the process improvement project progresses. Management
interventions for enhancing process improvement are also determined in this sector. The
structure of the RPI process and the dynamics that exists between the aforementioned
RPI sectors cannot be explained directly through describing the relationships that exist
within the RPI system scope at such a high level. To enable improved understanding of
the RPI system, input and process variables are proposed whose interrelationships have to
be established in order to attain the output variables that are of interest in the research.

This thesis incorporates some model structures based on previous system dynamics
process models that have strong linkage to this research and on data obtained from the
field studies described in Sections 6.2.1 and 6.2.2. The model structures that have been
incorporated include software project dynamics [3, 127], the dynamics of research and
development [131,156], REPSIM [176], and general process improvement [104,156,169].
The input variables are presented in Table 6.1 and the process variables in Table 6.2.
The output variables presented in Table 6.3 are among the key RPI variables that were
defined in Chapter 5. For the sake of being concise, the list of variables is not exhausted.
Instead, selected variables are presented from each one of the 6 RPI sectors in the next
sections. The complete list of all the variables is described in Appendix B. The variables
including their measurements were validated through field studies by the RPI experts.

6.2.1 RPI Model Input Variables
Table 6.1 illustrates the input data variables for the RPI model that were observed from
extensive literature review and/or from the field studies with their measures [169,187].
The “Measure” column represents the unit of measure of the variables for the RPI model.
This also holds for Tables 6.2 and 6.3. The variables that have their unit of measure
as “dimensionless” tend to be fractions (e.g. the internal error fraction which refers to
the fraction of industry average errors found in an internally approved requirements
specification document [176]). In the “Field” column the letter (Y) denotes a variable that
was observed during the field studies and (N) denotes a variable that was not observed
during the field studies. This holds for Tables 6.2 and 6.3 as well.
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The input variables (i.e., exogenous constants) are key in determining the RPI
model output variables discussed in Section 6.2.3 and the process variables discussed in
Section 6.2.2. They are treated as exogenous constants during model simulation and can
also be varied based on the scenario that has to be simulated over time. Relationships
and feedback loops between these variables were identified from the various stakeholders
during the field studies. The identified relationships and feedback loops were used for RPI
modeling in the system dynamics simulation environment demonstrated in Chapter 7.
The formulation and description of all the RPI model variables is done in Appendix B
where the quantitative model is described.

Table 6.1: Input data variables for the RPI Model

Sector Variable Measure Reference Field

(Y/N)

Productivity of

REs

1. Maximum number of requirements en-

gineers

persons [169] Y

2. Hiring delay weeks [104,131] Y

3. Training delay weeks [104,131] Y

4. Nominal productivity of rookie REs reqts/person/week [131] Y

5. Nominal productivity of experienced

REs

reqts/person/week [131] Y

6. Reallocation delay weeks [9, 131] Y

Rework and

effort manage-

ment

7. Initial requirements for review requirements [178] Y

Management

and planning

8. Nominal rookie RE salary USD/person/week Y

9. Nominal experienced RE salary USD/person/week Y

10. Initial budget USD [9,131] Y

Customer 11. Perceived customer adjustment time weeks [176] N

6.2.2 RPI Model Process Variables
The process variables are a representation of the activities and/or transformations that
take place within the RPI model as a result of the interaction between the variables [187].
These data variables captured from both literature and field studies are presented in
Table 6.2. The formulation of the process variables will be presented in Section 7.3 and
the description of all the model variables done in Appendix B where the quantitative
model is described.
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Table 6.2: Process variables for the RPI Model
Variable Measure Field (Y/N)

1. Rookie RE hiring rate person/wk Y
2. Gaining experience person/wk Y
3. Additional REs required person Y
4. Normalized work remaining requirements Y
5. Internal error fraction dimensionless Y
6. External error fraction dimensionless Y
7. Budget overrun dimensionless Y
8. Change in perceived customer satisfaction dimensionless/wk Y
9. Change in customer review experience dimensionless/wk Y

6.2.3 RPI Model Output Variables
Based on the inputs and process data variables presented in Table 6.1 and Table 6.2, the
RPI model makes computations whose output are the key performance indicators (KPI)
of the RPI model. The KPIs are presented in Table 6.3 [187]. Note that management
commitment is captured as management intervention because when management is
committed to a process improvement project, then it comes up with the most appropriate
interventions for its success.

Table 6.3: Output variables for the RPI Model

Variable Parameters Measure Field
(Y/N)

1. Total productivity requirements/week Y
2. Management inter-

vention
Low, Medium, High dimensionless, scale

0-1
N

3. Process rigor Low, Medium, High dimensionless, scale
0-1

Y

4. Customer satisfac-
tion

Low, Medium, High dimensionless, scale
0-1

N

5. Process improve-
ment costs

USD Y

6. Errors requirements Y

From the field studies as will be discussed in Section 6.3, it was acknowledged that
the input variables presented in Table 6.1 and the process variables presented in Table 6.2
are interrelated as a result of RPI being a complex and dynamic process. Therefore in
order to determine cost effective decisions for RPI, there is a need to understand and
validate the cause-effect relationships between the variables [125,137].

The variables and the (feedback) relationships that exists between them form the
structure of the model. Validation of the relationships and feedback structure is important
for building confidence in the model structure before the behavior of the model is tested [13].
The output variables presented in Table 6.3 serve as the key variables whose behavior is
tested against model behavior.
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6.3 Data Collection for RPI Structure Validation
This section discusses the validation of the structure of the RPI model, referred to as
structural validation in system dynamics [14, 35, 55]. Structural validation refers to
establishing that the relationships used in the model are an adequate representation of
the real-world relationships, with respect to the purpose of the study [14]. Field studies
have been recognized as the most effective way of validating the quality of conceptual
frameworks because practitioners in the area that is being investigated should have a
common view of what constitutes good practice [102]. Therefore field studies were used
to validate the conceptual model of RPI and they were carried out through conducting
interviews with 6 practicing RPI experts. The purpose of this study was to: i) validate
the relationships that exist between the RPI variables; and ii) get feedback from the RPI
experts on the relevance of the RPI model to what is used in practice.

In the previous chapter in Table 5.1, a description of the RPI stakeholders with their
different view points with respect to their interests in the success of RPI is given. It was
on the basis of the description of the RPI stakeholders in Table 5.1 that the RPI experts
who participated in the field studies were selected.

6.3.1 Procedure for data collection
The Delphi method [33] was used as a structured group communication method, because
of its suitability in situations where one requires subjective judgment from experts for
complex problems that have incomplete knowledge [38,85,111]. The method is carried
out through developing a series of questionnaires and obtaining controlled feedback.
Various researchers state that the results of Delphi method are considered reliable if
the participants are experts as compared to novices [41,85]. For this research, experts’
opinion was required through group consensus to help in the validation of the most
important variables for RPI and the relationships that arise from the interdependence
between these variables. The Delphi method has also been acknowledged for offering
reliability and generalization of the outcome through the iteration of the data collection
rounds [38]. The research problem addressed in this thesis is characterized by: putting
together the structure of a model, developing causal relationships of complex economic or
social phenomena, and clarifying real and perceived human motivations [111,187]. The
Delphi method was suitable for this research since the characteristics of the research
problem are among the characteristics of problems solved using the Delphi approach.

In order to control the level of expertise, potential respondents were asked to associate
themselves with one of the categories of RPI stakeholders as described in Table 5.1
before filling the questionnaires. The categories of RPI stakeholders included process
improvement experts, quality assurance managers, requirements engineers and project
managers because of their different view points in regard to their interests in the success
of RPI. A knowledge resource nomination worksheet was generated in which the potential
requirements engineering experts for participating in the Delphi method [111] were
identified. The choice of the experts was based on their years of experience (i.e more than
10) in requirements engineering and process improvement.
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6.3.2 Selecting Experts for Interviews
The selection of the experts to participate in the interviews was based on purposive
sampling, a technique recommended for selection of samples for the Delphi method [85].
The procedure for the selection of the RPI experts described in Table 6.4 is taken
from [33, 85]. 15 experts were identified to participate in the validation process of the
descriptive model for RPI of which 6 participated up to the end of the process.

Table 6.4: Selection of experts for participation in the validation of the descriptive model

Method Outcome

a. Literature review to compile a list of criteria

for selecting potential requirements process

improvement experts.

A list of criteria on which selection of experts is based
e.g.

1. Is the person a RE practitioner?

2. What is their role in RPI based on Table 5.1?

3. How many years of experience?

4. How many projects have they participated on?

5. What was the size of the project?, etc.

b. A LinkedIn search for the profiles of prac-

titioners for evidence of experience with

requirements management and process im-

provement was conducted

A report of 20 practitioners and their experience

taken from the experts’ specialty and recommenda-

tion fields of LinkedIn.

c. Evaluation of the potential experts was based

on their contribution to requirements man-

agement and process improvement body of

knowledge

Experts were rated on the suitability-to-study scale

(1= Not useful, 2= Fairly useful, 3=Very useful).

d. The potential of the experts was reviewed in

a team, that is the researcher and supervisors

A list of 15 potential experts to invite for participa-

tion was agreed upon

e. Experts were sent invitation messages on

LinkedIn for participation with an explana-

tion of the purpose and scope of the study

and request for email address for further com-

munication.

Acceptance of participation in the study.

More specifically, invitations were sent via LinkedIn to 15 experts who were identified
as potential candidates for the study. The message included the purpose of the invitation
which was to participate in the study and a request for the participant’s email for
further communication about the study. 8 positive responses were obtained, which made
the response rate 53%. This is an acceptable number for the Delphi technique as the
recommended panel size for the Delphi method ranges from 7 to 30 experts [38, 85].
Among the respondents, there were 2 requirements process improvement expert, 3 project
managers, and 3 quality assurance managers. All the respondents had over 10 years
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working experience in the software development domain. To maintain professional integrity
the identity of the experts and their respective organizations are not disclosed in this
thesis due to confidentiality.

6.3.3 Set-up of the discussion forum
For this study a questionnaire was distributed among the experts. The questionnaire
contained an introduction about the research and the purpose of the study. It stated what
the targeted audience was and gave guidelines that were to be followed when interpreting
the causal loop diagrams (CLDs). The questionnaire had structured questions on a part
that was related to the CLDs and closed ended questions on the other part that was
aimed at determining the relevance of the relationships of the RPI variables. The full
questionnaire can be found in Appendix C.

Six experts responded, hence a responses rate of 75%. This is considered very good
for round one of the Delphi method [38, 85]. The experts came up with independently
generated opinions to the questionnaire. The responses were analyzed based on the view
points of the RPI stakeholders who were involved in the study. Among the responses that
were given, one process improvement expert stated that some of the insights generated
from the CLDs reflect what happens in reality. However, there are some relationships in
the RPI model that the experts recommended for revision. An example is the relationship
between productivity of requirements engineers and process improvement costs that was
a direct relationship in the questionnaire, but some experts acknowledged the relationship
as a negative relationship based on practice. One respondent explained:

“Productivity of requirements engineers does not increase process improvement
cost, but reduces it if we assume there is some reasonable optimal productivity
level then the closer we are to this level the less we want to improve because
we are close to the target level. In addition, if we increase the productivity of
requirements engineers into infinity, the cost of such improvement would be
increasing into infinity, additionally it would be hard to avoid decline of other
parameters, such as increase of number of errors observed, however such a
scenario is against the fundamental aims of process improvement.”

This line of argument contradicted the direct relationship between productivity of REs
and process improvement costs in our dynamic hypothesis in Figure 5.3.

The expert’s assumption of an optimum productivity level is applicable to large process
improvement organizations that have streamlined processes and higher levels of organiza-
tional maturity [125]. However, for small to medium sized low maturity organizations,
increasing productivity with the existing resources is almost impossible [138]. The small to
medium sized organizations have to invest in hiring and training of requirements engineers
to acquire process improvement skills. This is costly and will significantly increase the
process improvement costs in terms of training costs and salaries [156]. Although it is
known that improvement costs will reduce when the engineers have been trained and
acquired the skills for carrying out process improvement, organizations are reluctant
to invest in such ventures. They are referred to as risky because various reports have
been published on the failure of process improvement projects [50, 62, 107]. This was
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confirmed by most experts who said that organizations are not willing to undertake
process improvement projects because the returns on investment are not guaranteed. This
uncertainty by process improvement organization stems from the fact that they do not
have insights in the dynamics of process improvement. In case of a real life scenario of
RPI, this example represents miscommunication and misinterpretation of RPI issues that
can arise between multiple stakeholders during RPI decision making. This scenario shows
the need for a model that aids in a common understanding of RPI.

One of the reasons for developing system dynamics models is to test propositions
derived from the dynamic hypothesis in Section 5.5 [176, 187]. We maintained the
relationship between productivity and process improvement costs as a direct relationship
for us to test this proposition after the development of the RPI model.

The responses to the first questionnaire were summarized and synthesized. A feedback
report together with a second questionnaire were then sent to the experts. The second
questionnaire addressed the concerns that were raised in the initial questionnaire and in
round two of the Delphi, the 6 experts who responded to the initial questionnaire were
asked to validate the corrected relationships between the variables. The experts were
asked to independently prioritize the opinions in the second questionnaire and mail their
responses back. The response rate for the second round of the Delphi was 100%. The
experts validated the relationships of the variables in the CLDs. The short questionnaire
addressed the understandability, completeness and relevance of the model (See detailed
responses in Section 6.3.5). Finally, a summary was written and a feedback report was
sent to the experts as an acknowledgement for their participation in the study.

6.3.4 Evaluating the Model
A comparison of the initial CLDs that were sent to the respondents and the final CLD
that was validated revealed that there was no significant difference. Among the priority
opinions that they voted for was their evaluation of the RPI descriptive model. The
questions were subjective. One of them had multiple choice questions that was captured
using a Likert scale of 1-5 [87]. The levels were Strongly Agree, Agree, Neutral, Disagree,
Strongly Disagree.: Are all the variables in the descriptive model relevant for requirements
process improvement? Out of the 6 respondents; 1 strongly agreed, 4 agreed and 1 was
neutral. Therefore 83% of the respondents acknowledged the variables for RPI in the
model as relevant for RPI.

The experts were also asked whether the model represented realistic interrelationships
of the RPI model. 5 out of the 6 respondents agreed which was also 83% level of agreement
but the 6th respondent had reservations stating that; “the relationships depend upon the
organization that is carrying out RPI.” The reason given was that some organizations are
process-oriented, while others think processes are time consuming. Organizations that
have good working processes do not continually change their processes and therefore the
costs do not change. This supports our observations in Chapter 5 where the experts said
that organizations with good process improvement practices do not incur high process
improvement costs, however a point to note is that such organizations are rare and usually
at Level 3 or 4 of the CMM.
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6.3.5 Observations and Recommendations
One of the experts advised that the profitability of a product is an important complement
to process improvement costs because it gives the foundation to carry out process
improvement. He however, pointed out that product profitability suffers from lower
maturity level practices because it very much depends on the maturity of the organization.
Therefore, low maturity organizations would not be able to capture data on this variable.
The projects for such organizations run for such a short time and profitability is not likely
to have any influence (especially not in small organizations). One can only know if profits
were made after the project has finished. Process quality was also emphasized by some
experts as a variable to be included in the RPI model. Process quality in the model is
determined in relation to the error fraction. The higher the error fraction the lower we
perceive the process quality to be and vice versa. Complexity of the requirements process
was also indicated as a variable that has influence on the success of RPI. The process
should not be too complex, but also not too simple as both situations would decrease
quality of the final product, increase overall cost and decrease customer satisfaction. The
process improvement project we consider is of medium complexity since it is for a small
to medium sized organization.

6.3.6 Threats to Validity
The potential threats to validity for the field studies carried out were addressed according
to [99,181]. In order to test for the reliability and consistency of the draft data collection
instrument [33, 111], a pilot study was carried out using 2 university staff (one academic
and another a requirements engineering consultant), who have knowledge on require-
ments management and process improvement. The staff identified some ambiguities and
inconsistencies in the draft data collection instrument that were revised before the data
collection instrument was sent out to the participants of the study.

The participants in this study were RPI experts from different organizations and
with varying experiences in RPI. In the invitation messages, the potential candidates for
participation were informed about the categories of the RPI experts and whether they
rated themselves as experienced enough to be considered experts. All the participants
qualified as experts, given that this was established prior to sending out invitations.
Experience of the participants cannot therefore be a threat to validity in this study.

The participants evaluated the relationships that exist between RPI variables. The
results of such an evaluation are subjective and therefore experts can come up with varying
responses about the relationships, based on their vast experiences. In such cases, the
validity of the results can be questioned. To address this concern, the Delphi method was
used to come to a consensus on the similarity in the relationships between the variables
by providing the participants with feedback throughout the Delphi rounds until all the
relationships were consistent.
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6.4 RPI System Structure Causal Loop Diagram
The complexity of RPI unfolds overtime and therefore it is necessary to develop a
dynamic model of the underlying structure of RPI. System dynamics (SD) is a simulation
modelling approach that is effective in generating insight into the dynamics that exist
among complex processes that are characterized by feedback, time delays, and non-linear
effect [128,135,169]. This is done with the aim of obtaining an improved understanding
of the behavior of the system in order to support the decision making process that leads
to system improvements [21,175]. In this section we discuss the dynamics of RPI after
validating the relationships between the variables presented in Tables 6.1, 6.2 and 6.3. The
structure of the RPI model (conceptual model) was developed to enhance understanding
of RPI’s interrelated components. This was done by constructing the causal loop diagram
(CLD) in Figure 6.2 which gives an overview of the RPI process depicting the most
important variables. The CLD was presented to RPI experts by means of individual
interviews to ascertain whether the relationships between the variables were in sync with
RPI practice. Figure 6.2 captures the dynamics of the RPI model in three feedback loops.

The box variables represent accumulations in the model whereas the rest of the
variables are either constants or auxiliary variables. The arrows represent rates that
change the values in the box variables while the the clouds represent the variables from
which the rate starts (source) or ends (sink). The sources and sinks are outside the
boundary of the model in description. Given that Figure 6.2 gives an overview of the
dynamics of RPI, note that the stock adjustment times were excluded. However, a detailed
description of the model that includes all the adjustment times can be found in Appendix
B.

Figure 6.2: An overview of the dynamics of Requirements Process Improvement

First, the balancing work capacity management loop demonstrates the fixes that fail
situation in which the number of requirements engineers on the project team determines
the level of productivity that the engineers can achieve on a RPI project [127,187]. The
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more engineers we have on the project, the higher the productivity will be resulting into
more work done. The importance of having the right work force (particularly experi-
enced engineers) on process improvement projects for their successful implementation,
is emphasized by [64] who state that “experienced people in process improvements are
critically important for its success”. The work capacity management loop simulates a
situation in which additional requirements engineers can be hired on the project based on
the productivity of the current number of engineers and the amount of work remaining.
However, as the amount of work remaining on the project decreases, the number of
additional requirements engineers required will also decrease until there is no more hiring
of requirements engineers on the project.

The short term RPI solution is a reinforcing loop and involves the effect of communica-
tion overhead on the engineers’ level of productivity. An increase in the project team size
increases the communication overhead. Communication overhead is associated with the
exchange of information among the requirements engineers on the process improvement
project [93]. This may result in the inefficiency of the requirements engineers hence
reducing the total productivity of the engineers. A reduction in the total productivity
increases the additional requirements engineers required to complete the RPI project and
therefore the hiring rate will increase and eventually the project team size will increase
further, hence the reinforcing loop.

The reinforcing fundamental solution loop involves the effects of management in-
tervention on the dynamics of RPI. Management intervention aligned with perceived
customer satisfaction will with a delay, improve process improvement. The interventions
management makes tend to regulate the number of engineers that can be hired on the
project based on other factors like the available process improvement budget which results
in more cost effective interventions for RPI than having hiring depend only on the work
remaining.

In reference to the self reinforcing dynamics of the “fixes that fail” RPI model structure,
it is difficult for management to achieve a successful process improvement in terms of
having a satisfactory balance between cost, schedule and quality. Management of an
RPI organization would therefore not benefit from making decisions for RPI based on
this structure. The dynamics of the fundamental solution to RPI loop is grounded in
previous studies that acknowledge the benefits of maintaining focus on the long term
solutions and disregarding the short term fixes if possible [128, 135, 144, 169]. In this
section, the difference between fundamental or long term solution and short term or fixes
that fail solution is articulated. Long term solutions are based on the concept of double
loop learning that is characterized by experimentation to generate new knowledge while
the short term fixes are based on the concept of single loop learning whose processes
have limits to learning since they only improve on the organization’s existing knowledge
base [105,144]. Following the distinction between the long term solution and short term
fixes, using single loop learning, it implies that an organization will repeatedly make
the same mistakes as the knowledge base does not change. On the other hand, using
double loop learning, with every new intervention new knowledge will be generated and
the organization is in a position to learn from its old mistakes. Double loop learning
therefore may be the means to avoiding continuous project failure. This implies that
new alternatives to RPI have to be sought if we are to identify the causes of continued
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RPI project failure despite the remedies that have previously been administered. In this
regards, RPI stakeholders may be in a better position to make informed decision for RPI
since their awareness of the causes of RPI project failure will be enhanced [128,186].

Although it is argued that double loop learning interventions by management [128]
will result in better process improvements, there is hardly any knowledge regarding how
and when to forfeit the “fixes that fail” structure once the negative returns on process
improvement set in. It is therefore important to understand the appropriate time at which
management can undertake cost effective decisions for RPI if it is to be successful. In
addition, the RPI experts during the field studies mainly argued that timely management
interventions are key to successful process improvement. RPI being a complex process
would benefit from the system dynamics modeling approach (described in Chapter 4)
which is ideal for investigating the interrelationships that exist among non-linear processes
that unfold overtime [128,156].

Constructing the CLD that captures an overview of RPI helped us to capture the
mental models of the RPI experts as well as inferences from literature. The CLD served
as a communication and unifying medium between the researchers and the RPI experts.
This helped us to clarify our knowledge and understanding of RPI which formed the basis
for developing a detailed formal model for RPI described in Chapter 7, Section 7.3.1.

6.5 Conclusions
This chapter investigated the dynamic complexity that exists between RPI variables. The
contributions in this chapter are the establishment of the system scope of requirements
process improvement, the determination of the input and process variables of the RPI
model, and the validation of the RPI model structure. The results show that there exist
(feedback) interrelationships between the RPI variables. The validation of the variables
and their relationships was done by RPI experts in an iterative way using the Delphi
method until consensus was reached. The developed CLD was also validated by RPI
experts as a means to ensure that it conforms to process improvement best practices.

We observed evidence of a lack of a common understanding between RPI stakeholders
during the validation of some of the relationships between the variables because RPI
stakeholders have different view points [5]. An instance was the relationship between
productivity and process improvement costs; some experts said there was no direct
relationship between the two variables while others said there was an indirect relationship.
The difference in view points about certain relationships was based on their interests in
RPI but they later came to consensus on the differing relationships after explanation and
feedback was given through out subsequent Delphi rounds.

The findings in this section can be used to improve RPI practice in the following
ways: understanding the (feedback) relationships that exist between RPI variables can
help RPI stakeholders generate insights into the dynamics of RPI, and be able to have a
common understanding about the decisions they make. Several variables that characterize
requirements process improvement have been identified and they can guide process
improvement organizations on what is required to effectively implement RPI. The field
results and the CLDs described in this chapter are used to develop the simulation model
for RPI as explained in Chapter 7.



Chapter 7

RPI Model Building

This chapter presents the development of the quantitative (formal) model for the underlying
RPI. The quantitative model is developed as the third phase of the Dynamic Synthesis
Methodology, which is applied in this research. The formal model builds on the qualitative
model (i.e. the causal loop diagram) described in Section 6.4. The development of the
quantitative model helps us to understand the role of key RPI variables on the RPI project
because it can be used to simulate the impact of the RPI variables on the success of RPI.
First, the chapter provides background information for the development of the model,
followed by a demonstration of the quantitative model development.

7.1 Introduction
In this chapter we present a detailed description of the RPI model structure with emphasis
on the most important variables. System dynamics model building is a simulation
approach that enables us to quantitatively capture the feedback that exists between the
variables of the RPI process, and to measure the impact of the variables on the success
of the requirements process improvement [54]. In Section 6.4, a CLD was developed
that qualitatively describes the structure of the RPI model, showing the main feedback
structures and interrelationships that exist between the variables of RPI [30]. This
improved our understanding of the dynamics between the RPI variables because a CLD is
a snapshot of the structure of the process that is being represented at that point in time.
It can be used to understand and quantify the dynamic impact of the variables on the
process, however, the CLD cannot be used to formally test the validity of the process of
RPI. It is important to determine the rate at which variables influence other variables in
the process [30]. Using simulations enables one to generate insights into the complexity of
the relationships between the variables especially when there are challenges in accessing
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empirical data [37, 54]. One of the limitations of developing the RPI model was data
used to populate the model. Collecting such data is very costly, consumes a lot of time
and would require dealing with an organization that is carrying out process improvement.
Model development was largely based on experts’ opinion during the field studies and
review of literature review because carrying out a real life process improvement project is
not practical.

Davis and Bingham [37] argue that simulation modeling begins with a research question
that reflects a deep understanding of the literature else the research lacks focus, theoretical
relevance and becomes conceptually complex. In order to further guide this research, this
chapter addresses research question 3: What modeling approach can be used to generate
the understanding required for the RPI dynamics? This question is answered by using
system dynamics simulation modeling to develop a dynamic RPI model. A quantitative
simulation model is implemented using stock and flow diagrams that are derived from
the qualitative CLDs. The stock and flow diagrams contain mathematical equations [30]
that describe the quantitative relationships between the RPI variables as discussed in
Section 3.2.3. The quantitative model can generate more insights that may not have been
discovered with the CLDs [104]. For example, the extent to which one variables influences
another during the process improvement. This chapter discusses the procedure for the
development of the quantitative system dynamics based RPI model.

The remainder of this chapter is structured as follows: Section 7.2 discusses the
requirements for a system dynamics based model development; Section 7.3 presents the
procedure for RPI model development using stock and flow diagrams; and Section 7.5
concludes this chapter.

7.2 RPI Model Development
The RPI system dynamics based model contains mathematical equations that are formu-
lated to describe the cause and effect relationships between all the variables for RPI. In
Section 3.2.4, the various system dynamics simulation software systems that are available
are discussed (i.e. Stella, iThink, Vensim and Powersim). The model was developed using
Vensim software. The Vensim Professional for Windows, version 6.3E, modeling environ-
ment was used to model and define the RPI variables together with their relationships. A
description of the system dynamics model components is given in Section 7.2.1. Section
7.2.2 discusses the numerical methods used in formal modelling, while Section 7.2.3
describes the assumptions on which the development of the RPI is based.

7.2.1 System Dynamics Model Components
The main ingredients of system dynamic models are stocks and flows. Figure 7.1 is an
illustration of a stock and flow diagram that comprises an inflow and outflow (depicted
as pipes with valves), and a stock represented by a rectangle. According to Maani and
Cavana [92], the simulation of a dynamic system requires the calculation of the values of
the stock at any time in the model. The simulation modeling environments mainly use
the following types of equations: integral, differential, logic, statistics, and special inbuilt
mathematical equations.
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Figure 7.1: A stock and flow diagram

The equations supported by the stock and flow diagram in Figure 7.1 are:

1. Integral equations used to compute the value of a stock at any time (t) and are
denoted by:

S(t) = S(t0) +
Z t

t 0
[I (� ) �O(� )] d� (7.1)

Where:
t0 is the start time of the simulation run,
t is the current time of the simulation run,
S(t) is the value of the stock at the current time t,
S(t0) is the value of the stock at the start time t0,
I (� ) is the value of the inflow at any time � between the start time t0 and the
current time t,
O(� ) is the value of the outflow at any time � between the start time t0 and the
current time t,
d� is a time step or change in time.

2. Differential equations used to compute the rate at which the value in the stock
changes at any time (t) and are denoted by:

dS
dt

= I (t) �O(t) (7.2)

Where:
dS
dt is the rate of change in the stock

The Vensim modeling environment (like all other system dynamics based simulation
environments) contains algorithms that can be used to quantify the relationships that
exist between the RPI variables.
Given the stock and flow diagram in Figure 7.1, the pseudo code below represents the
algorithm that Vensim applies where � and � are rate constants. � is the constant that
can affect the inflow rate I (t) and � is the constant that can affect the outflow rate O(t).
The values of the constants are determined based on literature, theory or practice of the
research domain. Other than the stocks and flows, the Vensim modeling environment has
converters or nodes N (t) that represent linear functions in the model.

The integral (Equation 7.3) can be evaluated using any numerical integration method
such as Euler or Runge-Kutta [31].
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for each time t
if (S(t0); I (� ) andO(� ) are known)

S(t) = S(t0) +
Z t

t 0

[� I( � ) � �O (� )] d� ; (7.3)

else
N (t) is a linear function of all members of this node/converter.
end if
end for

7.2.2 Integration Methods
There are three types of numerical methods used by the Vensim modeling environment
to integrate models with differential functions. These methods include Euler’s Method,
Runge-Kutta 2nd order, and Runge-Kutta 4th order.

Euler’s method is the basic integration method for solving differential equations.
However, if there is a small change in any of the variables within an equation, the effect
of the change on the equation will have dramatic effects on the output. The method does
not give accurate results because it gives an approximation closely related to the expected
behavior of the function with an outcome that changes over time [27,31].

Runge-Kutta 2nd order is a lower order method with an error order of O(� t3) while
Runge-Kutta 4th order is a higher order method with an error order of O(� t5), where � t
is the time step. These two methods are used for solving complex dynamic equations that
have time delays [27]. Higher order integration methods produce more accurate results
than lower order methods because the relative error in the results produced by higher
order methods is smaller with lower order methods (� t3). In practice as � t tends to zero,
the approximations of the results tend to the exact solution [31].

To visualize this, consider the equation:

dy
dt

= �5y; y(0) = 1 :

The exact solution of this equation is y(t) = e�5t . We intend to integrate this equation
numerically using Euler and Runge Kutta 4th order methods and compare the results
with the exact solution.
Using the time (t) interval 0 to 1 and the number of integration step sizes 5, implying
that � t = 0 :2 the equation was integrated as shown in Table 7.1.

Runge-Kutta 4th order is able to minimize errors because it is a higher order method [27,
31]. Therefore its approximations are as close to the exact solution as can be, as seen in
Table 7.1, compared to Euler’s integration method. It is based on this evidence that we
chose the Runge-Kutta 4th order integration method.
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Table 7.1: Comparison of numerical results

t Euler Runge-Kutta 4 Exact solution
0 1.0000 1.0000 1.0000
0.2 0.5000 0.3679 0.3679
0.4 0.2500 0.1353 0.1353
0.6 0.1250 0.0498 0.0498
0.8 0.0625 0.0183 0.0183
1.0 0.0313 0.0067 0.0067

7.2.3 Model Assumptions
To explicitly define the purpose of the RPI model, a number of assumptions were considered
in the development of the RPI model based on literature and field observations.

1. Process improvement projects are generally not long. The duration of requirements
process improvement for a medium sized project varies between 1 month and 6
months and between 6 months and 12 months for large projects [134,155]. However,
this period is too short for a system dynamics model to reveal the dynamics of all
the variables in the model given the feedback and time delays that happen between
the variables. The RPI model simulates a time frame of 50 weeks which is long
enough to capture such dynamics. As described in Section 7.2.2 the time step (� t)
is written as DT in Vensim. We set the time step (DT) equal to 0.03125 weeks.

2. Since we are modeling requirements process improvement for a small to medium
sized project we assume that the project has a medium level of complexity of the
requirements and that the requirements engineers first take time to understand
the dependencies of the requirements in the specification before the initial review
for process improvement begins. The number of requirements considered for this
research project is up to 2500 which is typical of a medium sized project [134]. We
also assume the maximum number of engineers to be 10 persons and the time span
as 24 weeks for a small to medium sized process improvement project based on the
field studies.

3. It takes time to train rookie requirements engineers to attain skills for effective
RPI. This implies that experience is not acquired immediately but after the rookie
requirements engineers have been trained in new methods and technologies either
through supervision by the experienced engineers on the project, or by undertaking
a short course [24]. We therefore expect a delay between one being a rookie
requirements engineer and training to become an experienced requirements engineer.
This delay is a constant referred to as the training delay in the model. Given the
short period for small to medium sized projects and the training training delay, we
also assume that no requirements engineers are fired until the project is completed.

4. Management commitment is the continuous support and involvement of executive
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strategic management based on acknowledged benefits in the implementation and
maintenance of a system under development. Without management commitment,
the success of a process improvement is not guaranteed. Given the short time span
of a small to medium sized process improvement project, it is difficult to have
management commitment as part of the system dynamics model. Capturing all the
possible alternatives that management can use to make decisions for process im-
provement in one model would make the RPI model complex. We therefore consider
that management is committed right from the start of the process improvement
project and we assume that management only carries out evaluations at points
where interventions (investment) on the project can be made to ensure that the
process improvement is successful.

5. There is a fraction of errors found in a requirements specification document that has
been both approved by the requirements engineers during their internal reviews and
also reviewed by the customer during their external reviews for approval [176]. Based
on the RPI experts’ views, the internal error fraction of the process improvement
project decreases faster than the external error fraction of the customer. For the
internal error fraction, the more experienced the engineers become, the less errors
they make internally when reviewing the requirements. For the external error
fraction, if the number of rookies involved with the customer in the validation
process of the requirements is high the customer will not easily understand the
requirements. This will result in an increase in the number of change requests
made by the customer. However when the engineers are experienced, they can
easily clarify the requirements for the customers resulting in the customers having a
better understanding of the requirements. They will therefore send back less change
requests.

Further assumptions are stated for each appropriate sector in Section 7.3.

7.3 Model Stock and Flow Diagram Sectors
RPI involves determining the need for improvement and defining the process outputs,
the required inputs and the outputs that reflect the success of RPI [98]. The RPI model
sectors presented in Figure 6.1 depict the scope of the RPI problem as discussed in
the problem statement in Section 1.4.2 and in the RPI causal loop diagram illustrated
in Section 6.4. The causal loop diagram comprises 4 sectors namely: Productivity of
requirements engineers; Rework and effort management; Customer; and Management and
planning. Each of the sectors is discussed individually in the sections that follow. For
each sector, a stock and flow diagram is illustrated and the key equations in each sector
are explained. An explanation of the assumptions that were made, and the relationships
between the variables are also presented. The model constants are presented in Table 7.2
and a complete list of the model equations and their documentation is given in Appendix
B.
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7.3.1 Productivity of Requirements Engineers Sector
This part of the model presents the detailed productivity of the REs sector and the criteria
that determines whether or not given the amount of work on the project, the current
team of requirements engineers can do the work. The productivity sector presented in
Figure 7.2 is adapted from Richardson and Pugh [127] and van Oorschot et al. [169].
The variables and loops in this part of the RPI model demonstrate the relationships
and the feedback that exist between the requirements engineers workforce and the effect
the workforce has on productivity and the schedule of the process improvement project.
Figure 7.2 has two balancing loops (B1) and (B2) and one reinforcing loop (R1) presented
in different colors and the variables names in black. The Workforce management loop
(B1) is captured in blue, the Productivity constraint loop (R1) in green, and the Capacity
gap management loop (B2) in red. Please note that the workforce management and
productivity constraint loops overlap (from the total productivity (TP)). The workforce
management and capacity gap management loops also overlap (from the perceived total
productivity per engineer (PTPE) to the Additional Requirements engineers (ARER). We
go ahead to give an overview of the loop dynamics of the productivity sector followed by
a detailed description of each variable (together with its corresponding units of measure),
the respective equations, and how they relate to each other.
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Figure 7.2: The Productivity of Requirements Engineers sector
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In the Workforce management loop (B1), the Rookie RE hiring rate (RRHR) is
triggered by the need to hire additional requirements engineers required (ARER) on
the RPI project [187]. When ARER are hired, there is an increase in the number of
Rookie requirements engineers (RRE) and subsequently an increase in the number of
Experienced requirements engineers (ERE) after the RRE have gained experience on the
RPI project. The number of requirements engineers on the project (that is both the RRE
and ERE) determines the level of Total productivity (TP) of the requirements engineers.
An increase in the level of TP will result into a reduction in the number of ARER which
will also reduce the RRHR hence a balancing loop.

The Productivity constraint loop (R1) illustrates the effect of the project team size
on the level of productivity. An increase in the project team size (PTS) increases the
communication overhead. Communication overhead (CO) is associated with the exchange
of information among the requirements engineers on the process improvement project [93].
This may result in the inefficiency of the requirements engineers hence reducing the
total productivity of the engineers. A reduction in the total productivity increases the
additional requirements engineers required to complete the RPI project and therefore
the rookie RE hiring rate will increase and eventually the project team size will increase
further, hence the reinforcing loop.

The effect of the work capacity of the requirements engineers and the work remaining
on the additional requirements engineers required on the project is demonstrated in
the Capacity gap management loop (B2). An increase in the total productivity of the
requirements engineers increases the perceived work capacity, which is the amount of
work that can be done by the current team given the scheduled time remaining on the
project. A reduction in the perceived work capacity increases the gap between the work
remaining and the perceived work capacity. When this gap increases, there is an increase
in the number of additional requirements engineers required. This will eventually result
in a further increase in the project team as illustrated in loop B2. Having loop B2 as
part of the productivity sector completes the structure of the “fixes that fail” archetype
that was presented in Figure 1.1.

The productivity sector has 2 components namely; the human resource manage-
ment [3, 169] and productivity [127] of RPI. These components do not function indepen-
dently but they affect, and are affected by other sectors or subsystems. For example
Additional requirements engineers required (ARER) are triggered by the Normalized work
remaining (NWR), a variable from the rework and effort management sector. Similarly
the reallocation rates are functions of the fraction of project completed (FPC), also a
variable from the rework and effort management sector.

The human resource management component of the model is illustrated using a chain
of stocks and flows to represent the progression of phases that the requirements engineers
go through from rookie requirements engineers who are new to a process improvement
project to experienced requirements engineers [129]. The chain of stocks is fed at the front-
end by an inflow, the rookie RE hiring rate (RRHR) expressed in terms of {persons/week}.
Rookie requirements engineers (RRE) {persons} at the time of the recruitment possess
minimal requirements specification writing skills and the domain knowledge and therefore
have to be trained. When the RRE are hired, they are supervised by the experienced
engineers who are already on the project until they become Experienced requirements
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engineers (ERE) {persons}. In reality you can never have a perfect team. The RRE
have to be trained to become experienced in order to increase their productivity and
reduce the number of errors in the requirements. The rate of Gaining experience (GE)
{persons/week} is considered to be a training period that lasts a duration equivalent
to an adjustment time referred to as the Training delay (TD) {weeks}. This results in
equation 7.4, which denotes the flow GE:

d(GE)
dt

=
RRE
TD

(7.4)

Please note that the constants in the developed RPI model like the nominal values and
adjustment times were estimated based on literature and from experts’ opinions during
the field studies. We were unable to obtain data from a real RPI case study due to the fact
that for small to medium sized projects, RPI is not implemented in a formal/systematic
manner. Therefore documentation of such data was not readily available for use during
the development of the model. However, the simulated values can be comparable to values
of a real RPI project. The complete list of all model constants and equations is given in
Appendix B.

The project team size (PTS) {persons} is the sum of the Rookie requirements engineers
(RRE) {persons} and the Experienced requirements engineers (ERE) {persons} whose
formulation results in Equation 7.5:

PTS = (RRE + ERE) (7.5)

We can also determine the percentage of the rookies or experienced engineers on
the project given the PTS, RRE, and/or the ERE. The fraction of the rookies (FR)
{dimensionless} results into the formulation in Equation 7.6.

FR =
RRE
PTS

(7.6)

The Productivity of the rookie requirements engineers (PRR) {requirements/week}
depends on the number of RRE on the project and is based on the Nominal productivity
of Rookies (NPRR) {requirements/person/week}. NPRR is the estimated level of pro-
ductivity of the RRE in the industry. This is captured as a constant in the model whose
value is based on [127,131]. Equation 7.10 denotes the variable PRR:

PRR = RRE � NPRR (7.7)

On the contrary, the Productivity of the experienced requirements engineers (PER)
{requirements/week} depends on the number of ERE {persons} on the project and is based
on the Nominal productivity of Experienced REs (NPER) {requirements/person/week}
which is also the estimated level of productivity of the ERE in the industry [127, 131].
However, the ERE can not realize the full potential of their productivity (PER) as they
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have a supervision percentage time per rookie (SPR) {dimensionless} that they allocate
to the RRE. The PER is therefore constrained if there are RRE on the project [3, 156].
Supervision percentage time per rookie (SPR) is the time spent by the experienced
requirements engineers to scaffold and supervise the rookie requirements engineers [28].
Based on field studies, this time is estimated to be 20% per rookie engineer of the
experienced engineer’s productivity per week. The resulting formulation for PER is
presented in Equation 7.8:

PER = NPER � (ERE � (SPR� RRE)) (7.8)

The total productivity (TP) {requirements/week} is the number of requirements per
week that can be processed by the requirements engineers on the project [125]. Ideally, TP
is supposed to be the sum of the PRR and PER. However, in reality, this is not the case
because the TP is constrained by communication overhead. Communication overhead
(CO) {dimensionless} is the proportion of time that the requirements engineers spend on
communicating with their fellow engineers on the process improvement project instead of
actually getting productive work done [24]. The more requirements engineers there are
on a project, the more time and effort goes into communication, and the longer it takes
to get work done [127]. Communication overhead can affect up to a maximum of 25% of
the total productivity [28]. In this model we assume that it is necessary to communicate
during the process improvement project because the process improvement tasks cannot
be done individually [24]. Therefore, communication overhead occurs as it is inevitable
for the requirements engineers not to communicate on the project. The communication
overhead is modeled as a non-linear graph depicted in Figure 7.3. The graph shows the
relationship between the project team size (PTS) and the communication overheads and
captures the effect of the project team size on the total productivity.

Figure 7.3: Communication overhead Graph. Adapted from [24]

From the graph, it is illustrated that, when there is one engineer on the project we
assume that he has full productivity potential. However, the productivity declines up to
75% as the team size increases. Communication overhead increases as the project team
size increases [28, 127, 156]. Therefore the resulting formulation for Total productivity
(TP) is presented in Equation 7.9:
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TP = (PRR + PER) � CO (7.9)

There are circumstances under which management needs to make decisions for im-
provement based on the productivity of the requirements engineers (e.g. determining
how many additional engineers to recruit on the project). Although the model is able to
calculate the total productivity given the constrains due to communication overheads, in
practice, it is difficult for management to realize the level of productivity in real time.
Sterman [156] states that the real world is experienced through filters and therefore what
we perceive is what we believe. This implies that management cannot tell the actual
rate of production based on the calculations in Equation 7.9 but rather the productivity
is an estimated value of production that management assumes based on expectations
from the project team and delays built upon past projects [156]. In the developed RPI
model, Perceived total productivity per engineer (PTPE) {requirements/(week*person)}
is the level of management’s perception of the productivity of the requirements engi-
neers on the process improvement project. Given the project team size (PTS) and the
total productivity (TP), we can determine the level of management’s PTPE [3] which
represented as a stock. Change in perceived total productivity per engineer (CPTPE)
{requirements/(week*week*person)} is a flow into the PTPE stock that determines the
rate at which management varies its perception on the productivity of the Project team
size (PTS) (whose formulation is presented in Equation 7.5). The change in management’s
perception of the total productivity is realized after a time delay represented by the
Perceived total productivity adjustment time (PTPAT) {weeks} in this model. This
results in Equation 7.10 which denotes the flow CPTPE:

d(CPTPE )
dt

=
(TP =PTS) � PTPE

PTPAT
(7.10)

Management does not only make decisions for additional recruitment based on the
PTPE, but also on the its perception of the work capacity of the project team for
the duration of the time left to complete the project. Perceived work capacity (PWC)
{requirements} is the amount of work that the Project team size (PTS) {person} can do
within the scheduled time remaining (STR) {weeks} on the project based on the PTPE
{requirements/(week*person)} as shown in Equation 7.11.

PWC = PTPE � STR � PTS (7.11)

The Scheduled time remaining (STR) {weeks} is the amount of time left to complete
the project according to the scheduled RPI completion time (SRCT) {weeks}. SRCT is
the planned RPI project duration [155] which is formulated as a constant in the developed
RPI model. SRCT is set at 24 weeks; the estimated duration for a medium sized process
improvement project [134,155]. STR is calculated as the difference between the SRCT and
the current simulation time (“Time”) {weeks} of the model. When the simulation time
exceeds the scheduled RPI completion time, then there is a schedule overrun implying
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that the STR will become a negative value and in turn PWC will become negative. PWC
is increased by PTS and PTPE but can only decrease up to 0 when there are no engineers
on the project. Therefore PWC cannot become negative. It can also not become zero,
as this would cause a division by zero error in the model [127]. In order to avoid such
an incidence that would prevent the model from running, the model has to return one
(1). The Maximum (MAX) function is used to calculate the maximum value of a variable.
MAX is used in the formulation of STR to prevent the variable from becoming negative
[127, 156]. The variable will return one (1) in the event that zero or positive value is
bound to occur. This results in Equation 7.12 which denotes the variable STR:

STR = MAX[(SRCT � Time) ; 1] (7.12)

The fraction of scheduled time used (FSTU) {dimensionless} can also be computed
for purposes of determining the fraction of time that has been consumed on the project
compared to the time that was scheduled for the project. FSTU can be used as an
indicator to keep management informed on the overall project schedule status. The
project’s schedule status is assessed by comparing the actual project start date to it
planned completion date [3]. In the RPI model, FSTU is determined by comparing
the model simulation time ("Time") {weeks} with the SRCT{weeks}. The closer FSTU
approaches 1, the higher the chances are that the project is running beyond its planned
schedule (SRCT). At the start of the project when Time = 0, the FPC can cause a system
run time error. This error was prevented using the "Minimum" function that returns the
SCRT if Time = 0. The formulation results in Equation 7.13 which denotes the variable
FSTU:

FSTU = MIN[SRCT ;
Time
SRCT

] (7.13)

Given the perceived work capacity (PWC) {requirements} of the project team and the
normalized work remaining (NWR) {requirements} (a variable in the rework and effort
management sector) on the project, the gap between the work remaining and capacity
(GBWC) {requirements} is computed. The purpose of the GWBC is to determine whether
it is necessary to hire more engineers on the project depending on the fraction of the
project that has been completed (FPC) {dimensionless}. The difference between the
PWC and the NWR on the project is used to determine how many (if any) additional
requirements engineers are required to complete the project. If there is a gap between
NWR and PWC and yet the FPC is still less than 1, then this implies that more engineers
are required in order to close the GBWC and to increase the fraction of FPC. An "if-else"
statement is introduced in this equation in order to ensure that the model is not triggered
to start hiring when the project is almost completed. This results in Equation 7.14 which
denotes the variable GBWC:

GBWC =

(
NWR � PWC if FPC � 0:99
0 else

(7.14)
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Additional requirements engineers required (ARER) {person} are the number of
additional engineers required (i.e. so in addition to those that are already on the project)
if the project is to be completed on time. The number of ARER {person} is determined by
the GBWC {requirements} in relation to the PTPE {requirements/(week*person)} and
the STR {weeks}. As such a negative input from the GBWC should result in the value 0
implying that there is no more work to be done and therefore there are no requirements
engineers to hire or fire [134]. Only when the GBWC becomes positive (and the perception
is that more people are needed in order to finish the project in time), do we consider
the need for additional requirements engineers. However, there can be an instance where
STR becomes 0 and this can cause a division by zero error in the model. To prevent this
error, the equation was modeled using ZIDZ, an inbuilt Vensim function that is used to
prevent division by zero errors. The resulting formulation is presented in Equation 7.15:

ARER = ZIDZ[
GWRC
PTPE

; STR] (7.15)

The people who are hired are referred to as rookie requirements engineers (RRE)
{persons}. The Rookie RE hiring rate (RRHR) {person/week} is the rate at which the
additional requirements engineers required (ARER) {persons} to complete RPI are hired
per week on the project. Although the role of the requirements engineers is commonly
to specify requirements, those who are involved in process improvement projects review
and rework the requirements of a baseline requirements specification that is submitted
for process improvement. Following the model assumptions described in Section 7.2.3,
the RRHR is determined by the minimum value between the number of ARER [127]
and the value of the gap between a certain maximum number of requirements engineers
(MRE) {persons} that can be hired on the project and the current project team size (PTS)
{persons}. There will be possibilities to hire rookie requirements engineers on the project
until the project team size is equal to the MRE expected on the project. According to
literature [48, 106] and the experts, the power of a process improvement team lies in the
enthusiasm and dedication of the team members as this results in a sense of ownership
of the process. Many improvement project therefore tend to restrict the project team
size to a manageable number for purposes of ensuring that individual participation is not
hindered.

The hiring rate is subject to a delay, the hiring delay (HD) {weeks}. The delay in hiring
arises from the fact that management deals with a number of activities (like interviewing
the promising candidates for the job, verifying their qualifications) to complete recruitment
process. According to the experts described in Section 5.3, hiring of requirements engineers
on a project on average takes 3 to 4 weeks. The resulting formulation for the Rookie RE
hiring rate (RRHR) is expressed in Equation 7.16:

d(RRHR)
dt

=
[MIN[MRE � PTS; ARER]]

HD
(7.16)

We made the assumption that since process improvement is done over a short period
of time for small to medium sized projects, we do not fire any requirements engineers
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until the project is completed. This was confirmed by the experts who indicated that
on short projects, it is not common to fire people through out the process improvement
project. There are outflows on the rookie and experienced requirements engineers stocks
(rookie RE reallocation rate (RRERR) {person/week} and experienced RE reallocation
rate (ERERR) {person/week}), based on the draining structure of system dynamics
modeling [129], which transfers the requirements engineers out of the chain. These
outflows depend on the reallocation delay (RD) {weeks} which is the time it takes both
the rookie and experienced requirements engineers to be transferred to other projects when
the project is completed. We assume that the project is considered completed when 99%
of the requirements in the requirements specification have been approved by the customer
(that is the fraction of project completed (FPC) {dimensionless} in Equation 7.41). The
resulting equations for RRERR and ERERR are formulated in Equations 7.17 and 7.18
respectively.

RRERR =

(
RRE
RD if FPC � 0:99

0 else
(7.17)

ERERR =

(
ERE
RD if FPC � 0:99

0 else
(7.18)

In this section the structure that drives the productivity of the requirements engineers
has been discussed. The next section discusses the structure of the rework and effort
management sector.

7.3.2 Rework and Effort Management Sector
In the rework and effort management sector presented in Figure 7.4, the processing
of incoming requirements for improvement from the customer (in the customer sector)
and the number of requirements with errors observed from internal reviews is done. In
the RPI model, these are captured as requirements for change (RFC) {requirements}
and requirements with errors (RWE) {requirements} respectively. Completing this RPI
task requires resources such as productivity, that comprises the labor force who are the
requirement engineers on the project. In [156] it is confirmed that error resolution and
the rework of the requirements for change heavily depend on the level of productivity
of the requirements engineers. The errors resolved and reworked are reviewed internally
before they are sent to the customer for approval.

Requirements specification to be reviewed internally (RSRI) {requirements} is the key
variable that drives the behavior of the rework and effort management sector. The internal
review rate (IRR) {requirements/week}, error resolution rate (ERR) {requirements/week}
and the rework rate (RR) {requirements/week} constitute the error correction process in
process improvement [176]. The effectiveness of these processes determines the success of
process improvement [90, 124]. The number of errors reviewed, resolved and reworked
is mainly determined by the levels of productivity allocated to internal review, error
resolution and rework per week over the period of the RPI project [124]. The requirements
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Figure 7.4: Rework and Effort Management Sector

engineers internally review the requirements to identify those that have errors referred
to as requirements with errors (RWE) {requirements} in this model. The discovery of
errors in the requirements triggers the error resolution process. It should be noted that
the internal review and error resolution are parallel processes, although internal reviews
come first [176]. The requirements that are reviewed without errors are passed on to the
customer for review and approval. The process of review, error resolution and rework is
referred to as the rework cycle in this thesis and it is the basis on which the stock and
flow diagram in Figure 7.4 is described.

The rework cycle has three process namely; the internal review rate (IRR) {re-
quirements}, error resolution rate (ERR) {requirements}, and the rework rate (RR)
{requirements}. According to the RPI experts, the work load or productivity of the
requirements engineers depends on the source of requirements (defects) to be processed.
A defect is an error detected in the requirements document from an activity, such as
a misspelling in the requirements document or a flaw in the requirements use case
model [28, 176]. Defects identified by the customer are usually subtle errors that do
not meet the customer’s expectations. Reworking such defects takes more time than
reworking internally observed errors. In this model, we differentiated the defects in the
requirements into two categories [81,134]. That is requirements with errors resulting from
internal process reviews and requirements for change resulting from the customer reviews.
In the rework cycle, we model the work load based on the source. If the requirements
to be processed are from the customer (requirements for change (RFC) {requirements}),
they take much more time to be reworked than the requirements with errors (RWE)
{requirements} generated internally within the process improvement organization. The
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internal review rate (IRR) {requirements/week} is estimated to be ten (10) times faster
than the rework rate (RR) {requirements/week} for change requests from the customer
since the requirements reviewed internally are sorted to identify those that have errors and
those that do not have errors. The error resolution rate (ERR) {requirements/week} is
also estimated to be five (5) times faster than the rework rate (RR) {requirements/week}.
The errors resolved include the errors that could be as a result of documentation, ambi-
guity or mismatch with the customer needs. The RR is the slowest because customers
tend to send back critical errors for rework to the process improvement organization.
Such changes would require reworking the entire requirement to ensure that it fulfills the
customer needs. In the development of the RPI model, we used productivity distribution
ratios for the three processes in order to determine the appropriate amount of work load
or productivity expected for each process. The ratios are 1 for the internal review process;
0.2 for the error resolution rate; and 0.1 for the rework rate. The ratios are reasonable
guesses derived from the requirements engineering experts’ experiences. However, once
we obtain real data we can calibrate the model with the data but we do not expect
that the model will behave in a completely different way because information obtained
from experts is considered to be reliable [38]. The details for the relative productivity
distribution are describe in Section 7.3.3.

We describe the key variables of the rework and effort management sector illustrated
in Figure 7.4 together with their respective equation formulations below:

1. Requirements specification to be reviewed internally (RSRI) {requirements} is a
stock that generates the total number of requirements in the specification document
to be reviewed for improvement by the process improvement organization as well as
the requirements to be reviewed after the rework and error resolution have been
completed. The number of requirements vary depending on the type of project being
specified and domain complexity. On average, medium sized projects deal with 2500
requirements [134]. In this thesis, we consider a small to medium sized software
process improvement project to have 2500 requirements. There is one outflow from
this stock; the internal review rate (IRR) {requirements/week} and there are two
inflows into this stock; the error resolution rate (ERR) {requirements/week}, and
the rework rate (RR) {requirements/week}. The formulation of RSRI is given in
Equation 7.19:

RSRIt = RSRI 0 +
Z t

0
ERR + RR � IRR dt (7.19)

RSRI0 = IRRv (7.20)

Equation 7.20 gives the initial state of the RSRI stock (RSRI0) where IRRv {re-
quirements} is the initial requirements specification to review that is set at 2500
requirements.

2. The Internal review rate (IRR) {requirements/week} is driven by the productiv-
ity for review (PFR) {requirements/week}; error resolution rate (ERR) {require-
ments/week} is driven by the productivity for error resolution (PFER) {require-
ments/week}; and the rework rate (RR) {requirements/week} is driven by the
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productivity for changes (PFC) {requirements/week} [124]. The formulation of the
different productivity distributions is explained in Section 7.3.3.

3. Requirements reviewed internally (RRI) {requirements} is the stock of requirements
that have been reviewed by the requirements engineers. There is a fraction of
industry average errors found in an internally approved requirements specification
document [176] and as such this forms a part of the requirements reviewed internally
that contains errors while the other requirements are believed to be done correctly.
In the developed RPI model, the fraction of errors is modeled as the internal error
fraction (IEF) {dimensionless}. The higher the fraction the more errors are expected
in the requirements specification. An increase in the number of requirements believed
to be done correctly increases the number of requirements to be approved by the
customer. However an increase in the number of errors observed results in an
increase in the number of requirements with errors which eventually results in an
increase in the requirements specification to be reviewed internally [184] hence the
reinforcing rework management loop. The requirements specification to be reviewed
internally are also increased by the number of requirements for change from the
customer that are reworked by the requirements engineers. The RRI stock therefore
has two outflows; errors observed (EO) {requirements/week} and requirements
believed to be done correctly (RBDC) {requirements/week}.
EO is the rate at which the requirements reviewed with errors during the internal
review process, are sorted to be classified as requirements with errors (RWE)
{requirements} that are to be resolved by the requirements engineers. The internal
error fraction (IEF) {dimensionless} which affects the EO rate is a function of
the effect of rigor on the internal error fraction (ERIEF) {dimensionless} and the
Rookie RE process rigor (REPR) {dimensionless}. ERIEF is a graph that captures
the increasing trend of the error fraction during the process improvement project
with decreases in the level of process rigor that the rookies on the project have.
Process rigor is the level of adherence to rigorous process improvement standards
by requirements engineers on the project with an aim to improve efficiency of the
process [127,131]. However, in this model emphasis is laid on the level of rigor of the
rookie engineers and therefore REPR is the level of adherence to standards by the
rookie REs. Since the rookies are trainees on the project, they do not strictly adhere
to standards and are therefore expected to make more mistakes that implies more
errors until they gain experience [127]. This was confirmed by most RPI experts
who agreed that when the fraction of rookies (FR) {dimensionless} on the project
team is high, there will be a reduction in the REPR and an increase in the IEF.
However, during the process improvement project, the IEF decreases drastically
as the requirements engineers gain experience in reviewing, resolving errors and
reworking the requirements.
On the contrary, RABC {requirements} is the rate at which the requirements
believed to be done correctly during the internal review process are sorted to be
classified as requirements to be approved by the customer (RABC) {requirements}
that are to be reviewed for approval by the customer. There is also a delay in
sorting the requirements into categories of RWE and RABC that is represented as
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the Sorting adjustment time (SAT) {weeks} in Figure 7.4. The SAT affects the rate
at which the requirements are reviewed for errors (EO) and the rate at which the
requirements are sorted for approval the customer (RBDC). This part of the model
forms a part of the quality control process of the process improvement illustrated
in the dynamics hypothesis in Figure 5.3. The resulting formulations for the RRI
stock, the EO and RBDC flows are presented in Equations 7.21, 7.23, and 7.24.
The formulations for the rest of the variables are presented as equations and linear
functions in Equations 7.25, 7.26 and in Figures 7.5 and 7.6 respectively.

i. Requirements reviewed internally (RRI) {requirements}

RRI t = RRI 0 +
Z t

0
IRR � EO � RBDC dt (7.21)

RRI0 = 0 (7.22)

Equation 7.22 is an initial condition of the RRI stock which is 0. We assume
that at the start of the RPI project, there are no requirements that have been
reviewed yet.

ii. Error observed (EO) {requirements/week}

d(EO)
dt

=
RRI � IEF

SAT
(7.23)

iii. Requirements believed to be done correctly (RBDC) {requirements/week}

d(RBDC )
dt

=
RRI � (1� IEF)

SAT
(7.24)

iv. Internal error fraction (IEF) {dimensionless}

IEF = ERIEF(REPR) (7.25)

v. Effect of rigor on the internal error fraction (ERIEF) {dimensionless}, is a
graph that captures the decreasing trend of the internal error fraction during
the process improvement project with increases in the level of the rookie process
rigor on the project. The ERIEF is modeled as a non-linear graph depicted in
Figure 7.5. The graph illustrates the relationship between the internal error
fraction (IEF) on the project and the ERIEF.
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Figure 7.5: Effect of rigor on the internal error fraction

vi. Rookie RE process rigor (REPR) {dimensionless}

REPR = EFRR(FR) (7.26)

The fraction of rookies (FR) {dimensionless} is formulated in Equation 7.6.
vii. Effect of fraction of rookies on rigor (EFRR) {dimensionless}, is a graph that

captures the decreasing trend of the rookie process rigor as the fraction of
rookie requirements engineers increases on the process improvement project.
The EFRR is also modeled as a non-linear graph depicted in Figure 7.6. The
graph illustrates the relationship between the fraction of rookies (FR) on the
project and the EFRR.

Figure 7.6: Effect of fraction of rookies on rigor

In the rework and effort management sector, all the tasks related to review, error
resolution and rework have not been modeled as separate processes since this is a single
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RPI project. However, in case of modeling RPI for multiple projects, the processes can
be split to reflect the various activities on the various projects like errors not reworked,
errors reworked, or document pending customer approval [124]. The equations in this
section complete the part of the developed RPI model that relates to rework and effort
management.

7.3.3 Relative Productivity Distribution
In this section, we describe the criteria for the allocation of productivity based on the source
of the requirements to be processed. The sources of the requirements are; requirements
specification to be reviewed internally (RSRI) {Requirements}, requirements with errors
(RWE) {Requirements}, and requirements for change (RFC) {Requirements}. Figure 7.7
presents the three categories of productivity distribution and allocation. These include,
the productivity distribution for internal reviews (variables in green font); productivity
distribution for error resolution (variables in purple font); and productivity distribution
for rework of changes from the customer (variables in red font). As previously discussed
in Section 7.3.2, the distribution of productivity is based on the ratios that are assumed
for review (1), error resolution (0.2) and rework (0.1). We first adjust the actual number
of requirements for each respective stock of RSRI, RWE and RFC to a relative number
of requirements based on the work load ratios for which the stocks are assumed to be
processed. The relative requirements for each category are then added to determine the
normalized work remaining (NWR) {Requirements} which is the regularized value of all
the work remaining that is previously measured on different scales in terms of ratios to an
ideal rational scale. To complete the process improvement project, NWR is used to plan
for adjustments in the additional number of requirements engineers required (ARER)
{persons} in the productivity sector (as formulated in Equation 7.15). The productivity
for each category of requirements is determined based on the relative distribution of the
requirements in each requirements stock category.
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Figure 7.7: Relative Productivity Allocation Sector
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The relative productivity distribution resulted into the formation of several variables.
For purposes of brevity, we only describe the relative distribution and productivity for
variables associated with error resolution (i.e. the variables in purple font). The rest of
the variables are part of the model listing in Appendix B.

1. The Relative requirements with errors (RLRWE) {requirements} are a fraction of
the requirements with errors (RWE) {requirements} and the review to error ratio
(RvER) {dimensionless}. This ratio is set at 0.2 based on the assumption that it
takes twice the capacity of the project team to rework than to resolve errors. This
resulted in Equation 7.27:

RLRWE =
RWE
RvER

(7.27)

2. Normalized work remaining (NWR) {requirements} is the nominal sum of the
relative requirements for internal review (RLRSRI) {requirements}, the relative
requirements with errors (RLRWE) {requirements}, and the relative requirements
for change (RLRFC) {requirements}. NWR is presented as Equation 7.28

NWR = RLRSRI + RLRWE + RLRFC (7.28)

3. Relative distribution to error resolution (RDER) {dimensionless} is the fraction
of the normalized work remaining (NWR) {requirements} that is allocated to the
relative requirements with errors (RLRWE) {requirements}. RDER is presented as
Equation 7.29

RDER =
RLRWE

NWR
(7.29)

4. Productivity for requirements with errors based on relative distribution (PRWERD)
{requirements/week} is the rate at which the requirements engineers are estimated
to resolve errors in the requirements specification. The estimation of PRWERD is
determined based on the relative distribution to error resolution (RDER) {dimen-
sionless}, the total productivity (TP) {requirements/week} of all the requirements
engineers on the project from the productivity sector and the review to error ratio
(RvER) {dimensionless}. The PRWERD can also be estimated in terms of the
overcapacity of the productivity for reviews (OPR) {requirements/week}. OPR is
realized when the productivity for reviews based on relative distribution (PRBRD)
{requirements/week} exceeds the actual productivity for the reviews (PFR) {re-
quirements/week}. OPR is added to the PRWERD in the event that there are no
requirements for review in order to enhance the productivity for error resolution
(PFER) {requirements/week}. The RPI model has been developed with an Overca-
pacity distribution switch (ODS) {dimensionless} used to analyze the behavior of
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the model in the event that the effect of overcapacity on enhancing productivity
has to be measured. When the switch is activated, the OPR is reallocated to the
PRWERD and the overcapacity of the productivity for error resolution (OPER)
{requirements/week} is reallocated to the Productivity for changes based on relative
distribution (PFCRD) {requirements/week}. This is done in order to have the
project completed faster. The overcapacity redistribution switch is “on” when it is
1 and “off” when it is 0. This results in Equation 7.30 which denotes the variable
PRWERD:

PRWERD = [RDER � TP � RvER + (ODS �OPR � RvER)] (7.30)

5. There is a level of Maximum productivity allowed for error resolution (based on
stock) (MPFER) {requirements/week}. The MPFER is determined based on the
relative requirements with errors (RLRWE) {requirements} and the Nominal time
for error resolution (NTER) {week}, an approximated time in which errors can be
resolved. According to experts the average time that it can take for error resolution
is 2 weeks. This results in Equation 7.31 which denotes the variable MPFER:

MPFER =
RLRWE
NTER

(7.31)

6. Productivity for error resolution (PFER) {requirements/week} is the level of pro-
duction of the REs that is dedicated towards resolving the errors that are internally
identified during the internal reviews on the project. In the event that the num-
ber of requirements with errors (RWE) {requirements} to be resolved is less than
the requirement’s engineers estimated work capacity, that is the PFER, then the
productivity for resolving the RWE will be based on the MPFER (formulated in
Equation 7.31). Otherwise the calculated PFER is the PRWERD represented in
Equation 7.30. This is modeled using the "Minimum" (MIN) function to determine
the level of productivity for each category of requirements that have to be reviewed,
reworked and changed. This resulted in Equation that denotes PFER.

PFER = MIN[MPFER ; PRWERD] (7.32)

The equations in this section complete the part of the developed RPI model that
determines the productivity for each stock that has to undergo process improvement. In
Section 7.3.4, we describe the equations of the customer sector.

7.3.4 Customer Sector
The policies governing the perception of the customers are an important aspect of this
research. The customer sector presented in Figure 7.8 links the process improvement
organization with the customer. Although the customer sector is an external entity to
the process improvement organization, it has a significant impact on the confidence the
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customer has in the firm to deliver the right quality. Therefore monitoring and managing
customer satisfaction is important in determining the success of RPI [186]. The findings
from the field studies and in [75] reveal that if the success of RPI is to be realised,
emphasis should be laid on customer satisfaction that is a long term goal based on the
perceived customer satisfaction that customers derive from the quality of the process.
A drop in customer confidence could result in terminating the project or reducing the
process improvement budget if there is a belief that the return on investment is not likely
to yield significant results [131,156,176,186]. The customer sector presented in Figure 7.8
is the quantitative model we use to describe the variables of this sector.

Figure 7.8: Customer Sector

Figure 7.8 is a quantitative model of the customer sector that illustrates the dynamics
of the variables in the customer sector. The customer sector has one reinforcing loop
(R3) and a balancing loop (B2). The rework and effort management sector also form a
reinforcing loop with the customer sector because the requirements to be approved by
the customer (RABC) {requirements} is an output of the rework and effort management
sector and the requirements for change (RFC) {requirements} from the customer sector
are an input into the sector. Loop R3 keeps track of the level of the customer’s experience
in reviewing the requirements while loop B3 is a customer satisfaction monitoring loop.

Customer experience in reviewing (CER) {requirements} is a stock that measures the
number of requirements that the customer can review for approval during the process
improvement project [75, 176]. In loop R3, an increase in the level of the customer
experience in reviewing (CER) {requirements} during the RPI significantly reduces the
time for customer review and approval (TCRA) {week} of the requirements that are
sent to them for approval by the process improvement organization and therefore the
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customers review more requirements. At the start of the process improvement project,
requirements engineers have less experience in reviewing requirements for approval sent
to them by the process improvement organization. This lack of experience makes the
customer review rate (CRR) {requirements/week} slow because there is a delay in
carrying out the requirements reviews referred to as time for customer review and
approval (TCRA) {requirements/week}) in the developed RPI model. TCRA is estimated
to take a maximum of 2.5 weeks, however, the more requirements the customers review,
the more experienced they become at reviewing which makes it faster to validate and verify
the requirements [124]. The change in customer experience (CCE) {requirements/week}
is the rate of change in the level of the customer’s experience in reviewing. The customer
experience improves as more requirements are reviewed per week. Therefore CCE depends
on the CRR. The customer review experience loop captures the fact that the customer
understands much better how to review the requirements over time, hence the reinforcing
loop.

When requirements for change (RFC) {requirements} are identified by the customer,
it is an indication that the RPI is not optimal. The RFC are sent back to the process
improvement organization for rework which is part of the RPI. This is an iterative process
until the customer approves all the requirements in the specification. The following
equations represent the formulations of the flows and variables that have been described
in the customer review experience loop.

i. Customer review rate (CRR) {requirements/week}

d(CRR)
dt

=
RABC
TCRA

(7.33)

ii. Change in customer experience (CCE) {requirements/week}

CCE = CRR (7.34)

iii. Time for customer review and approval (TCRA) {weeks}, is a graph showing the
behavior of TCRA with respect to the level of the customer’s experience in reviewing.
TCRA decreases with improvement in the customer experience for reviewing. This
implies that the more requirements the customers review, the more experienced they
become at reviewing and will therefore take a shorter time to review. The non-linear
relationship between the CER and TCRA is depicted in Figure 7.9.

Upon completion of the customer reviews, the requirements reviewed by the customer
(RRC) {requirements} is the stock of requirements that have been reviewed by the
customers and these are sorted into requirements approved (RA) {requirements} and
requirements for change (RFC) {requirements}. RA are the requirements verified and
approved by the customer as the correct specifications they made to the improvement
organization while RFC are the defects identified by the customers during external reviews
for approval. There is a fraction of industry average errors found in a requirements
document [176] that has been reviewed by customers and as such this forms a part of the
requirements reviewed by customers that contains RFC while the other requirements are
the RA. In the developed RPI model, the fraction of errors is modeled as the external error
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Figure 7.9: Time for customer review and approval

fraction (EEF) {dimensionless}. The higher the EEF the more RFC are expected from
the customer reviews. An increase in the number of requirements for approval increases
the number of RA. However an increase in the number of change request submissions
results in an increase in the number of RFC which increases the number of RSRI in
the rework and effort management sector. The RRC stock therefore has two outflows;
change request submission (CRS) {requirements/week} and requirements approval (RAv)
{requirements/week}. This results in Equation 7.35 which denotes the variable RRC:

RRCt = RRC 0 +
Z t

0
�CRS� RAv dt (7.35)

RRC0 = 0 (7.36)

Equation 7.36 is an initial condition of the RRC stock which is 0. We assume that at
the start of the RPI project, there are no requirements that have been reviewed by the
customer yet.

CRS is the rate at which defects in the requirements are identified by the customers
during their external review process. The defects are sorted to be classified as Requirements
for change (RFC) {requirements}. These kind of defects can be errors that are detected
in the requirements document from an activity, such as a misspelling in the requirements
document or a flaw in the requirements use case model [81]. The external error fraction
(EEF) {dimensionless} is the fraction of industry average errors found in an externally
reviewed requirements specification document [176]. The EEF affects the CRS rate and
also depends on the level of rookie RE process rigor (RERP) {dimensionless} which is
a function of the effect of rigor on the external error fraction (EREEF) {dimensionless}
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and the Rookie RE process rigor (REPR) {dimensionless}. Effect of rigor on external
error fraction (EREEF) {dimensionless} is a graph that represents the influence of the
rookie process rigor on the external error fraction. The higher the rookie process rigor,
the lower the external error fraction because if the number of rookies involved in the
validation process of the requirements is less experienced, the more the clients will not
easily understand the requirements and therefore make many change requests, however
when the rookies gain experience, they can easily clarify the requirements for the customers
and therefore the clients will have better understanding of the requirements and send
back less change requests [127].

On the other hand, RAv is the rate at which the requirements approved during
the customer review process, are sorted to be classified as requirements approved (RA)
{requirements} that are verified and approved by the customer as the correct specifications
they made to the improvement organization. There is a delay in sorting the requirements
into categories of RRC and RA that is modeled as the external sorting adjustment time
(ESAT) {weeks} in Figure 7.8. The ESAT affects the number of requirements that flow
through the CRC and RAv rates respectively.

The resulting formulations for the CRC and RAv flows are presented in Equations 7.37
and 7.38. The formulations for the rest of the variables are presented as equations and
linear functions in Equations 7.39, 7.26 and in Figures 7.5 and 7.6 respectively.

i. Change request submission (CRS) {requirements/week}

d(CRS)
dt

=
RRC � EEF

ESAT
(7.37)

ii. Requirements approval (RAv) {requirements/week}

d(RAv)
dt

=
RRC � (1� EEF)

ESAT
(7.38)

iii. External error fraction (EEF) {dimensionless}

EEF = EREEF(REPR) (7.39)

iv. Effect of rigor on the external error fraction (EREEF) {dimensionless}, is a graph
that captures the decreasing trend of the external error fraction during the process
improvement project with increases in the level of the rookie process rigor (formulated
in Equation 7.26) on the project. The EREEF is modeled as a non-linear graph
depicted in Figure 7.10. The graph illustrates the relationship between the external
error fraction (EEF) on the project and the EREEF.

In loop B2, an increase in the level of perceived customer satisfaction (PCS) {di-
mensionless} by the process improvement organization significantly reduces the rate of
change in the perceived customer satisfaction (CPS) {dimensionless/week}. Customer
satisfaction (CS) {dimensionless}, is determined by the level of the fraction of the project
that has been completed (FPC) {dimensionless} given the fraction of the scheduled time
that has been used [47, 157, 172]. Customer satisfaction will be low if for example 90% of
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Figure 7.10: Effect of rigor on the external error fraction

the time on the project has been used (FSTU) {dimensionless} and yet a bigger fraction of
the work that has to be done is not yet completed. The equation for customer satisfaction
(CS) resulted in Equation 7.40:

CS = ZIDZ[FPC ; FSTU] (7.40)

As indicated in Equation 7.15, ZIDZ is an inbuilt Vensim function that is used to
prevent a division by zero. The function returns a zero when the division by the FSTU is
0.

The fraction of the project that has been completed (FPC) {dimensionless} is defined
as the fraction of the process improvement project that has been completed at any given
time of the process improvement [124]. This fraction is determined by the number of
requirements that are approved by the customer (RA) {requirements} compared with
the initial requirements for review (IRRv) {requirements} in the specification document
that have to be processed on the process improvement project. FPC varies from 0 to 1
and as it approaches 1, the project is considered to be almost completed. At the start of
the project when RA = 0, the FPC can cause a system run time error. This error was
prevented using the "Minimum" function that returns a 1 if RA = 0. The formulation
results in Equation 7.41 which denotes the variable FPC:

FPC = MIN[1 ;
RA

IRRv
] (7.41)

Modeling perceived customer satisfaction was based on the stock adjustment struc-
ture [129] since the level of perceived customer satisfaction is realized based on the rate of
change in perceived customer satisfaction. As process improvement progresses, the rate of
change in perceived satisfaction is determined by the gap between the perceived customer
satisfaction and the customer satisfaction. There is a delay in the change in perceived
customer satisfaction referred to as the the perceived customer adjustment time (PCAT)
{weeks}. The change in perceived customer satisfaction (CPCS) {dimensionless/week}
flow is formulated in Equation 7.42:
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d(CPCS)
dt

=
CS� PCS

PCAT
(7.42)

In practice you cannot have perceived customer satisfaction greater than customer
satisfaction since customer satisfaction drives the level of perceived customer satisfaction.
In the developed RPI model, when customer satisfaction is less than the perceived
customer satisfaction, the level of perceived customer satisfaction will be reset to attain
the level of customer satisfaction. The rate of change in perceived customer satisfaction
is minimized when perceived customer satisfaction tends towards customer satisfaction.
From the field studies, the experts pointed out that the perception of customer satisfaction
increases when the process improvement organization improves the process improvement
through management interventions like training the requirements engineers so that they
become experienced in dealing with the RPI. When all these have been achieved, the gap
between customer satisfaction and perceived customer satisfaction narrows [176], hence
completing Loop B2 in Figure 7.8.

The equations in this section complete the part of the developed RPI model that relates
to the customer sector. In Section 7.3.5, we describe the equations of the management
and planning sector.

7.3.5 Management and Planning Sector
Figure 7.11 illustrates the detailed quantitative model of the management and planning
sector of the RPI model. Management commitment has been noted as one of the key
factors in the success of software projects process improvement [165, 176, 187]. This
was further confirmed by all the RPI experts during the field studies who noted that
RPI cannot be successful without management support of the process improvement
organization. When management commits to and supports the process improvement, this
boosts the confidence of the customers in the process improvement organization [95]. The
costs of the RPI were based on costs models in [156]. This structure is recommended for
small to medium sized organizations whose resources are acquired by the project and
decisions made within the organization due to lack of functional subdivision [54].

The total process improvement cost and the process improvement budget are key
determinants of management commitment in process improvement. The higher the
process improvement cost relative to the process improvement budget the more reluctant
management will be to allocate funds to process improvement. The expenditures on
salaries for the experienced and rookie requirements engineers make up the cumulative
process improvement costs [90,131,173]. The nominal rookie and experienced requirements
engineer salaries are estimates because they reflect subjective evaluations based on experts’
experiences that we obtained from the field studies. However, the accuracy of these
figures depends on the managerial and technical experience of the process improvement
organization [131].

The following equations show how the key variables described in the management and
planning sector are derived.

1. The cumulative process improvement costs (CPIC) {USD} is a stock that is ac-
cumulated by one inflow; that is the accumulating PI costs (APIC) {USD/week}.
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Figure 7.11: Management and Planning Sector

The cumulative process improvement cost is assumed to be zero at the start of
the process improvement project since no costs have been incurred yet but these
gradually increase as the project progresses in form of accumulating rookie and
experienced RE costs. This results in Equation 7.43 which denotes the variable
CPIC:

CPIC t = CPIC 0 +
Z t

0
APIC d x; CPIC0 = 0 (7.43)

2. The APIC are incurred on the RPI project on a weekly basis as a result of the
costs for the rookie REs (CRR) {USD/week} and the costs for the experienced REs
(CER) {USD/week} on the project. The CRR are the weekly process improvement
costs incurred on the project as a result of having rookie REs on the project while
the CER are the weekly process improvement costs incurred on the project as a
result of having rookie REs on the project. In this model we assume that the other
costs on the project like administrative and equipment costs are already in existence
on the project before the initiation of process improvement. Equation 7.44 results
in the formulation of APIC:

APIC = CER + CRR (7.44)

3. CRR and CER are formulated in Equations 7.45 and 7.46 respectively.

CRR = NRRES � RRE (7.45)

Where:
NRRES {USD/(person*week)} is the nominal rookie requirements engineer salary,
formulated as a constant estimated at USD 625.
RRE {persons} are rookie requirements engineers.

CER = NERES � ERE (7.46)
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Where:
NRRES {USD/(person*week)} is the nominal rookie requirements engineer salary,
formulated as a constant estimated at USD 450.
ERE {persons} are experienced requirements engineers.

4. The budget overrun (BO) {USD} is used to track the financial progress of the
project. It is the difference between the cumulative process improvement cost
(CPIC) {USD} and the initial process improvement budget (IPIB) {USD}. The
budget overrun is used to measure the financial status of the project in terms of
how much the costs exceed the budget over the process improvement period [134].
This resulted into the formulation of Equation 7.47 that denotes the variable BO:

BO = IPIB � CPIC (7.47)

This section completes the critical equations of the management and planning sector
of the developed RPI model. The model constants and their settings are presented in
Table 7.2.

Table 7.2: Overview of all RPI Model Constants and Settings

Variable Setting Comments

Maximum number of require-

ments engineers {persons}

10 Maximum number of requirements engineers that can be hired

on the project, even when the operating result is negative.

Required to ensure there is a ceiling on how many people

should be hired for a small to medium sized project.

Hiring delay {weeks} 3 Time necessary to recruit requirements engineers on a project.

Training delay {weeks} 4 Time necessary to train the newly hired requirements engi-

neers on a process improvement project.

Nominal productivity of rookie

REs {reqts/person/week}

35 The average industrial productivity of the rookie REs.

Nominal productivity of experi-

enced REs {reqts/person/week}

45 The average industrial productivity of the experienced REs.

Reallocation delay {weeks} 1 Time necessary to transfer the rookie and the experienced

requirements engineers to other projects at the end of the

process improvement project.

Initial requirements for review

{requirements}

2500 Necessary for starting the simulation. These are the initial

requirements to be processed on the process improvement

project.

Nominal rookie RE salary {US-

D/person/week}

450 The basic salary for the rookie requirements engineers.

Nominal experienced RE salary

{USD/person/week}

625 The basic salary for the experienced requirements engineers.

Initial budget {USD} 100,000 Initial process improvement management is assumed as a con-

stant. They are funds set aside to cater for the expenses in-

curred on the requirements process improvement tasks.
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Perceived customer adjustment

time {weeks}

2.5 Time necessary to perceive a change in the perceived cus-

tomer satisfaction by the management of process improvement

projects.

A consensus was reached between the interviewees on the best representation of all
the relationships between the variables that influence RPI. Some commonly used metrics
were also captured as presented in the next section.

7.4 RPI Model Metrics
Some of the RPI model variables discussed in Section 7.3 double as metrics that are
used to assess the performance of RPI. The metrics are used as indicators for both
management and the RPI team to communicate progress and quality in a consistent way
for the developed RPI model as recommended by [134]. The metrics are classified into two
categories: management indicators and quality indicators. The management indicators
include:

� capturing the work and progress over the process improvement period. This
measures the work performed over time. In the developed RPI model, normalized
work remaining (NWR) {Requirements} in the productivity sector (Section 7.3.1)
is used to capture work and progress.

� budgeted cost and expenses over the process improvement period. In the RPI model,
budget overrun (BO) {USD} is the metric that measures the difference between the
costs incurred and the PI budget over the improvement project time [134]. The
costs are monitored in the management and planning sector (Section 7.3.5).

The quality indicators include:

� rework and adaptability, defined as the rework trend over time, is captured by the
variable fraction of project completed (FPC) {dimensionless} in the rework and
effort management sector (Section 7.3.2). This variable compares the requirements
approved with the initial requirements for review to determine the quality and
progress of the process improvement.

� schedule predictability, one of the quality indicators for the success of process
improvement. It is used to provide insight into project time elapsed relative to the
scheduled project time [134]. In the developed RPI model, fraction of time used
(FT) {dimensionless} in the productivity sector (Section 7.3.1), is used to monitor
the dynamic trend of this indicator over the improvement time.

Monitoring these metrics helps management assess whether the process improvement
project is within budget, on schedule, and whether the specification is of high quality [101,
134].
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7.5 Conclusions
In this chapter, Section 7.3 answers the research question 3: How do we implement a
simulation model for requirements process improvement? The RPI simulation model
structure and the quantitative relationships that exist between the RPI variables have
been described using stock and flow diagrams that were captured from Vensim. The
structure of the stock and flow diagrams was derived from the causal loop diagrams that
were discussed in Section 6.4. The stock and flow diagrams were validated throughout the
model development by a system dynamics expert. Experts in information systems and
different software engineering domains like embedded software systems and commercial
off-the-shelf software also participated in the validation of the developed model. This
renders the developed RPI system dynamics based model a generic model for requirements
process improvement.

In the RPI structure we have been able to identify the part of the model that makes it
a “fixes that fail” structure as indicated in the problem statement in Section 1.4.2. In the
developed RPI model, Loop B2 in Figure 7.2 complete the “fixes that fail” structure of the
system dynamics archetype [144] in which a short term solution to a problem results into
unforessen consequences. In this case, hiring additional requirements engineers desired on
the project whenever there is a gap between the work capacity and the normalized work
remaining is not an ultimate solution to the process improvement problems because as
a result, the effect is that the project is never completed on time and there is a budget
overrun. In Chapter 8, we evaluate possible alternatives to this problem with an aim of
arriving at a fundamental solution to process improvement problems that will result into
a satisfactory balance between costs, schedule and quality of a project.

Process improvement relies heavily on external feedback from customers who receive
the requirements document for approval [176]. This assertion is confirmed in the developed
RPI model where there are a number of exogenous variables that drive the behavior of the
model. In addition, RPI stakeholders have different views and there is complex interaction
between the RPI variables [184] which makes use of system dynamics an appropriate
methodology for addressing the RPI problem.

The next chapter discusses simulation results and validation experiments of the
developed RPI model behavior.



Chapter 8

RPI Model Validation and Evaluation

Model validation is the fourth phase of the Dynamic Synthesis Methodology (DSM). In
this chapter, the developed RPI model is validated to confirm whether the behavior of
the RPI variables relates to the BOTGs reported in Chapter 5. Sensitivity analysis tests
are carried out to investigate whether changes in the assumptions of the model inputs
significantly change the model outputs. The simulation model developed in Chapter 7 is
used to experiment, and to explore the relationships between the feedback structure and the
dynamic behavior generated by the structure of the related RPI variables. Model evaluation
which is the fifth phase of the DSM, The differences between the “fixes that fail” archetype
structure and the fundamental solution are also explored.

8.1 Introduction
This chapter discusses results of simulation runs of the quantitative model developed in
Chapter 7. The simulation runs are done to generate insights in the dynamics of RPI and
to determine the dominant variables for RPI. This chapter addresses research question
4: To what extent do all the key variables in the RPI model predict RPI success? This
question is answered by testing and validating the RPI simulation model through the use
of sensitivity analysis tests that are explained in Section 8.4. We then address a more
specific research question. Why do many projects fail to complete before the deadline?

The remainder of this chapter is structured as follows: Section 8.2 discusses the initial
base case behavior of the model that is based on the “fixes that fail” structure. The
behavior of this model is compared with the BOT graphs in Chapter 5; Section 8.3
presents the verification and validation of the model; Section 8.5 describes a model for
the “fundamental solution” for RPI; Section 8.6 discusses insights generated from the
developed RPI model based on both the “fixes that fail” archetype and the “fundamental
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solution” for RPI; and Section 8.7 concludes this chapter.

8.2 The fixes that fail RPI Model Behavior
The RPI model described in Section 7.3 is defined using stock and flow diagrams. The
model was gradually developed in consultation with the RPI stakeholders presented in
Table 5.1 and a system dynamics expert. The stakeholders were presented with graphical
and tabular output from the RPI model which they checked for correctness and insights
generated by the model as agreed upon during meetings that were held on a regular basis.
This was done to ensure that the researcher and the RPI stakeholders understood how
the model structure relates to its behavior. This section presents the initial validation
runs of the base case model which grounded in the “fixes that fail” structure of RPI that
was described in Sections 6.4 and 7.3.

The BOT graphs are the first check against the validity of a simulation model [170].
A comparison is done between the simulated model and the BOT graphs. Ideally the
simulated model and the BOT graphs have to be similar. However, if they differ,
then either the adequacy of the model is demonstrated or the model is improved for
correctness [139,170]. The initial behavior of the model was compared with that of the
BOT graphs for the key process improvement variables that were presented in Chapter 5;
Figures 5.1 and 5.2. Figure 8.1 is an illustration of the simulated behavior of the RPI
model that reflects the behavior of 4 key variables of RPI observed from literature and
the field studies. The figure is generated by the Vensim modeling environment.

Figure 8.1: Initial model behavior compared to BOT in Figure 5.1

Figure 8.1 presents the graphical behavior of the following variables: process im-
provement costs, customer satisfaction, and process rigor. On the horizontal axis is the
simulation time in weeks; and on the vertical axis is the scale for each one of the 3
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key variables as follows: process improvement costs are in US dollars; while customer
satisfaction and process rigor are dimensionless with a scale of 0-1.

One of the assumptions we considered for the RPI model development was that for a
short to medium sized project, management is committed to process improvement given
the short period for which the project is done. This assumption is supported by Hall
et al. [64] who report that management commitment must be visible and consistent for
successful process improvement. Therefore, based on this claim, we do not need to have
management commitment as a variable within the model. Process improvement capability
is also not a variable in the model as it was considered by the experts to be the decline
in the error fraction during process improvement. If the error fraction is high, then it
implies that the process has a low process improvement capability and vice versa.

In Figure 8.1, the rookie process rigor is initially increasing as the rookie requirements
engineers on the project gain experience to become experienced engineers and therefore
make less mistakes. However, from week 10 to week 22, the decline in rigor is a result of
more rookies being hired on the project but as they gain experience, the rigor is improved
until the project ends. Since the rookie requirements engineers have have little or no
experience on process improvement projects, we make an assumption that their adherence
to standards is low, resulting in a decline in the Rookie RE process rigor whenever new
rookies are hired. Their rigor increases as they gain experience on the project. Previous
studies [3, 93, 127] have indicated that when rookies are hired they have to be trained
on the domain knowledge, new technology and skills if they are to become experienced
employees.

The customer satisfaction curve increases as the customers approve more requirements
on the project. However, less requirements are approved when rookie requirements
engineers are hired on the project because they make mistakes and are therefore less
productive which results in a decline in customer satisfaction. As the rookies gain
experience, more requirements are approved and the customers are happy hence an
increase in customer satisfaction up to project completion. The process improvement
costs on the other hand gradually increase as more rookie requirements engineers become
experienced implying that their salary scale increases. The costs increase further when
more rookies are hired on the project and the project expenditure increases. When the
project ends, the costs become zero and the graph flattens.

Figure 8.2 displays a set of simulation runs that includes 2 other key variables for RPI.
These variables include; the total productivity, and errors observed that are classified
as internal errors (requirements with errors) and and external errors (requirements for
change). Requirements with errors are identified by the process improvement organization
during internal reviews while requirements for change are identified by the customer during
customer reviews for approval. The total productivity are the number of requirements all
the engineers on the project can process per week.

The total productivity gradually increases during the first five weeks of the project
as the rookie requirements engineers on the project become experienced. When more
engineers are recruited on the project the productivity gradually increases further until
week 40, when the project is completed and the engineers are transferred to other projects,
hence a decline in productivity to zero. In reality, the dynamics of the total productivity
curve is attributed to the fact that at the beginning of the process improvement project,
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Figure 8.2: Initial model behaviour compared to BOT in Figure 5.2

some requirements engineers on the project (referred to as rookie REs) are not skilled
enough to easily identify technical errors in the specification reviewed and therefore have
to be supervised by the experienced engineers on the project. When the rookie REs gain
experience, the total productivity drastically increases as there are now more experienced
requirements engineers on the project who have the ability to easily identify technical errors
in the specification. The increase in the number of experienced requirements engineers
increases the total productivity, where as the transfer of experienced requirements engineers
to other projects gradually decreases the total productivity.

The errors observed curves takes on fluctuating behavior. The internally generated
errors continuously increase from the start of the project up to week 10 because initially,
the rookie REs on the project make mistakes and therefore accumulate errors. As the
rookie REs become experienced, the internally generated errors start decreasing up to
the end of the project. On the other hand the errors observed by the customers during
their reviews for approval are referred as “requirements for change” in this thesis. During
the customer reviews of the requirements for approval, the requirements engineers on the
project guide the process. If the fraction of rookies on the project is higher than that of
the experienced engineers, the effectiveness of the rookies in providing this guidance tends
to be constrained due to their lack of experience in identifying requirements for significant
changes. Therefore the customers will identify many requirements for change that include
those with insignificant changes. The number of requests for change starts to decline
when the rookies become experienced and can therefore easily support the customers in
their review approval process to identify requirements that require significant changes.

The graphs in Figures 8.1 and 8.2 display the dynamic behavior of a process improve-
ment project whose structure is grounded in the “fixes that fail” archetype discussed in
Section 1.4.2. It should be noted that despite the settings of the base case model that
represent the reality of a small to medium sized RPI project, the simulation runs indicate
that the RPI project ends late at about 40 weeks. Although the RPI experts estimated
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small to medium RPI projects to last 24 weeks, the results of the baseline model reveal
that this is too short a period. Probably this could be the reason for continuous project
failure despite the measures taken to carry out effective process improvement that have
been discussed in Chapter 2. In Figures 8.1 and 8.2, from week 15-30 we observe the
peak of process improvement where most of the dynamics occur. During this period, the
delays and effects of the processes of hiring and gaining experience of the requirements
engineers come into play before the model stabilizes to completion at week 40. Although
the project ends late and with an estimated budget overrun of 50%, there is a significant
decline in the percentage of errors in the requirements document that is approved by the
customers. In the next sections of the chapter we discuss the possibilities of management
to carry out interventions that will result in optimal solutions that balance of the cost,
schedule and quality for successful process improvement.

In the next section, we explain the verification and validation tests recommended for
system dynamics models [55,66,92] that the requirements process improvement model
was subjected to. The tests for validity were done to ensure stability of the developed RPI
model and to determine the variables that affect the behavior of the key RPI variables [92].

8.3 RPI Model Verification and Validation
The model structure and resulting behavior described in Section 8.2 were subjected to
various validation and verification tests recommended by [35,55,91]. The aim of subjecting
the model to these tests was to build confidence in the RPI model so that it can help the
stakeholders to understand and explain the behavior of the key RPI variables over time
during process improvement. The RPI model can also help the stakeholders to suggest
strategies that would improve the deteriorating performance of process improvements.
Verification of a system dynamics model, also referred to as debugging, is done to ascertain
that the model equations are technically correct [55]. Validation of a system dynamics
model is done to ensure that the model structure and assumptions meet the purpose for
which the model is intended [35,55]. In addition, verification and validation are done to
ensure that the model has no behavioral errors in relation to the real world, and that it
should replicate the system behavior when subjected to various conditions [35].

1. Unit consistency test and documentation of the RPI simulation model.
All equations of the variables in the RPI model were checked for unit consistency.
The unit consistency test for any equation is about having a balanced equation whose
dimensions or units of the variables on the right hand side are equal to dimensions
on the left hand side [35]. This test is done to ensure that we do not have situations
of “adding apples with oranges” and therefore having results that are meaningless.
The dimensional consistency test was carried out using the built-in facility for unit
consistency of the Vensim environment during the development of the RPI model.
All variable in the RPI simulation model presented in Section 7.3 were documented.
Most of the variables that were used in the development of the RPI model together
with their relationships were collected through field studies as described in Chapter 5
and from a review of the requirements engineering and process improvement literature
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acknowledged in Tables 6.1, 6.2 and 6.3. A list of the developed system dynamics based
RPI model equations together with their documentation is presented in Appendix B.

2. Structural verification test.
Structural verification was done to ensure that the model’s structure is in line with the
representation of the real world in terms of the RPI process [46, 55]. This was done by
formulating the model parameters in accordance to the conceptual and mathematical
meanings derived from the variables [46]. Simulations of each one of the key RPI
variables were done individually based on different time steps and integration methods.
This enabled us to check the model for any arithmetic and logic errors for each variable.
Some of the RPI stakeholders who participated in the validation of the RPI model
structure presented in Chapter 6 were also involved in validating the model behavior.
The simulation time for the RPI model is 50 weeks although various tests were carried
out on the model for periods of up to 100 weeks to test the model under extreme
conditions.

3. The boundary adequacy test.
The boundary adequacy test was done to determine the relationship between the RPI
model structure and its dynamic behavior. The behavior of the key RPI variables
in Figures 8.1 and 8.2 was tested to determine the similarity between the model’s
behavior and that of the BOT graphs presented in Section 5.4. A comparison of
the variables reveals that overall they have the same trend as the behavior of the
RPI model but they differ from point to point. Given that the RPI model passes
the structural validation test, the contrast in the behavioral trend of the model with
the BOT graphs can be attributed to the differences in the stakeholders’ opinions
as Eskinasi [46] argues. It is important to note that the presented BOT graphs are
mental models of managerial sketches as perceived by managers [156]. Golden [60]
emphasizes the importance of documenting retrospective accounts of experts’ past
experiences because they are believed to be accurate recalls of their organizations’
past strategies. Some experts based their mental models on past projects or their
experience. However, these may have occurred over longer time periods resulting in
retrospective bias due to inaccurate recalls [60]. Secondly, RPI in the past has not
been following a structural approach due to the time and costs that are perceived to
be high. Experts’ opinion about the behavior of most of the variables was therefore
derived mainly from intuition and experience. Nevertheless, the differences between
the BOT graphs and the simulated behavior of the RPI model have limited impact on
the process under investigation.
In [46], it is asserted that system dynamics does not necessarily equate the BOT graphs
with the simulated variables. In the literature, it is recommended that if the behavior
of the model differs from the BOT graphs, it is more important to identify the stock
and flow structures that cause a particular behavioral trend than to fully match the
BOT graphs [46, 55, 156]. In the developed RPI model, the rookie RE process rigor
curve has a kink after having attained a goal seeking behavior because at that point,
new rookie REs are hired and therefore the level of rigor declines but it later increases
when they gain experience. Therefore fluctuations in rigor are experienced whenever
new engineers are hired on the project. The total productivity graph in the developed
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RPI model does not maintain a goal seeking behavior up to the end of the project as
presented in BOT graph because when there is no more work for process improvement,
the engineers are transferred to other projects, hence the drop in this variable in the
developed RPI model.
Another reason for the difference in behavior could be the short period over which
the process improvement is done (i.e. 24 weeks). This period is too short to generate
more detailed behavior compared to the long periods from which the BOT graphs
were developed. Lastly, the behavior of BOT graphs was expressed as the behavior of
the independent variables over time. This could have led to the differences in behavior
with the developed RPI model since it captures the holistic behavior of the key RPI
variables. The behavior of the simulation runs is a result of the feedback and non
linearity that exists within the structure of the RPI model when all the variables
interact with each other. Therefore we can safely conclude that the BOT graphs are
similar to the simulation output of the developed RPI model based on the following
observations.

� The perceived customer satisfaction graph for the RPI model shows that this
variable has a goal seeking that is similar to that of the BOT graph. Customer sat-
isfaction is derived from the fraction of the total requirements that the customers
have approved given the time that is remaining for the project to be completed.
At the point when new rookies are hired on the project, less requirements are
approved as a result of the mistakes that the rookies make. This has a feedback
effect on customer satisfaction that is reflected by the constant level of perceived
the customer satisfaction between week 20 and 25 before it increases again to
attain a goal seeking behavior. In this graph we present the perceived customer
satisfaction graph instead of customer satisfaction because management makes
decisions for process improvement based on the perception it has of the level of
customer satisfaction. It is difficult for management to know the real level of
customer satisfaction in reality.

� The cumulative process improvement costs have the same trend as the costs
of the BOT graph. They capture the cumulative costs over the period of the
process improvement project. The costs increase with increases in the number of
requirements engineers on the project. When the number of engineers is constant,
the process improvement costs will not change.

� The graph for errors in the BOT graph is fluctuating with errors increasing and
decreasing over time. In the RPI model we present the two categories of errors as
those internally generated by the process improvement organization (requirements
with errors) and those observed during the customer reviews (requirements for
change). The trend for these errors is similar to the BOT graph to a large extent.
The requirements with errors initially increase, then start declining as less errors
generated. On the other hand, the requirements for change gradually increase
with increases in the customer review experience, but later decline as the errors
observed in the requirements significantly reduce.

The verification and validation tests described, were carried out during the modeling
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process of the RPI model. This is because there is a close linkage between the modeling
process and the validation criteria [46]. The RPI model was also subjected to a range
of sensitivity tests to identify the variables that have an impact on the behavior and
performance of the RPI model. Section 8.4 presents the results of the sensitivity analysis
that was done to demonstrate the validity of the RPI model in addressing RPI concerns
that were discussed in Section 1.4.

8.4 Sensitivity Analysis Test of the RPI Model
A sensitivity analysis test is a validation test used to assess the impact of a change in a
parameter on the model outputs [35, 92, 156] or simply put, it helps to determine how
sensitive a model is to changes in the values of the model parameters [22]. The test also
helps to determine the key variables that drive the model’s results [160]. The sensitivity
analysis test carried out for this research was aimed at minimizing the changes between
the cost, quality and schedule as specified in Section 1.4.2. The output from sensitivity
analysis enabled the creation of various scenarios that increased the level of confidence in
the model [160].

For this research the sensitivity analysis was done by varying each RPI model input
variable within a range of plus or minus 10% [92,156,160] and examining the impact of
the variable’s changes on the model output results. The variables that affect the RPI
model behavior significantly when changed were identified and the behavioral changes
were analyzed in the context of the literature and field findings as described in Chapters 2
and 5.

Table 8.1 presents a summary of key input variables for the RPI model used as baseline
or initial parameter values for the sensitivity experiments.

Table 8.1: Baseline parameter values for sensitivity analysis of the
RPI model

Sector Input Variables Base

Case/Ini-

tial Values

10% Decrease 10% Increase

Rework and
effort manage-
ment

Initial requirements
specification to re-
view

2500 {Require-
ments}

2250 {Require-
ments}

2750 {Require-
ments}

Productivity of
REs

Training delay 2 {weeks} 1.8 {weeks} 2.2 {weeks}

Hiring delay 3 {weeks} 2.7 {weeks} 3.3 {weeks}
Supervision% time
per rookie

0.2 {dimension-
less}

0.18 {dimension-
less}

0.22 {dimen-
sionless}

Management
and Planning

Initial PI Budget 10,000 {USD} 90,000 {USD} 110,000 {USD}

The Vensim modeling environment has a sensitivity simulation set up interface that is
used to configure the sensitivity ranges of each variable as well as the variables against
which sensitivity will be analyzed. The variables in Table 8.1 are the key input variables
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for each of the sectors in the RPI model. The sensitivity analysis test was done to identify
the most sensitive RPI variables to small changes in the input variables of the model.
The data generated during the sensitivity analysis simulation runs was exported for
statistical analysis to determine the most sensitive variables [156]. In excel, the imported
data was first normalized for purposes of having all the data with the same format
before the standard deviation for all the variables was computed. This was followed
by computing the correlation co-efficients for the relationships between inputs and the
key RPI variables. The Pearson’s correlation analysis [48] was used and the results are
presented as a correlation matrix in Table 8.2.

In Table 8.2 the numbers in bold indicate that the variables were so sensitive to the
10% increase or decrease in the input variables of the RPI model while the unbolded
figures are not so sensitive. An analysis of the sensitivity test results, indicates that all
the key variables for RPI (i.e. total productivity, cumulative total process improvement
costs, errors (requirements for change and requirements for review), customer satisfaction,
and rookie RE process rigor) are sensitive to changes in the values of the training delay
and the initial requirements for review. The hiring delay only affects the internal and
external error fractions that we associate with process improvement capability in this
thesis, while the initial process improvement budget only affects the budget overrun. No
variable is sensitive to the supervision percentage time per rookie.
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Table 8.2: Correlation matrix (Pearson (n))

Variables HD IPIB IRRv SPR TD CPIC RFC RRI RWE BO CS EEF FPC IEF REPR TP

HD 1 0.023 -0.013 0.031 0.140 -0.078 0.089 0.129 0.075 0.074 -0.087 0.140 -0.087 0.142 -0.135 0.039

IPIB 0.023 1 -0.065 0.014 -0.067 -0.048 -0.031 -0.012 -0.076 0.628 -0.012 0.008 -0.012 -0.015 0.008 0.022

IRRv -0.013 -0.065 1 -0.089 -0.078 0.760 -0.591 -0.512 -0.538 -0.631 0.689 -0.590 0.689 -0.586 0.585 -0.534

SPR 0.013 0.014 -0.089 1 0.008 -0.051 0.067 0.066 0.075 0.048 -0.081 0.056 -0.081 0.057 -0.058 0.070

TD 0.140 -0.067 -0.078 0.008 1 0.529 0.671 0.858 0.738 -0.452 -0.734 0.764 -0.734 0.764 -0.754 0.807

CPIC -0.078 -0.048 0.760 -0.051 0.529 1 -0.108 0.107 -0.045 -0.807 0.097 -0.023 0.097 -0.020 0.025 0.101

RFC 0.129 -0.012 -0.512 0.066 0.858 0.107 0.867 1 0.884 -0.091 -0.972 0.954 -0.972 0.952 -0.942 0.977

RRI 1 0.035 -0.011 0.036 0.144 -0.037 -0.011 0.057 0.136 0.015 0.049 -0.100 0.152 -0.100 0.150 0.048

RWE 0.075 -0.076 -0.538 0.075 0.738 -0.045 0.948 0.884 1 -0.010 -0.872 0.912 -0.872 0.912 -0.911 0.867

BO 0.074 0.628 -0.631 0.048 -0.452 -0.807 0.066 -0.091 -0.010 1 -0.082 0.013 -0.082 0.007 -0.015 -0.066

CS -0.087 -0.012 0.689 -0.081 -0.734 0.097 -0.877 -0.972 -0.872 -0.082 1 -0.954 1.000 -0.952 0.944 -0.969

EEF 0.140 -0.008 -0.590 0.056 0.764 -0.023 0.961 0.954 0.912 0.013 -0.954 1 -0.954 0.999 -0.944 -0.969

FPC -0.087 -0.012 0.689 -0.081 -0.734 0.097 -0.877 -0.972 -0.872 -0.082 1.000 -0.954 1 -0.952 0.944 -0.969

IEF 0.142 -0.015 -0.586 0.057 0.764 -0.020 0.961 0.952 0.912 0.007 -0.952 0.999 -0.952 1 -0.994 0.960

REPR -0.135 0.008 0.585 -0.058 -0.754 0.025 -0.961 -0.942 -0.911 -0.015 0.944 -0.994 0.944 -0.994 1 -0.954

TP 0.039 0.022 -0.534 0.070 0.807 0.101 0.886 0.977 0.867 -0.066 -0.969 0.962 -0.969 0.960 -0.954 1

The values in bold are different from 0 with a significance level alpha=0.05.
The details of the acronyms in Table 8.2 are given in Appendix A.
The criteria used to categorize the extent to which the key RPI variables are sensitive to the 10% decrease and increase of the
input variables was adapted from [92].

� +/-0.15-0.34 = Very sensitive

� +/-0.35 and above = Highly sensitive
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Various studies have been carried out to establish the impact of work-related training
on the employees’ level of productivity and on the wages [36,39]. Davar and Parti [36]
analyzed results of various meta-analysis procedures that were applied to experimental
studies to establish the impact of training on job productivity and organization results.
The findings of their studies were that on-job training made a significant difference in
trainees’ productivity and increased it by over 0.5% [36]. Dearden et al [39] also earlier
discovered that work-related training was associated with significantly higher productivity
in the UK. An estimated increase of 1% in the proportion of employees trained was
associated with about a 0.6% increase in productivity but 0.3% increase in wages. All
studies suggest that there is a substantially high impact of training on productivity and
this impact is robust to a large number robustness tests. The differences in the statistical
findings across these studies can be explained by any of the following factors: varying
levels of analysis, differences in sources of data, varying sectors, or differences in time
periods [36]. In Table 8.2; the total productivity and the cumulative process improvement
costs are also highly sensitive to the training delay. However, like in previous research,
total productivity has a higher sensitivity value than the process improvement costs.
These results confirm the results of previous research conducted to establish the impact
of training on productivity and the employee wages.

In another study, Bator [16] emphasizes the importance of strengthening customer
satisfaction if a business is to be successful. He explains that this is best done when an
organization has the ability to retain its employees. Experienced employees understand
the needs of the customer and will therefore perform efficiently and effectively. This
will in turn have a significant impact on the level of customer satisfaction. Comparing
Bator’s [16] argument with the results in Table 8.2, customer satisfaction is not sensitive
to the hiring delay because this is not attributed to the retention of requirements engineers
on the project. However, customer satisfaction is highly sensitive to the training delay and
to the different categories of the work done (that is requirements for change, requirements
reviewed internally, and requirements with errors), as well as the internal and external
error fractions that are associated with the retention of the requirements engineers.

We therefore conclude that overall, the results in Table 8.2 confirm the validity of the
developed RPI model. Errors observed, total productivity, customer satisfaction, total
process improvement costs, and process rigor are key RPI variables that drive the success
of RPI in small to medium sized organizations as was established from the literature and
the field studies described in Chapter 5. Process improvement capability is also a key
variable for RPI as a result of its linked association to both the internal and external
error fractions that are sensitive to changes in the hiring delay.

The result (of 200 runs) is reported in Figures 8.3, 8.4, 8.5, and 8.6 which demonstrate
that the confidence levels mainly drop in the period between 12.5 to 30 weeks of the total
simulation period. As such, all simulations up to the 95 per cent confidence intervals
follow the same trend as the baseline simulation for the first quarter of the project.

During the first quarter of the project, there is an insignificant change between
the confidence intervals and the baseline run resulting in an indication that the process
improvement is a success. In this period, the workforce management loop (B1) is dominant
(see Figure 7.2). There are no attempts made to have any interventions on the project
despite the increasing normalized work remaining relative to the declining work capacity.
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Figure 8.3: Effect on budget overrun

Figure 8.4: Effect on total productivity

In the next two quarters of the project, the confidence intervals become unstable. The
continued focus on loop B1 yields uprising concerns of process improvement that trigger
interventions by management to correct the situation. The RPI experts we interviewed
revealed that management takes long to realize the need for interventions to address
such concerns which in the end results in delayed interventions and therefore late project
completion. This sensitivity analysis confirms the validity of the conclusion that for an
organization to undertake process improvement for a small to medium sized organization,
they need much more time than 24 weeks due to the effects of hiring and training of the
requirements engineers that take a period of time and the rework cycle that is lengthy.
When process improvement is done in a short period, the effect of the efficiency of process
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Figure 8.5: Effect on the external error fraction

Figure 8.6: Effect on the perceived customer satisfaction

improvement due to the delays in education and training will not be observed. We also
deduce that having a project completed late does not necessarily imply that the project is
not successful. Rather, it implies that the requirements engineers are better experienced
and their performance will improve for other projects.

Among the sensitive variables, the total productivity of the requirements engineers,
and the external error fraction which determines the number of requirements for change,
are a true reflection of the critical success factors that influence process improvement in
low maturity organizations as emphasized by [125]. The authors argue that the critical
success factors for process improvement in low maturity organizations begin with training
and reviews, followed by developing standards and procedures [125]. Furthermore, [165]
argue that at whatever level of maturity an organization is, its success will also depend
on customer satisfaction and the process improvement costs involved [165]. Our results
are in sync with these arguments since total productivity, errors observed (requirements
with errors and requirements for change), rookie process rigor, the internal and external
error fraction (process improvement capability), cumulative process improvement costs,
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and customer satisfaction have been confirmed as critical for the success of RPI in small
to medium sized organizations with low maturity levels.

This section answers research question 4: To what extent do all the key variables
in the RPI model predict RPI success? The key success variables for RPI described in
this thesis (Section 5.4) may be important for process improvement at whatever level of
maturity the organization is, however some may be more critical when the organization
is at a higher maturity level [125,165]. In this thesis, the relationship between the key
variables for successful process improvement has been demonstrated and the effects of
each of these variables can be explained through the insights generated by the developed
RPI model [125, 165, 166] for a small to medium sized organization with low level of
organizational maturity. Further research can be done to explore the critical RPI variables
for organizations with higher levels of maturity. In the next section we discuss the
managerial implications of the “fixes that fail” structure on the success of RPI.

8.5 Fundamental solution for RPI
Previous research focusing on the causes of software projects failure concluded that the
use of quick fixes to address projects challenges has resulted into continuous project failure
since the fixes do not address the root cause of the problems [50]. The key argument is to
determine the underlying causes of the problems if a lasting solution to project failure is to
be realized [187]. Nakamura and Kijima’s [105] work identified the causes of fixes that fail
as effects of single loop learning that result into delayed project completion, compromised
quality and escalating costs. Although the consequences of single loop learning and
fixes that fail are largely known, hardly any research has been done to determine the
underlying dynamics that result into continuous project failure. The main contribution
of this section is to show how process improvement organizations get trapped into the
“fixes that fail” loop. This provides insight into how the consequences of this trap can be
prevented through adopting a dynamic structure that results into a fundamental solution
for RPI based on learning from past experiences, coined as double loop learning [128].

Our findings have important managerial implications for RPI organizations that
tend to have continuous process improvements based on cost effective decisions for
RPI [128,135,169]. In this section we describe a system dynamics based simulation model
that is based on the data we obtained from the field studies. It is an extension of the RPI
model developed in Chapters 6 and 7. The use of this model will help in investigating
the success of RPI through experimentation with an aim of ensuring that decisions for
RPI are not based on the “fixes that fail” structure that results into project failure caused
by the single loop learning effect [105]. Once the RPI organization processes are grounded
in this structure, our developed RPI model indicates that its negative effects can be
avoided if loop B2, that triggers hiring based on the gap between work capacity and the
work remaining, is deactivated. We therefore extended the RPI model as illustrated in
Figure 8.7 to achieve a fundamental solution to RPI that is a result of the double loop
learning effect [128] (Section 5.5).

In this structure, the hiring decisions are not based on the work remaining. The
revised structure fundamentally changes the dynamics of RPI to enable management of
RPI organizations to make cost effective decisions for RPI based on lessons learnt as
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Figure 8.7: The RPI fundamental solution structure

opposed to quick fixes [105,128]. Using this model, management can make interventions
like having no hiring policies for small projects if that is what it takes for the organization
to escape from the “fixes that fail” situation [135,144]. The points where interventions
can be done are the parameters in green font (i.e. additional requirements engineers
required, training delay and supervision percentage time per rookie).

The first step was to make a comparison between the RPI system dynamics simulation
models of the “fixes that fail” structure (short term solution) and the fundamental solution.
Figures 8.8 and 8.9 are illustrations of the simulation output that shows the differences in
the RPI results of the fixes that fail (red graphs) and fundamental solution (blue graphs)
structures.

In Figures 8.8 and 8.9 there are four graphs (A, B, C and D). Graphs A and B are
a comparison of the errors observed during the process improvement projects. Graph
C compares total productivity of the projects but we can also compare the completion
schedules of the projects using the same graph. Graph D compares the process improve-
ment costs of the projects. We observe that in graphs A, B, and C the models have the
same behavior from the start of the project until week 10 while in graph D the behavior
is the same for both projects until week 18. Beyond week 10 (for A, B and C) and week
18 (for D), there are significant differences in the errors, productivity, schedule, and costs
(the black arrows represent this gap). The project based on the fundamental solution has
the following strengths:

1. uses less resources in terms of the requirements engineers and costs for the entire
project, that is USD 80,282.60 compared to USD 153,525.63. The “fixes that fail”
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Figure 8.8: Comparison between the RPI based short term and fundamental solution
structures

Figure 8.9: Comparison between the RPI based short term and fundamental solution
structures

model has a budget overrun of USD 53,525.63 which is over 50% of the initial
budget.

2. has less errors observed.

3. completes at week 44 which is 2 weeks earlier than the “fixes that fail” solution that
completes at week 46.

With the short term solution, the actual amount of work to be done grows because
we have more requirements with errors and requirements for change than we anticipated.
We have a work capacity that is based on the project team size and the respective
nominal productivity of the rookie and experienced requirements engineers. This is an
over estimation of the perceived work remaining because the work remaining is the amount
of tasks that go through the system but they are subject to rework and error resolution
respectively, which makes us underestimate the project.
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We observe that the fundamental solution model performs better than the fixes that fail
based model in all aspects of schedule, cost and quality. We further investigated the points
in time on a process improvement project where successful management interventions for
RPI can be done. Experiments were conducted using the same number of requirements
for the initial requirements specification documents (that is 2500 requirements) and the
same budget (that is USD 100,000) for all the experiments.

In Section 8.6 we present results of some experiments that were conducted to determine
the effectiveness of specific management interventions that prevent consequences of single
loop learning leading to RPI project failure as highlighted in Section 5.5.

8.6 Management interventions for RPI success
Using the fundamental solution model in Figure 8.7 as the starting point, experiments
were conducted to simulate the scenarios that generate the most satisfactory alternatives
for cost effective decisions for RPI. The experiments are a representation of interventions
that management and stakeholders can make on a requirements process improvement
project. Although some studies of similar interventions have been conducted before
in areas that include organizational strategic leadership [17], the dynamics of having
organizational strategy workshops [72], and organizational recessionary times [128]; no
such studies have been conducted to determine the impact of management interventions
on process improvement projects.

Using the system dynamics based RPI fundamental solution model as the bench
mark for a successful RPI project (in terms of having a satisfactory balance between the
cost, schedule and quality), three sets of experiments were set up based on the timing
of various management interventions. Recently, there has been growing interest in the
level of managerial analysis in order to determine the influence of management’s decision
making on an organization’s strategy [72,128]. The experiments described in this section
capture the dynamics underlying the possible cost effective interventions management
can make for RPI success.

Three sets of system dynamics based experiments are set up. The first experiment is
aimed at understanding the effect of management maintaining the same project team size
from the start to the end of the RPI project but increasing the supervision percentage
time that the experienced engineers commit to the rookies at the onset of the project
until they become experienced enough to carry out process improvement independently.
The second experiment involves management exploring the effect of hiring additional
requirements engineers on the project while all the other exogenous constants remain
unchanged. Lastly, the third experiment explores the option of combining the strategies
of the first and second experiment.

All experiments are conducted using Vensim’s inbuilt STEP function to the “Additional
Requirements Engineers required”, “training delay” and/or the “supervision percentage
time per rookie” variable(s). The STEP function involves a discrete change in a variable
(e.g add 5 engineers at 1 time step) as opposed to a gradual change (e.g add 1 engineer/time
step for a period of 5 time-steps). Most of the interventions made on RPI projects deal
with increasing the number of people on a project or increasing the budget by a certain
amount at a particular time which reflects the STEP approach.
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8.6.1 Experiment 1: Maintaining a constant project team size
In Experiment 1, the aim is to understand the effect of not hiring more employees but
maintaining the same project team size, on the cost and schedule of the RPI project.
Therefore this experiment investigates the intervention required to reduce the cumulative
process improvement costs and the schedule completion time to an extent that surpasses
the costs and schedule of the fundamental solution. This intervention does not allow
any hiring of new requirements engineers on the project. Such incidences occur when
organizations are constrained by funds and can only manage to maintain the current
number of employees or lay off some in order to cope with the financial crisis [77, 128]
while retaining their profits in the long run. An example is the Ford Motor Company
that recently decided to lay off employees with the goal of retaining its profits within
Europe in preparation for the upcoming financial crisis that is expected to affect major
world economies [182]. This strategy was opted following reports that the global economy
is sliding into a financial crisis and that major car producing companies are undertaking
measures to cope and maintain their profitability in the industry [77,182].

An organization retains the same team throughout the project but increases the
supervision percentage time that the experienced engineers commit to the rookies at
the onset of the project until they become experienced enough to carry out process
improvement independently. In this case the supervision percentage time is doubled based
on the argument that at the start of the project if more time is invested in training the
rookies, then the project will be using only experienced REs within the shortest time.
They are therefore unlikely to make mistakes. We observe that the rookie engineers
become experienced within the first seven weeks of the project. Thereafter, all the
engineers on the project are experienced and their level of rigor is high. In Figures 8.10
and 8.11 the results of the first experiment are presented.

Figure 8.10: Comparison between fundamental solution structure and maintaining the
same project team size

Interestingly, the results indicate that the project based on this intervention will be
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Figure 8.11: Comparison between fundamental solution structure and maintaining the
same project team size

completed 6 weeks earlier than the fundamental solution based model. This project
will also use a budget that is 77% less than the budget for the fundamental solution.
Compared to the fundamental solution, with this intervention, despite maintaining the
same project size and therefore the same level of productivity throughout the RPI project,
the number of requirements with errors and requirements for change reduce significantly
after the first 5 weeks of the project.

8.6.2 Experiment 2: Increasing the project team size
As outlined, the second experiment explores the effect of hiring additional requirements
engineers on the project while all the other exogenous constants remain unchanged.
Management of organizations uses this strategy with an aim to avoid late projects.
Organizations invest in this strategy if faced with hard deadlines and need to recover
from the panic of delays that would hinder project completion within the scheduled time.
The results of this intervention are referred to as the “quick hire gunslinger” mentality.
Bennan [23] argues that this mentality that is driven by management’s motivation to
hire additional team members is usually not made strategically but out of panic to fill an
imagined skills gap. If the choice of this strategy does not accrue from a process that
evaluates and considers maximizing the use of the existing team, then worse results could
be obtained from the project (in terms of being late, with high costs and poor quality).

In Figures 8.12 and 8.13, the results of the second experiment are presented. In this
experiment, interventions were conducted in three categories as follows: during the first
quarter of the project at the 10th week, half way the project at the 20th week and towards
the end of the project at the 30th week. The motivation for choice of these time periods
is based on the premises that the simulation duration for a successful RPI of a small to
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medium sized organization is approximately 40 weeks. Interventions are therefore carried
out during the first, second and third parts of the project. We do not expect to have
interventions during the last part of the project as the feedback and time delays between
the RPI variables would result into late completion of the project. The contribution of
this section to literature and RPI practice is the appropriate timing and intervention type
that results in a satisfactory balance between cost, schedule and quality for a successful
process improvement.

Figure 8.12: Effect of increasing the project team size on the three categories of intervention
points

Figure 8.13: Effect of increasing the project team size on the three categories of intervention
points

As a result of the interventions carried out at the different time instances, we observe
that the graphs in Figure 8.12 and 8.13 (Graphs A, B, C, and D) are not continuous
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lines. At t=10 weeks, t=20 weeks, and t=30 weeks respectively, the interventions are to
step up the team size by 2 engineers. Although this reflects an increase in productivity
for all the interventions illustrated in Graph C, surprisingly with the exception of the
intervention at t=30, there is a slight increase in the requirements with errors in Graph
A and a significant increase in the requirements for change in Graph B. These projects
also end up with the highest costs represented in Graph D. The intervention at t=30 has
similar results with the fundamental solution. This can be explained by the fact that
initially, the RPI organization has good quality and cost performance resulting from the
dynamics of the fundamental solution. The continuous increase in the number of errors
observed despite the increase in the number of requirements engineers on the project is
attributed to the lack of experience of the newly hired engineers on the project. However,
when the requirements engineers gain the experience through supervision by their more
experienced peers, their productivity increases and less rework is done. This dynamics of
the project team size in respect to the interventions at the various time points is similar
to the trend of staffing dynamics and rework trend over time explained in [134].

The interventions at t=10 are positioned within a period where effective utilization of
the process improvement budget is jeopardized. The project exhausts the whole budget
but completes 2 weeks earlier than the fundamental solution model. The interventions
done at t=20 completes at the same time as the fundamental solution but is more costly.
The aim of management interventions is to minimize the costs incurred on the project
and at the same time have the project completed within the shortest time possible.
Therefore an organization can opt for the intervention at t=10 if the completion time
takes precedence on a project. However, if the organization prioritizes cost saving over
timely schedule completion, then the fundamental solution would be ideal.

8.6.3 Experiment 3: Trade off between hiring and maintaining
the team size

This experiment combines experiments 1 and 2. Management explores the possibilities of
escaping the “fixes that fail” process. This strategy explores the option of hiring rookie
requirements engineers on the project and increasing the supervision percentage time that
the experienced engineers commit to the rookies until they become experienced enough to
carry out process improvement independently. The purpose of combining these strategies
is to identify any potential effects of the strategy on the success of RPI. Such strategies
are implemented by management when they realize the weaknesses of the “fixes that fail”
approach and reverts to the possibilities of identifying a fundamental solution [128].

In Table 8.3, the results of the 3 sets of experiments together with those of the “fixes
that fail” and fundamental solution are presented.
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Table 8.3: Results of experiment3, combined with the results from
the fixes that fail, fundamental models, and experiments 1 and 2
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Fixes that fail (Short term solution) 153,525.63 46

Fundamental solution 80,282.60 44

Experiment 1 No hiring 62,403.88 38

Experiment 2 t=10 99,986.69 42

Experiment 3 t=10 99,583.94 38

Experiment 2 t=20 94,029.67 44

Experiment 3 t=20 88,802.70 40

Experiment 2 t=30 80,282.60 44

Experiment 3 t=30 67,561.13 39

In Table 8.3, results indicate that a project that undertakes the intervention in
Experiment 1 (that is no hiring employees through out the project) has highest the
chances of a successful RPI as it has the shortest completion time and the least process
improvement costs incurred compared to the fundamental solution and all the other
experiments. Our findings reveal that the timing of management interventions is crucial
for the success of process improvement projects [128]. Interventions carried out in the
initial phases of the project (at t=10) incur high process improvement costs but shorter
project completion times compared to those carried out at t=20 and t=30 with the
exception of Experiment 3 whose intervention is carried out during the last phases of
the project (at t=30). As such for an organization to carry out successful RPI, it has to
tradeoff between the cost and the schedule of the project given the goals and objectives
of the project. Our findings enable RPI stakeholders to make informed decisions for cost
effective intervention strategies that can result in RPI project success.

Interventions aimed at only increasing the project team size are costly and have less
chances of RPI success. However, research [127,156] and the RPI experts during the field
studies indicated that many organizations continue to invest in hiring new employees for
project success. The benefits of this intervention are not realized early enough as it takes
time for the new employees to train and gain experience before they can have an impact
on RPI success. The benefits of increasing the team size can be timely if interventions are
done at the start of the project. However, this is too costly as indicated by the results
of Experiment 2. The experiments reveal the importance of timely intervention during
process improvement. If decisions are made too late on the project then it does not make
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sense to carry out process improvement as more time will be required to complete the
project. We have identified that by hiring more rookies, the number of errors increases
and productivity decreases because the communication overhead increases. The fraction
of rookies given the project team size influences the error fraction such that if more rookies
are hired, the error rate goes up. However, the more requirements engineers become
experienced, the more the error fraction goes down. Therefore investing in getting the
error fraction down implies investing in the project team. Such an investment results in
the requirements engineers gaining experience within the shortest period of time which
brings the error fraction down. Although this will cost more money.

Previous research indicates that the success of process improvement depends on four
aspects namely; people, the process, skills and project leadership [56,125] and we build
on these aspects to explore the success of RPI. The cycle of reworking errors and the level
of process rigor relate to the process aspect. The supervision percentage time that the
experienced engineers dedicate to the rookies that includes training and mentoring of the
rookies relates to the people and skills aspects. While management intervention relates to
the project leadership aspect for the role it plays in overseeing the activities and processes
of the RPI project. The total productivity of requirements engineers is highly dependent
on the supervision, hence more time should be spent on effective supervision and training
for successful RPI [56, 101]. In [125], they assert that process improvement is initially
sought through training, skills development and reviews. Adherence to standards (process
rigor) is later on enforced as a contributing factor to process improvement success after
the personnel have gained enough skills to render them as experienced personnel [125].

The findings also reveal the importance of management commitment to the success
of RPI. The results of Experiment 3 are an indication that the ability for management
to effectively explore the possibilities of escaping the “fixes that fail” process yields the
best opportunities for RPI success although sometimes this might come with high process
improvement costs. As such management should be proactive in its commitment to the
project if RPI success is to be guaranteed [128,184].

8.7 Conclusions
In Section 8.2, the comparison of the RPI model behavior with that of the BOT graphs
presented in Chapter 5 is carried out. In Section 8.3, the verification and validation tests
are performed as a confirmation that the developed RPI tool is valid and may support
decision making for RPI of a medium-sized complex requirements process improvement
project. One of the tests involved subjecting the RPI model to sensitivity analysis in
Section 8.4. The results of this analysis provided answers to research question 4: To what
extent do all the key variables in the RPI model predict RPI success? The findings from
the sensitivity analysis tests reveal that the training delay and the initial requirements
for review are important input variable that drives the behavior of the RPI model. All
the key variables for RPI are sensitive to changes in the values of these input variables.
Therefore the key RPI variables should be closely monitored during RPI because a small
change in any one of them may cause instability in the model results.

It is the first time, to our knowledge, that the problems of RPI stated in Section 1.4.2
have been explored from a feedback perspective. In reality there exists feedback during
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requirements process improvement as has been illustrated throughout the RPI model
development in Chapters 6, 7, and 8. Despite the attempts made to continuous process
improvement, projects continue to fail [186]. Process improvement failure has been mainly
attributed to the “fixes that fail” structure. The fundamental solution for successful
process improvement that is developed in this thesis is a means to overcoming this problem.
However, with management interventions even better results can be achieved with the
fundamental solution for RPI. We have described, model and experimented with various
management interventions that can be used to overcome the process improvement failures
attributed to the “fixes that fail” structure for RPI. The simulation experiments generate
interesting insights on the effects of the interventions on the success of RPI. Our findings
reveal that management commitment is key to the success of RPI as management is
in position to determine the most optimal point in time on a project where effective
investments for RPI should be done. In the next chapter, conclusions drawn from this
thesis are presented.



Chapter 9

Conclusions

This thesis has investigated the dynamics of requirements process improvement. This
chapter summarizes the main contributions and provides directions for further research.

9.1 Introduction
This research has demonstrated the strengths of using system dynamics as a modeling
approach that integrates both qualitative and quantitative concepts to generate insights
into RPI and thus better understanding and explanation of RPI concerns gained. The
thesis focuses on single medium-sized process improvement projects. The developed RPI
model is a representation of RPI as currently implemented in practice and how it may be
planned for future implementation. The models illustrated are a representation of many
aspects of RPI that could potentially be modeled. In particular, these include factors
validated by the RPI experts as relevant to the research questions discussed in Section 1.5
of this thesis. Although not all the problems of RPI presented in Section 1.2.1 have been
solved, the contribution of this research has enhanced our understanding of requirements
process improvement in general.

9.2 Contributions
To define the scope of this research, the main research question was posed:

RQ: How do we model the relationships and the dynamics that exist between the RPI
variables in terms of cost, schedule, and quality?

In order to realize the main research question, it was split into a number of specific
research questions. In this section the four specific research questions stated in Chapter 1
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are revisited. Conclusions are drawn based on the presented studies and contributions
are summarized related to the various sections of this thesis.

RQ1 : What are the factors that characterize the RPI as a dynamic complex process?
To answer this question, the commonly used methods for process improvement were
investigated in Chapter 2. The contributions of this chapter were the shortcomings that
exist with the methods that are particularly focused on RPI. Among the shortcomings
were that current methods do not analyze the interrelationships that exist between
variables for RPI which prevents stakeholders from understanding the impact of one
variable on other variables when making decisions for RPI. The current methods also
focus on internal organization process improvements and yet process improvement also
involves external factors to the organization like the customer. The current methods do
not provide the RPI stakeholders with tools or models; therefore the stakeholders are
unable to visualize the impact of one variable on another when making effective decision
making for RPI. After this critical analysis of these methods, the characteristics of a
potential model for RPI were identified based on the gaps in the existing methods.

Research question RQ2 addresses the key variables used to define a dynamic RPI
model.

RQ2 : What factors underlie the structure of a dynamic RPI model?
In Chapter 5 a description of the key RPI variables is presented. The variables were
obtained through review of literature and validated through field studies. Due to the
fact that the dynamics between these variables have been previously overlooked, RPI
stakeholders have invested a lot in methods that separately address cost, schedule, and
quality process improvement issues. In this thesis, the existence of feedback resulting
from interactions between cost, quality and schedule has been confirmed. This research
has addressed this concern by modeling the development of a RPI model through the
application of a system dynamics modeling approach to capture multiple feedbacks that
exist in RPI models.

The research models the dynamics that exist between the key variables that influence
the success of RPI from a feedback point of view. This is addressed by answering the
next research question.

RQ3 : What modeling approach can be used to generate better understanding required
of RPI dynamics?
This research question is partly answered in Chapter 6 by designing a model for require-
ments process improvement using a system dynamics based approach. The Dynamic
Synthesis Methodology that is proposed to guide this research as discussed in Chapter 4
was used to develop a system dynamics based generic model for RPI. The RPI model
integrates various validated and tested structures from the software engineering process
and process improvement models in general. The commonly used process improvement
models are primarily used for software process improvement, business process improve-
ment, and modeling the requirements engineering process. This thesis uses the system
dynamics based approach to extend the scope of the existing models by incorporating the
management commitment and customer sectors as part of RPI. Incorporating management
commitment and the customer sectors provides a basis for RPI to monitor the defects
in the requirements specification on the customer side, and to discover the impact of
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management commitment on cost, quality, and schedule. These were not previously
included in process improvement models [176].

The results confirm that the dynamics that exist between the RPI variables make
it difficult for RPI stakeholders to effectively manage the improvement process due to
the increased reviews, skills and process rigor involved [125]. Chapter 7 presents the
implementation of a simulation model for RPI. The system dynamics modeling approach
explores the feedbacks that exist between the variables of RPI. Section 7.3 presents the
stock and flow diagrams and supporting mathematical equations used for quantification
of variables and the assumptions on which the development of the RPI model were
based. The understanding gained from this exploration enables researchers and managers
interested in RPI to understand the dynamic and feedback structure that exists between
RPI variables as well as the time delays.

The system dynamics based RPI model developed in this research can be used by the
various RPI stakeholders to experiment on the consequences of the decisions they would
have made on a real process improvement project before the decisions are implemented.
The RPI stakeholders can visualize and understand the dynamics of RPI while generating
insights that may help them to design a satisfactory balance between cost, schedule and
quality to achieve cost effective decisions for process improvement. The RPI stakeholders
can also make recommendations for RPI based on leverage points or shortfalls in RPI
that are identified from the RPI model simulation results [35].

In order to determine the extent to which the developed RPI model can respond to
extreme conditions, the last research question is answered.

RQ4 : To what extent do all the key variables in RQ2 predict RPI success?
This question is answered by testing and validating the RPI simulation model through use
of sensitivity analysis and RPI experts. Chapter 8 discusses a number of verification and
validation tests that were performed on the RPI model in Section 8.3. The results obtained
in this thesis demonstrate that there is a significant impact of the key RPI variables on
quality, cost and schedule during process improvements. The key RPI variables with
significant impact are errors observed, productivity of the requirements engineers, process
improvement costs, customer satisfaction, process rigor, and management commitment.

The success of requirements process improvement in view of high quality requirements
specification, delivered in time and within the specified budget is key in attaining positive
returns on investment for organizations that carry out process improvement [50, 175].
In medicine, the practice is that you cannot treat a disease unless you have diagnosed
the cause of the disease, otherwise you will only be treating the symptoms. Modeling
the dynamics of requirements process improvement was aimed at helping us understand
the sources of dynamics in RPI before we can address the complex RPI problems. Two
aspects of RPI have been modeled; that is the dynamics of RPI that results into failed RPI
projects and the dynamics of RPI that yield possibilities of long term solutions to RPI
success. Many organizations fall victims of the “fixes that fail” based archetype solutions
for RPI [144]. In this thesis, we developed an RPI model that management can use to
conduct interventions that may result in fundamental solutions for RPI. Using the model
to explore the dynamics of RPI that result in successful remedies for RPI, the possible
management interventions are described and their dynamics explained. The developed
RPI model extends the previous works that only critique continuous RPI project failure
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to the inefficient methods used.
The novelty of the developed RPI model lies in its ability to generate new insights

based on the behavior of the dynamics of RPI variables. These insights can be used
to support a common understanding and explanation for RPI decision making through
analyzing the model outputs and examining the model structure to understand the cause
of the behavior.

The developed RPI model is generic and it constitutes a new understanding and
scientific knowledge about the RPI problems in various domains. Previously, the models
for process improvement were piecemeal [177] and did not look at the entire RPI process
as a whole. The model provides a solid basis for understanding the process improvement
metrics and this can be used as a basis for training RPI researchers and practitioners.
Novice RPI stakeholders and managers can also be trained on how to explore the issues
of RPI from a feedback control point of view.

The developed RPI tool can be used to provide learning opportunities in a wide range
of situations that could otherwise be gained through real life expensive experience. The
simulation runs provide a basis for RPI stakeholders to learn and practice decision making
for RPI in a virtual environment. The RPI tool may also be used in real situations for
continuous process improvement.

Despite the contributions in this thesis, there are some limitations to the research
process as discussed in Section 9.3 that may form the basis for further investigations.

9.3 Limitations of the Research
The RPI model developed represents the dynamics of key RPI variables. These dynamics
provide insights and understanding of the behavior emerging from the feedback structure
presented in Chapters 4 and 5. Several contribution were made, however, there were some
limitations that need to be addressed to improve the RPI tool further.

Data Collection and Data Analytics
One of the limitations of the developed requirements process improvement model was
data used to populate the model. The model development was based on experts’ opinion
during the field studies, review of literature and experiments because carrying out a real
life process improvement project is not practical. It is very costly, consumes a lot of time
and would require dealing with an organization that is carrying out process improvement.
This makes it very difficult especially if the complexities of the developed RPI model are
to be evaluated. We used the developed RPI model to determine the impact of the model
parameters on process improvement.

Unreliability of some data was as a result of the data not being readily available and
some figures like the cost figures were estimations since the actual figures could not be
readily obtained from the RPI cases as a result of confidentiality. Data for some variables
like average industrial salaries and costs was captured from technical and survey reports
on software project management. This was considered to be accurate data since the
reports were company reports or published in peer reviewed journals. An exploration on
the use of data analytics and visualization could significantly improve confidence in the
results [69,120].
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Model Verification
There were six RPI experts who participated in the validation and verification of the
model during the problem conceptualization and model development stages to ensure that
the model meets the best practices of RPI. The results were attained using the Delphi
method [33] that was described in Chapter 5. The most appropriate method to be used
for validation could have been a focus group discussion but given the difference in the time
zones and the busy nature of the experts’ work, the verification was done individually.
This could possibly have affected the verification results since group verification would
have produced more accurate results.

Model size and complexity
Based on the research problem of the need to understand and explain the structure of
RPI as a basis for making informed decisions for a successful RPI, the key variables that
the research considered proved to be sufficient. Subjecting the developed RPI model to
more variables, would increase both the size and complexity of the model hence making
it difficult to validate the results. Large models from large volumes of data may obscure
the insights generated by key variables of interest for studying the dynamics of RPI.

Based on the above limitations of this research, this thesis recommends further work
that may be persued to improve the requirements process improvement model.

9.4 Future Work
Using the developed RPI model, a number of feedback structures have been identified in
Chapter 6 that generate insights into the effects of changes in the key RPI variables on
process improvement. It is recommended that the feedback structures are investigated
further and validated to ensure that their importance is generic to other process improve-
ment domains besides the business systems domain that was considered for this research.
Based on the limitations of this research as discussed in Section 9.3, the following are
identified as potential future research work:

1. Integrating the developed SD RPI model with Big Data Analytics. This could
further enhance the effectiveness and visualization of process improvement decision
making that is based on big data [120]. Pruyt et al. [120] describe big data as a
situation in which more data is available than can be managed. System dynamic
models have capabilities of generating data from simulation runs and saving it to
databases. However, with more complex models, more data sets are generated that
would require big data science techniques to analyze and interprete the massive data
generated from these models [69, 120]. Big data analytics may help to obtain useful
inputs and information from the system dynamics model generated data [69,120]
which would be beneficial for process improvement.

2. Use of group model building to improve data collected. Data was collected from
RPI experts on an individual basis due to global location and busy schedule. Group
model building has an advantage of group communication, collaboration, conflict
management, and decision making in which diverse strengths and expertise of the
group members can yield a greater number of alternatives that are of higher quality
than the individual [44,171].
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3. Application of RPI to large organizations with longer periods of process improvement
or parallel projects. This research considered medium sized organizations with
shorter periods of process improvement of up to 3 months. The RPI model may be
extended to examine large organizations with longer periods of process improvement
of over 6 months.

4. Developing a web-based system dynamics based tool for RPI. There is a need to
develop an automated web-based tool to support RPI decision making for RPI
stakeholders that is globally accessible. This would make it convenient for the
stakeholders to interact with the RPI tool at their convenience and in the emerging
networked global market.

In a nutshell, the relationships of process improvement variables with respect to cost,
quality, and schedule (quality triangle) have previously been unclear in practice and theory.
The findings of the research conducted in this thesis titled “Modeling the Dynamics
of Requirements Process Improvement”, have positive implications for extending
existing theories and practice in requirements process improvement. The contributions of
this thesis have also enhanced our understanding of requirements process improvement.
The relationships of process improvement variables with respect to cost, quality, and
schedule (quality triangle) have previously been unclear in practice and theory. This
research clarified this through explicitly modeling the relationships that exist between
these key RPI variables and their impact on the quality triangle. The findings of this
research further highlight the pitfalls of the current methods used for modeling RPI. The
RPI model helps to generate insight in the relationships between the key RPI variables in
order to support the stakeholders’ decision making based on acknowledged deficiencies.
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Appendix A

Model Variable Acronyms

APC Accumulating PI costs
ARER Additional Requirements Engineers required
BO Budget overrun
CCE Change in customer experience
CPCS Change in perceived customer satisfaction
CPTPE Change in perceived total productivity per engineer
CRS Change request submission
CO Communication overhead
CExR Costs for experienced REs
CRR Costs for rookie REs
CPIC Cumulative process improvement costs
CER Customer experience in reviewing
CRR Customer review rate
CS Customer satisfaction
EFRR Effect of fraction of rookies on rigor
EREEF Effect of rigor on external error fraction
ERIEF Effect of rigor on internal error fraction
ERR Error resolution rate
EO Errors observed
ERERR Experienced RE reallocation rate
EEF External error fraction
ESAT External sorting adjustment time
FPC Fraction of project completed
FR Fraction of rookies
FSTU Fraction of scheduled time used



160 Model Variable Acronyms

GBWC Gap between work remaining and work capacity
GE Gaining experience
HD Hiring delay
IPIB Initial process improvement budget
IRRv Delay in adjusting rigor
IEF Internal error fraction
IRR Internal review rate
MRE Maximum number of requirements engineers
MPFC Maximum productivity allowed for changes (based on stock)
MPFR Maximum productivity allowed for review (based on stock)
NERES Nominal experienced requirements engineer salary
NRRES Nominal rookie requirements engineer salary
NTC Nominal time for changes
NTER Nominal time for error resolution
NTR Nominal time for review
NWR Nominal work remaining
NPER Nominal productivity of experienced REs
NPRR Nominal productivity of rookie REs
OPER Overcapacity productivity for error resolution
OPR Overcapacity productivity for reviews
OPC Overcapacity productivity for changes
ODS Overcapacity redistribution switch
PCAT Perceived customer adjustment time
PTPAT Perceived total productivity adjustment time
PTPE Perceived total productivity per engineer
PFC Productivity for changes
PFCRD Productivity for changes based on relative distribution
PFER Productivity for error resolution
PRWERD Productivity for requirements with errors based on relative distribution
PFRRD Productivity for reviews based on relative distribution
PFR Productivity for reviews
PER Productivity of experienced REs
PRR Productivity of rookie REs
MC Management commitment
PTS Project team size
PWC Perceived work capacity
RD Reallocation delay
RDER Relative distribution to error resolution
RDR Relative distribution to review
RDC Relative distribution for change
RLRWE Relative requirements with errors
RLRSRI Relative requirements for internal review
RLRFC Relative requirements for change
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RAv Requirements approval
RA Requirements approved
RBDC Requirements believed to be done correctly
RFC Requirements for change
RRC Requirements reviewed by customer
RRI Requirements reviewed internally
RSRI Requirements specification to be reviewed internally
RABC Requirements to be approved by customer
RWE Requirements with errors
RvER Review to error ratio
RvRR Review to rework ratio
RR Rework rate
RRHR Rookie RE hiring rate
REPR Rookie RE process rigor
RRE Rookie requirements engineers
RRERR Rookie RE reallocation rate
SRCT Scheduled RPI completion time
STR Scheduled time remaining
SAT Sorting adjustment time
SPR Supervision percentage time per rookie
RBDC Requirements believed to be done correctly
TCRA Time for customer review and approval
TD Training delay





Appendix B

Model Listing

This appendix is a documentation of the requirements process improvement model equations.
The model was developed in Vensim software. The equations provide mathematical
underpinning of the model as proof of concept for the analysis and understanding of
the requirements process improvement. Each of the variables in the model listing is
supported by documentation, explaining the characteristics of the variable and the variable
units of measure in curly brackets. The model, grounded in the literature, was subjected
to sensitivity analyses and also served to run history-replicating and history-divergent
simulations (see the main thesis for the main results). The equations are organized by
model sectors and the acronyms of the variables are explained in Appendix A.
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Equation formulations and Comments Unit
Productivity of Engineers Sector
SRCT = 24 week
Scheduled RPI completion time is the planned RPI project duration. The duration of RPI for
a medium sized project varies between 1 month and 6 months and between 6 months and 10
months for large projects [155]. The scheduled RPI completion time is set at 24 weeks which
approximated to 6 months.

FSTU = MIN[SRCT ;Time]
SRCT dimensionless

Fraction of scheduled time used is the fraction of time that has been consumed on the project
compared to the time that was scheduled for the project.
STR = MAX[(SRCT � Time) ; 1] week
Scheduled time remaining is the amount of time left to attain the scheduled RPI completion
time.

EREt = ERE 0 +
R�t

0 (GE � ERERR) dx; ERE0 = 1 person
Experienced requirements engineers have both the requirements engineering writing skills and
the domain knowledge. In this model we assume that the experienced requirements engineers
are all at the same skill level, and therefore their productivity level for improvement is assumed
to be the same.
d( GE )

dt = RRE
TD person=week

Gaining experience is the weekly rate at which the trained requirements engineers acquire
technical skills to become experienced requirements engineers.
TD = 2 week
Training delay is the time it takes to train the newly hired requirements engineers on a process
improvement project.

RREt = RRE 0 +
R�t

0 (RRHR �GE � RRERR) dx; RRE0 = 2 person
Rookie requirements engineers at the time of the recruitment possess minimal requirements
specification writing skills and the domain knowledge and therefore have to be trained. The
total number of training requirements engineers on a medium sized process improvement project
varies between 4 and 8 people [127].
d( RRHR )

dt = [MIN[MRE �PTS ;ARER]]
HD person=week

Rookie RE hiring rate is the weekly rate at which the actual requirements engineers required for
hire are recruited on the project [127].
HD = 3 week
Hiring delay is the time it takes to recruit requirements engineers on a project. According to the
experts, hiring of people on projects takes 3 to 4 weeks.
MRE = 10 person
Maximum number of engineers is the highest number of engineers that can work on the process
improvement project.

RRERR =

(
RRE
RD if FPC � 0:99

0 else
person=week

Rookie reallocation is the rate at which the rookie requirements engineers are transferred to
other projects at the end of the process improvement project.When the project is at 99% all the
engineers on the project are transferred to other projects.
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ERERR =

(
ERE
RD if FPC � 0:99

0 else
person=week

Experienced ER reallocation is the rate at which the experienced requirements engineers are
transferred to other projects at the end of the process improvement project.
RD = 1 week
Reallocation delay is the time it takes the rookie and the experienced requirements engineers to
be transferred to other projects by the project manager of a process improvement organization
at the end of the process improvement project.
PTS = RRE + ERE person
Project team size are the total number of experienced and rookie engineers on the process
improvement project.
FR = RRE

PTS dimensionless
Fraction of rookies is the fraction of Rookie REs on the process improvement project.

ARER = MAX[ (GWRC =PTPE)
STR ; 0] person

Additional requirements engineers required are the number of extra engineers required in addition
to those that are already on the project if the project is to be completed on time. We made
the assumption that since process improvement is done over a short period of time for small to
medium sized projects, we do not fire people until the project is completed. As such a negative
input from the gap remaining should result in the value 0 here (no people to hire or fire). Only
when the gap becomes positive, do we start hiring people.

GBWC =

(
NWR � PWC if FPC � 0:99
0 else

requirements

Gap between work remaining and capacity is the difference between work remaining and the
work capacity of the project at the moment. The if else statement is a control to ensure that the
model does not start hiring when the project is almost completed.
PWC = PTPE � STR � PTS requirements
Perceived work capacity is the amount of work that the project team can do within the scheduled
time remaining on the project based on the perceived total productivity per engineer.

PTPE t = PTPE 0 +
R�t

0 CPTPE d x; PTPE 0 = 50 requirements
week�person

Perceived total productivity is management’s perception of the productivity of the engineers on
the process improvement project.
d( CP T P E )

dt = (TP =PTS) �PTPE
PTPAT

requirements
week�week�person

Change in perceived total productivity per engineer determines the rate at which management
varies its perception on the productivity of the project team.
PTPAT = 2 week
Perceived total productivity adjustment time is the time it takes for management to perceive a
change in the productivity of the engineers on the project.

TP = (PRR + PER) � CO requirements
week

Total productivity is the number of requirements per week that can be processed by the
requirements engineers on the project [125]. It is constrained by communication overheads.

PRR = RRE � NPRR requirements
week

Productivity of rookie REs is the potential productivity expected from all the rookie REs on the
process improvement project.
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NPRR = 35 requirements
person =week

Nominal productivity of rookie requirements engineers is the estimated level of productivity of the
rookie REs in industry [127,131]. It is close to that observed in field studies at 35 requirements
per person per week.

PER = NPER � (ERE � (SPR� RRE)) requirements
week

Productivity of experienced requirements engineers is the potential productivity of all the
experienced requirements engineers on the process improvement project after subtracting the
percentage of the time in productivity terms that they take to supervise the rookies on the
requirements process improvement project.

NPER = 45 requirements
person =week

Nominal productivity of experienced REs is the estimated level of productivity of the experienced
REs in the industry [127,131].
SPR = 0:2 dimensionless
Supervision percentage time per rookie is the time spent by the experienced requirements
engineers to scaffold and supervise the rookie requirements engineers [28].
CO = GRAPH[PTS] dimensionless
The co-ordinates of the graph are: (1; 1:00); (2; 0:98); (3; 0:95); (4; 0:89); (5; 0:85); (6; 0:82);

(7; 0:80); (8; 0:78); (9; 0:76); (10; 0:75): Communication overhead is the proportion of time the
project team spends on communicating with their fellow engineers on the process improvement
project instead of getting productive work done [3].
Rework and Effort Management Sector
RSRIt = RSRI 0 +

R�t
0 (ERR + RR � IRR) d x; RSRI0 = IRRv requirements

Requirements specification to be reviewed internally are the total number of pages of the
specification document to be reviewed by the process improvement organization. The number of
requirements vary depending on the type of project being specified and domain complexity. On
average, medium sized projects deal with 2500 requirements [134].
d( ERR )

dt = PFER requirements
week

Error resolution rate is the rate at which the number of errors in the requirements are resolved.
d( RR )

dt = PFC requirements
week

Rework rate is the rate at which requirements for change are worked upon by the requirements
engineers.
d( IRR )

dt = PFR requirements
week

Internal review rate is the rate at which requirements are reviewed to identify errors in a
requirements specification.
IRRv = 2500 requirements
Initial requirements for review are the initial requirements to be processed on the process
improvement project.

RRI t = RRI 0 +
R�t

0 (IRR � EO � RBDC) d x; RRI0 = 0 requirements
Requirements reviewed internally are the requirements that have been reviewed and include the
requirements that have to be reworked and those that are believed to be done correctly.
d( EO )

dt = RRI �IEF
SAT

requirements
week

Errors observed is the rate at which requirements that are reviewed with errors are sorted for
rework.
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RWE t = RWE 0 +
R�t

0 (EO � ERR) dx; RWE0 = 0 requirements
Requirements with errors are the number of errors discovered in the requirements document by
the requirements engineers. An error is a defect detected in the requirements document from an
activity, such as a misspelling in the requirements document or a flaw in the requirements use
case model [81].
d( RBDC )

dt = RRI �(1�IEF)
SAT

requirements
week

Requirements believed to be done correctly are the requirements is the rate at which requirements
that are reviewed unsatisfactorily and they pass with errors are sorted. The quality of the
requirements reviewed depends on the quality of the process. The reviewed requirements
contain a percentage of inherently unobserved errors hence the percentage of the internal error
fraction [176].
SAT = 1 week
Sorting adjust time is the time it takes the requirements engineers to sort the reviewed require-
ments into categories of errors observed and requirements believed to be done correctly.
IEF = ERIEF[REPR] dimensionless
Internal error fraction is the fraction of industry average errors found in an approved requirements
specification document. During the process improvement project, the error fraction decreases as
the requirements engineers gain experience in reviewing and reworking the requirements.
ERIEF = GRAPH[IEF] dimensionless
The co-ordinates of the graph are: (0; 1:00); (0:1; 0:97); (0:15; 0:90); (0:25; 0:76); (0:35; 0:55);

(0:45; 0:35); (0:55; 0:20); (0:7; 0:10); (0:9; 0:04); (1:0; 0:03): Effect of rigor on internal error fraction
is a graph that captures the increasing trend of the error fraction during the process improvement
project with decreases in the level of process rigor that the rookies on the project have.
REPR = EFRR[FR] dimensionless
Rookie RE process rigor is the level of adherence to standards by the rookie REs. Since the
rookies are trainees in the project, they are expected to make more mistakes until they gain
experience. The higher the fraction of rookies the less the rookie RE process rigor.
EFRR = GRAPH[FR] dimensionless
The co-ordinates of the graph are: (0:01; 1:00); (0:15; 0:97); (0:25; 0:89); (0:35; 0:74); (0:45; 0:50);

(0:65; 0:28); (0:85; 0:13); (1:0; 0:04): Effect of fraction of rookies on rigor, is a graph that captures
the decreasing trend of the rookie process rigor as the fraction of rookie requirements engineers
increases on the process improvement project.
Relative Productivity Distribution
RLRSRI = RSRI requirements
Relative requirements for internal review are the number of requirements to be reviewed internally.
It is assumed that it takes ten times the capacity of the project team to rework errors than to
review requirements.
RLRWE = RWE

RvER requirements
Relative requirements with errors are a fraction of the requirements with errors and the review
to error ratio.
RvER = 0 :2 dimensionless
Review to error ratio is set at 0.2 based on the assumption that it takes twice the capacity of
the project team to rework than to resolve errors.
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RLRFC = RFC
RvRR requirements

Relative requirements for change are a fraction of the requirements for change and the review to
rework ratio.
RvRR = 0 :1 dimensionless
Review to rework ratio is set at 0.1 based on the assumption that it takes ten times the capacity
of the project team to rework requirements for change.
NWR = RLRSRI + RLRWE + RLRFC requirements
Normalized work remaining is the adjusted value of the total work remaining that is previously
measured on different scales in terms of ratios to a realistic common scale. Normalized work
remaining helps us to plan for adjustments in the total number of requirements engineers required
to complete the process improvement project.
RDR = RLRSRI

NWR dimensionless
Relative distribution to review is the fraction of the normalized work remaining that is allocated
to the relative requirements for review.
RDER = RLRWE

NWR dimensionless
Relative distribution to error resolution is the fraction of the normalized work remaining that is
allocated to the relative requirements with errors.
RDC = RLRFC

NWR dimensionless
Relative distribution for change is the fraction of the normalized work remaining that is allocated
to the relative requirements for change.

PFRRD = RDR � TP requirements
week

Productivity for review based on relative distribution is the rate at which the requirements
engineers are estimated to review the requirements for process improvement.

PRWERD = RDER � TP � RvER + (ODS �OPR � RvER) requirements
week

Productivity for requirements with errors based on relative distribution is the rate at which
the requirements engineers are estimated to resolve errors in the requirements specification.
Overcapacity productivity for reviews is added on to the productivity for error resolution when
there are no requirements for review.

PFCRD = RDC � TP � RvRR + [ODS �OPER � ( RvRR
RvER )] requirements

week
Productivity for changes based on relative distribution is the rate at which the requirements
engineers are estimated to rework the requirements for change. Overcapacity productivity for
error resolution is added on to the productivity for changes when there are no requirements with
errors for resolution.

PFR = MIN[MPFR ; PFRRD] requirements
week

Productivity for reviews are the requirements that can be reviewed per week by the engineers on
the project.

PFER = MIN[MPFER ; PRWERD] requirements
week

Productivity for error resolution are the errors that can be resolved per week by the engineers
on the project.

PFC = MIN[MPFC ; PFCRD] requirements
week

Productivity for change are the requests for change that can be reworked per week by the
engineers on the project.

MPFR = RLRSRI
NTR

requirements
week

Maximum productivity allowed for review based on the stock is maximum level productivity
that can be achieved to review requirements.
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NTR = 2 week
Nominal time for review is the approximated time in which requirements can be reviewed.
According to experts.the maximum time for review is 2 weeks.

MPFER = RLRWE
NTER

requirements
week

Maximum productivity allowed for error resolution based on the stock is maximum level produc-
tivity that can be achieved to resolve errors.
NTER = 2 week
Nominal time for error resolution is the approximated time in which errors are resolved. According
to experts the average time for error resolution is 2 weeks.

MPFC = RLRFC
NTC

requirements
week

Maximum productivity allowed for changes based on the stock is maximum level productivity
that can be achieved to rework change requests.
NTC = 2 week
Norm time for changes is the approximated time in which change requests are addressed.
According to experts the average time for changing requests is 2 weeks.

OPR = PFRRD � PFR requirements
week

Overcapacity productivity for reviews is realised when the productivity for reviews based on
relative distribution exceeds the actual productivity for the reviews.

OPER = PRWERD � PFER requirements
week

Overcapacity productivity for error resolution is realised when the productivity for error resolution
based on relative distribution exceeds the actual productivity for the requirements with errors to
be resolved.

OPC = PFCRD � PFC requirements
week

Overcapacity productivity for changes is realised when the productivity for changes based on
relative distribution exceeds the actual productivity for the requests for change to be reworked.
ODS = 1 dimensionless
Overcapacity redistribution switch is activated when it is 1 and off when it is on 0.
Customer Sector
RABC t = RABC 0 +

R�t
0 RBDC � CRR dx; RABC 0 = 0 requirements

Requirements to be approved by the customer are the total number of requirements reviewed
and reworked by the process improvement organization. The initial value is set at 0 since there
are no requirements for customer approval at the beginning of the process improvement project.
d( CRR )

dt = RABC
TCRA

requirements
week

Gaining experience is the weekly rate at which the trained requirements engineers acquire
technical skills to become experienced requirements engineers.
TCRA = GRAPH[CER] week
The co-ordinates of the graph are: (500; 2:5); (1000; 2:2); (1500; 1:85); (2500; 1:5): Time for cus-
tomer review and approval is a graph showing the behavior of the time for customer review and
approval with respect to the level of the customer’s experience in reviewing. The time for review
and approval reduces as the customers gain experience in reviewing the requirements.

CERt = CER 0 +
R�t

0 CCE dx; CER0 = 0 requirements
Customer experience in reviewing is measured in terms of the number of requirements that the
customer can review for approval during the process improvement project.
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d( CCE )
dt = CRR requirements

week
Change in customer experience is the rate at which the customers increase on the number of
requirements they review as they approve the requirements.

RRCt = RRC 0 +
R�t

0 CRR � CRS� RAv dx; RRC0 = 0 requirements
Requirements reviewed by the customer may include an accumulation of the defects that were
not discovered by the requirements engineers and the requirements that are considered correct.
The initial value is 0 at the beginning of process improvement.
d( CRS )

dt = RRC �EEF
ESAT

requirements
week

Change request submission is the rate at which defects are identified by the customers during
external reviews for approval.

RFCt = RFC 0 +
R�t

0 CRS� RR dx; RFC0 = 0 requirements
Requirements for change are the defects identified by the customers during external reviews
for approval. Defects identified by the customer are usually subtle errors that do not meet the
customer’s expectations. Reworking such defects takes are longer time than reworking internally
observed errors.
ESAT = 1 week
External sorting adjustment time is the time it takes the customers to sort the reviewed
requirements into categories of requirements for approval and requirements for change.
EEF = EREEF[REPR] dimensionless
External nominal error fraction is the fraction of errors found in requirements specification that
the customers approve.
EREEF = GRAPH[IEF] dimensionless
The co-ordinates of the graph are: (0; 1:00); (0:09; 0:5); (0:26; 0:87); (0:48; 0:75); (0:62; 0:60);

(0:76; 0:41); (0:84; 0:22); (0:92; 0:08); (1:0; 0): Effect of rigor on external error fraction represents
the influence of the rookie process rigor on the external error fraction. The higher the rookie
process rigor, the lower the external error fraction because if the number of rookies involved
in the validation process of the requirements is less experienced, the more the clients will not
easily understand the requirements and therefore make many change requests, however when the
rookies gain experience, they can easily clarify the requirements for the customers and therefore
the clients will have better understanding of the requirements and send back less change requests.
d( RAv )

dt = RRC �(1�EEF)
ESAT

requirements
week

Requirements approval is the rate at which customers approve the requirements as matching the
specifications they gave to the improvement organization.

RA t = RA 0 +
R�t

0 RAv dx; RA0 = 0 requirements
Requirements approved are the accumulated requirements that are verified and approved by the
customer as the correct specifications they made to the improvement organization.
FPC = MIN [1; RA

IRRv ] dimensionless
Fraction of project completed is the fraction of the process improvement project that has been
completed at any given time of the process improvement.
IRRv = 2500 requirements
Initial requirements for review are the initial requirements to be processed on the process
improvement project.
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CS = FPC
FSTU dimensionless

Customer satisfaction is defined as the customer’s assessment of the performance of the process
improvement project [157]. In this model the customer’s assessment of the project performance
is based on the fraction of the project work that has been completed given the fraction of the
time that has been used on the project. The bigger the fraction of project completed given the
fraction of scheduled time used, the more the customer is satisfied.
d( CP CS )

dt = CS�PCS
PCAT

dimensionless
week

Change in perceived customer satisfaction is the rate at which management’s perception of the
level of customer satisfaction changes.
PCAT = 2 :5 week
Perceived customer adjustment time is the duration it takes for management to realise a change
in what they perceive as their level of customer satisfaction.

PCSt = PCS0 +
R�t

0 CPCS dx; PCS0 = 1 dimensionless
Perceived customer satisfaction is the perception of the process improvement organization of the
level of customer satisfaction. This level is based on the changes in perceived satisfaction. At
the start of the project, we assume that the customer is happy with the process improvement
initiative hence the cause for process improvement to begin. The initial value of the level of
perceived customer satisfaction is set at 1. As the project progresses, there is a difference between
customer satisfaction and perceived customer satisfaction.
Management and Planning Sector
CPIC t = CPIC 0 +

R�t
0 APC dx; CPIC0 = 0 USD

Cumulative process improvement costs are total accumulating PI costs incurred on the RPI
project. The costs accumulate as a result of the costs for the rookie REs and costs for the
experienced REs on the project.
d( AP C )

dt = CER + CRR USD=week
Accumulating PI costs is the rate at which the weekly total costs of the rookie and experienced
REs are incurred during process improvement project.
CER = ERE � NERES USD=week
Costs for experienced REs are the weekly process improvement costs incurred on the project as
a result of having experienced REs on the project.
CRR = RRE � NRRES USD=week
Costs for rookie REs are the weekly process improvement costs incurred on the project as a
result of having rookie REs on the project.
NERES = 625 USD

person �week

The nominal experienced requirements engineer salary is the basic salary for the experienced
requirements engineers and it varies between 625 and 875 US dollars per week [149].
NRRES = 450 USD

person �week

The nominal rookie requirements engineer salary is the basic salary for the rookie requirements
engineers and it varies between 450 and 750 US dollars per week [149].
BO = IPIB � CPIC USD
The budget overrun is used to measure the financial status of the project in terms of how much
the costs exceed the budget over the process improvement period [134].
IPIB = 100000 USD
Initial process improvement budget are the total funds that are allocated to the process improve-
ment project.





Appendix C

Model Validation Instrument

Instrument for Validation of the Descriptive Model
Variables for Requirements Process Improvement (RPI)
Introduction: The RPI descriptive model has been designed by Ms. Aminah Zawedde
a PhD student of Eindhoven University of Technology and Makerere University as part
of her research on Requirements Process Improvement (RPI) using a system dynamics
approach with the following aims; to capture the dynamic cycles of influence that will
help explain leverage points in RPI and to facilitate the development of a simulation
model for RPI. Can you please kindly devote 30 minutes of your time to answering a few
questions in relation to this topic?

Objective
The objective of this exercise is to obtain expert opinion of the requirements process
improvement (RPI) descriptive model.

Target audience

1. Process Improvement Experts

2. Quality Assurance Experts

3. Requirements Engineers

4. Software systems project managers
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Guidelines

1. Relationships between variables are denoted using arrows: For example
implies that there is a relationship between A and B.

2. A positive arrow implies that there is a direct relationship between
variables A and B. That is if variable A increases, the effect of the related variable
B increases above the same magnitude of what it would otherwise have been, and if
A decreases, B decreases below what it would otherwise have been.

3. A negative arrow implies that there is an inverse relationship between
variables A and B. That is if variable A increases, the effect of the related variable
B decreases with the same magnitude than it would otherwise have been, and if A
decreases then B increases above what it would otherwise have been.

4. A delay denoted by the double line marks on some of the arrows
indicate that the effect of that relationship between variables A and B is obtained
over time.

5. A system dynamics descriptive model is a causal loop diagram that attempts
to capture a problematic behavior of a system by providing an explanation of
the dynamics that characterize the problematic situation in terms of feedbacks
and delays in the structure of a system. The Causal Loop diagram in the figure
below illustrates the key variables of requirements process improvement and their
relationships from which the hypotheses of the study are generated.

Descriptive Model for RPI
Definition of the RPI variables in the descriptive model

A. Productivity of Requirements Engineers: This is the rate at which require-
ments engineers deliver requirements specifications as agreed upon by the require-
ments engineering stakeholders.

B. Process Capability Index: This is the potential of a process to meet its specifi-
cations. The higher the index, the more capable the process is.

C. Management Commitment: This is the extent to which top management is
willing to participate in requirements process improvement projects.

D. Process Improvement Cost: This refers to the total cost of resources in terms
of wages, documentation, training technology and initial set-up costs.

E. Customer Satisfaction: This is a measure of the degree to which a product or
service meets the customer’s expectations.

F. Process rigor: This is the level of thoroughness adhered to established standards
when carrying out or implementing process improvements.
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Figure C.1: A descriptive model showing the most important variables that affect
Requirements Process Improvement

G. Errors Observed: This is the total number of defects identified by the requirements
engineering stakeholders during the review process.

Below is a step by step description of the entire descriptive model in Figure 1 above.
Please respond to the questions that follow after each description.
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No Causal Link and Verbal Statement of the Hypotheses generated

1.
An increase in errors observed will increase the Pro-
cess Improvement costs. Increasing the number of
times a document is reviewed increases the number
of errors observed while an increase in productivity
of REs result in a reduction of the errors observed
after a time delay. An increase in the number of
errors observed will reduce the specification quality,
Fraction of requirements believed to be done cor-
rectly and customer satisfaction.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?

2.
An increase in: - Process Improvement cost and
Errors observed will lower customer satisfaction.An
increase in: - Specification quality and Process ca-
pability Index will boost customer satisfaction. An
increment in customer satisfaction will lead to an
increment in management commitment.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?

3.
An increase in process rigor (adherence to standards)
will result in an increment in : -Tool use and Produc-
tivity of Engineers. An increment in process rigor
will result into a reduction of the errors observed.An
increase in: -Process Capability Index and Manage-
ment Commitment will increase process rigor
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?

4.
An increase in Management Commitment increases:
-Productivity of Engineers -Process Capability Index
Process rigor. An increase in Process improvement
cost reduces management commitment While an in-
crease in customer satisfaction increases management
commitment.The feedback structure is explained be-
low: B1 is a balancing loop implying that the in-
teraction amongst RPI variables is goal seeking and
may result into a steady state at some point. An
increase in Productivity of Engineers will lead to an
increase in Process improvement costs which will in
turn reduce management commitment. A reduction
in Management commitment will further reduce pro-
ductivity of engineers.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?
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5.
An increase in the productivity of engineers increases:
-Process Improvement Cost -Work accomplishment
-Process Capability Index. An increase in productiv-
ity of engineers reduces Errors observed. An increase
in the number of skilled engineers on the project
will result into an increase in the productivity of
REs.An increase in errors observed will increase pro-
cess improvement cost which will in turn reduce man-
agement commitment. The feedback structures are
explained below: B3 is a balancing loop (A-B-F-A)
implying that the interaction amongst RPI variables
is goal seeking and may result into a steady state at
some point. R1 is a reinforcing loop (A-G-D-C-A)
implying that the results of the interaction amongst
the variables may lead to exponential growth or de-
cay, that is, may not be controllable and may result
into a failure of the system or an infinite situation.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?

6.
An increase in the process improvement cost reduces:
-Management Commitment and Customer satisfac-
tion. An increase in: -Errors observed - Productivity
of Engineers -Salaries -RE Training costs -Rework
costs Increases process improvement costs. The feed-
back structures are explained below: B1 is a balanc-
ing loop (A-D-C-A) implying that the interaction
amongst RPI variables is goal seeking which may
result into a steady state at some point. R1 is a
reinforcing loop (D-C-A-G-D) implying that the re-
sults of the interaction amongst the variables may
not be controllable and may result into a failure of
the system or an infinite situation.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?

7.
An increase in the Process capability Index will in-
crease: -Process rigor and Customer satisfaction after
a time delay. Increase in: -Productivity of engineers -
Throughput pressure -Process improvement goal Will
increase the process capability index. The feedback
structure is explained below: R5 is a reinforcing loop
(B-E-C-A-B) implying that the results of the interac-
tion amongst the variables may not be controllable
and may result into a failure of the system or an
infinite situation.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?
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8.
The feedback structure is explained below: R1 is
a reinforcing loop (A-G-D-E-C-F-A) implying that
the results of the interaction amongst the variables
may not be controllable and may result into a failure
of the system or an infinite situation.An increase in
process rigor (adherence to standard) results into an
increase in productivity of Engineers which in turn
reduces the errors observed and process improvement
costs. A reduction in the process improvement costs
increases customer satisfaction resulting into an in-
crease in management commitment feeding back into
increased process rigor.
Question: From your experience are the said rela-
tionships as claimed exist in the professional prac-
tice?

Evaluation of the Descriptive Model

1. Are all the variables in the descriptive model relevant for Requirements Pro-
cess Improvement (RPI)? 2 Strongly agree 2Agree 2Neutral 2Disagree
2 Strongly Disagree

2. In your opinion which are the key variables for RPI? (Please Tick as many as
possible)

� Productivity of Engineers 2

� Process Capability Index 2

� Management Commitment 2

� Process Improvement Cost 2

� Customer Satisfaction 2

� Process rigor 2

� Errors Observed 2

3. Are there any other significant variables that you think are missing in the model?
(Please state as many variables as possible)

4. Please rank the following variables in order of importance for RPI (including
variables in Question No.4 above if any)

(a) A. Productivity of Engineers
(b) B. Process Capability Index
(c) C. Management Commitment
(d) D. Process Improvement Cost
(e) E. Customer Satisfaction
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(f) F. Process rigor
(g) G. Errors Observed
(h) H.
(i) I.
(j) J.

5. Do the claims as explained in the descriptive model in Figure 1 exist in your
professional practices?

6. Causal loops B1, B2, B3, R1, R2, R3, R4, R5, R6 identified in the descriptive model
are considered to be the important loops that drive RPI. Do you have a different
perspective? Please state it.

7. Does the descriptive model as a whole represent realistic interrelationships in the
RPI process? Please explain.

8. Please give any comments on this piece of work that have not been addressed?

Thank You.





Summary

Modeling the Dynamics of Requirements Process
Improvement

A good number of software system process improvement organizations invest heavily
in requirements process improvement (RPI) programs as a means of ensuring project
success. However, most of these organizations fail to deliver the expected business value
through returns on investment due to inefficient and ineffective RPI. RPI is a complex
and dynamic domain which is characterized by many feedbacks and interrelated variables
whose dynamics are difficult to demonstrate with traditional RPI methods. Modeling
the dynamics and feedbacks that exist between these variables is key to improving
our understanding and determining the best cost effective alternative for implementing
RPI. The thesis examines the challenges of RPI using a system dynamics based modeling
approach. System Dynamics is suitable for modeling these complex and dynamic problems
from a feedback viewpoint that are characteristics of RPI.

First the research identified the characteristics of a potential model for RPI based
on the shortcomings of the existing methods that were obtained through literature and
field studies. Secondly, key variables for RPI were determined and the extent to which
they predict RPI success. Better understanding and insights were gained through the
development of a system dynamics model to aid explanation of the dynamics of RPI, while
objectively achieving cost effective decisions for process improvement. These problems were
investigated through the application of the Dynamics Synthesis Methodology (DSM) that
integrates system dynamics modeling and case study approaches. The resulting simulations
indicate that key variables that determine the success of RPI for small to medium sized
projects include errors observed, productivity of the requirements engineers, process
improvement costs, customer satisfaction, process rigor, and management commitment.
The success of requirements process improvement in view of high quality requirements
specification, delivered in time and within the specified budget is key in attaining positive
returns on investment for organizations that carry out process improvement. Two aspects
of RPI were modeled; the dynamics of RPI that results into failed RPI projects and
the dynamics of RPI that yields possibilities of RPI success. A comprehensive model is
developed that management can apply to conduct explorative interventions which can
result in fundamental solutions for RPI.
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The model developed was validated by RPI experts based on their industrial experiences
and best practices, as a tool for RPI. RPI researchers and managers may use the model
as a tool to carry out “what-if” analyzes that may improve their understanding and foster
communication among the RPI stakeholders. The model developed constitutes novel
scientific knowledge about RPI and improves our understanding of the RPI process and its
outcomes. The RPI model also provides a basis for dynamic planning and control through
information visualization of the simulation results. Project managers and researchers can
use the RPI model for decision making.
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