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The T11-project 

Preface 

The project described in this report is part of the post-initial engineering course 'Ontwerp-, Plannings

en Beheertechnieken van bouwen en de gebouwde omgeving' [OPB] (Design, Planning and 

Management of buildings and the built environment). The OPS-course is one of the courses of the 

post-initial engineering education given at the Stan Ackermans Institute [SAi] at the Eindhoven 

University of Technology. 

The one year project started in 1995 and is executed by the student F.H. Louwers and I at 

the Fysische Aspecten Gebouwde Omgeving Section [FAGO] (Physical Aspects of the Built 

Environment) in the Architecture, Building and Planning Department. My tasks were: 

the project management of my parl of the project, 

the literature surveys into knowledge-based systems, into Fanger's method to predict thermal 

comforl of an office room, and into two personal parameters which influence it, 

the development of a knowledge-based system called the TIE-system, 

the implementation of Fanger's method, the personal parameters and three environmental 

parameters into the TIE-system, 

the design of the user interface, 

the development of a test of the TIE-system 

the oral presentation of the results of the project, and 

the writing of this reporl. 

(mostly done with, or in consultation with, F.H. Louwers.) 

The project is supervised by Prof.ir. P.G.S. Rutten, professor in Indoor Environment. Further, 

ir. F.E. Bakker, (scientific employee at FAGO), ir. C.E.E. Pernot, (scientific employee at Center for 

Building Research [CBO] at Eindhoven University of Technology}, and dr. G.L. Lucardie, (head of the 

Advisory Group Knowledge-Based Systems of the Building & Construction Research department of 

the Netherlands Organization for Applied Scientific Research [TNO] in Delft), have contributed their 

expertise and support. My exam committee consisted of these four persons. 

Ir. Ellie de Groot. 
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The T11 -project 

Abstract 

A Knowledge-Based System [KBS] for the evaluation of Thermal Indoor office Environments [TIE] (in 

the Netherlands) was the product of a one-year project, undertaken by researchers of the Physical 

Aspects of the Built Environment group [FAGO] in cooperation with the Advisory Group 

Knowledge-Based Systems of the Building & Construction Research department of the Netherlands 

Organization for Applied Scientific Research [TNO] in Delft. 

The objective of the project was to develop a KBS capable of evaluating thermal indoor 

environments of existing or proposed office building designs. 

The approach used in this study was based on a traditional method of predicting thermal 

sensation by calculating Fanger's 'Predicted Mean Vote' [PMV]. PMV is influenced by four 

environmental parameters of a room: air temperature, radiant temperature, air velocity and relative 

humidity, and by two personal parameters of the employees: metabolic rate and clothing insulation. 

The knowledge required to determine these six parameters was placed in KBS-databases and tables 

using a KBS-building tool called Advanced Knowledge Transfer System [AKTS]. 

By questioning the user, the TIE-system is capable of determining the PMV for a particular 

office room. The system also provides conclusions and advice on improving the thermal comfort. 

The TIE-system is a pilot-study for the long-term Building Evaluation research project being 

undertaken at FAGO that examines all aspects of office building performance, and in which KBS 

may play a major role. 

As a more extensive abstract, the paper presented at the third Design & Decision Support Systems 

conference in Spa, Belgium August 1996, is added in Appendix VII of this report. 

This report describes the work of the one-year project of ir. Ellie de Groot. Chapter 1 describes the 

context and background of the project, as well as the results of a literature survey into KBS's for 

thermal comfort. Chapter 2 explains KBS's in general and Chapter 3 explains AKTS. In Chapter 4 the 

knowledge on thermal comfort is introduced. The specifics of metabolic heat and clothing insulation 

are dealt with in Chapter 5. Chapter 6 describes the processes of designing and developing a KBS 

for thermal comfort in office buildings. The 7th, and final, chapter discusses the whole project and 

offers conclusions and recommendations. 
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1. Introduction 

1. Introduction 

This chapter describes the context and background of the TIE-project. The results of a literature 

survey of other Knowledge Based Systems, (from now on referred to as KBS's), are shown as well. 

1.1 Context and background 

The Physical Aspects of the Built Environment group [FAGO, or 'Fysische Aspecten Gebouwde 

Omgeving'] is a section of the Architecture, Building and Planning department at the University of 

Technology in Eindhoven. A main part of FAGO is the Indoor Environment Section, which 

investigates, among other things, the comfort of human beings inside buildings. This includes: 

thermal comfort, acoustical comfort, visual comfort and air quality. Some projects done at FAGO are 

consulted in the initial stage of the project described in this report: (Cox 1984), (Croes 1988), 

(Lammers et al. 1982), (Lammers et al. 1983), (Pas 1985), (Rats 1992) and (Velde 1993). 

At FAGO it was found that a method to store knowledge on evaluation and testing of the 

physical aspects of office building designs was needed to make knowledge-reuse of office building 

performance possible. This is why the Building Evaluation research project was started to examine all 

relevant aspects of office building performance evaluation, and which will probably lead to a KBS 

that can be used as a tool to check a design or evaluate an existing building. 

Until now the system in use for that purpose is the information system BFIM (Bouw Fysisch 

lnformatie Model = Information Model for the Physical aspects of Building). This was developed in 

the CBO, (Centrum Bouw Onderzoek =Center for Building Research), a cooperate program of 

FAGO and TNO, and has been in development for several years now. One of the goals of CBO is to 

get to know more about the physical phenomena and the comfort aspects that influence the indoor 

climate of office buildings. Furthermore, CBO would like that the use of knowledge on indoor 

environments become accessible for designers and engineers, so that the system can be used to 

show the consequences of design decisions on the indoor climate. Unfortunately BFIM has several 

practical problems, mainly caused by the underlying database Paradox, that uses a lot of computer

memory itself and has a continuous release of updates. 

The TIE-project described in this report started in 1995 as a one-year pilot study for the 

Building Evaluation research project. The goal of the TIE-project was to determine whether it is 

possible to collect, structure and implement all of the relevant knowledge on thermal indoor 

environments of office rooms in such a way that the prediction of the thermal sensation of people in 

an office room can be done easier and faster than by using traditional methods. Further, it should be 

checked if possibilities to adapt or expand the system can be provided to the user. After that, the TIE

system is designed, developed and tested to evaluate designs of office rooms and existing office 

rooms on thermal comfort. In this way this can be used as a support for making decisions in the 

design and management of office building environments. 

1.2 Literature survey 

A literature survey was conducted to find other KBS's that examine the issue of thermal sensation. 

1 



The 1'11 -project 

Three principle models were found as a result: 

1. H. Rats developed an information model entitled: The indoor environment of a habitation, 

(Rats 1992). This model is a simple encyclopedia, on the physical aspects of building in 

general. The model does not provide any consultation. 

2. ISSO in Rotterdam and the University of Copenhagen, Denmark, developed another model 

during an European Community-project in 1987. However, the project ended with an 

unfinished KBS that dealt with complaints concerning thermal comfort. The reason for this 

disappointing result was that the domain of their system was not demarcated well enough, so 

that their model became too large to handle, (Hogeling and van Weele 1989). 

3. K.C. Parsons developed an information model in 1989 at the University in Loughborough, 

described in (Keyson and Parsons 1990), (Parsons 1989), (Parsons 1993) and (Wadsworth 

1989). This model is still in development. 

Some reasons why these models did not meet expectations of their developers are presented in 

(Mastrigt et al. 1989). This study examined the success and failure of KBS into common applications. 

The main conclusions were: 

• Systems based on human knowledge had better scores on organization and use than 

systems based on knowledge acquired from books. 

• If goals are formulated clearly before the start of the project, successes concerning 

technique, organization and use might be guaranteed. 

•When specialized knowledge engineers do the developing of a system with the help of 

users and domain experts, the results might be better then when users and domain experts 

do the developing themselves. (This might have been so in this project, too.) 

• It is important to have good specifications of the future user. If possible, the user should be 

involved in an early stage of developing the KBS. 

• The use of standardized hardware and software has large advantages. The system has to 

connect to existing systems as much as possible. 

• It should be possible for the user to adjust or complete the knowledge stored in the system. 

According to (Kwee 1987), concessions are made during the development of a KBS due to costs or 

time. These concessions cause restrictions in the system's depth, breadth, communication and 

speed. So, one has to choose between superficiality, restricted applicability, little user friendliness 

and long waiting times. 

According to (Wognum et al. 1993), problems occur in existing KBS's in five main areas: 

Possibilities to generalize 

Reuse of knowledge 

As the task is adjusted, the KBS should be revised. 

Because no model of domain knowledge exists, one has to question 

experts repeatedly, in order to create a knowledge base. 

Handling new situations The knowledge is based on former experiences, so one cannot solve 

new problem situations. 

Size The maintenance of a large system is difficult. 

Economical value Costs of development and maintenance are high, because the 

possibility of re-use is limited. 

Based on these observations it was felt that the TIE-system would have to: 

be well defined, 

2 

represent knowledge logically, 

have an easily controllable way of inference, 

provide the possibility to store and load consultations, and 

provide the possibility to change one or more entered values without starting the consultation 

all over again. 



1. Introduction 

The TIE-system is described in Chapter 6. Initial descriptions of KBS and of the KBS-building tool 

AKTS used to create the TIE system are given in Chapters 2 and 3. The knowledge collected on 

thermal comfort is reported in Chapters 4 and 5 (and in the report of F.H. Louwers, (Louwers 1996)). 

Conclusions and recommendations on how the TIE-system was implemented, can be found in 

Chapter 7. 
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2. Knowledge-based systems 

2. Knowledge-based systems 

This chapter shows various definitions for knowledge-based systems [KBS]. A knowledge-based 

system usually consists of a knowledge base, an inference mechanism, an user interface, a working 

memory and an explanation facility. The three first components are described in this chapter. 

2.1 The definition of a knowledge-based system 

Various definitions of KBS's are found in literature, but mostly they are very much alike. (Kwee 1987) 

describes KBS's as follows: "KBS's are computer programs in which knowledge is contained explicitly 

and which also have a mechanism to use this knowledge in solving problems". (Mars 1991) and 

(Wognum et al. 1993), of the Enschede University of Technology, give a more mathematical 

definition: "KBS's are computer programs in which as good as possible a separation is conceived 

between problem-specific knowledge and a problem-independent way of inference". Lastly, G.L. 

Lucardie provides the following definition: "KBS's are computer systems that embody knowledge to 

solve problems ordinarily addressed by humans", (Lucardie 1994). 

A KBS that gives answers in one specific area as well as human experts would is called an 

artificially intelligent system. A computer program can be artificially intelligent in two different ways. 

Firstly, the computer program simulates human intelligent behaviour=> artificially intelligent process. 

Secondly, the computer program provides the same results as those that can be reached using 

human intelligence => artificially intelligent product. A KBS is part of the second description. 

The most important reason, according to (Witte and Kwee 1988), for developing a KBS is 

that one can describe, distribute and use precious knowledge with it. This knowledge will be 

accessible to other people and, if the system is flexible, can be kept up to date. Building a KBS is 

only possible if one can demarcate the domain concerning the knowledge, i.e., reduce it to the most 

important issues. Methodical problem-solving in the demarcated domain should also be possible. 

G.J. van Rossum lists characteristic functions of KBS's, from (Rossum 1992): 

Interpretation The deduction of descriptions of situations from observations. 

Prediction The determination of possible consequences from given situations. 

Diagnosis The deduction of defects from observations. 

Design The design of outlines of objects on basis of demands. 

Planning The determination of a list of actions to be taken. 

Monitoring The comparison of observations with the predicted or expected results. 

Debugging The prescription of remedies against disturbances in certain systems. 

Reparation The execution of ideas to apply to prescribed remedies. 

Instruction The analysis, the giving of remedies and the correction of the behaviour of persons. 

Control The guarding of the performance of systems. 

The Tl E-system will have the functions of Prediction and Design: the thermal sensation of 

employees in an existing or proposed office room design can be predicted, consequences of changes 

in the design can be shown. 

5 
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Interface 

Inference 
mechanism 

Working 
memory 

Interface 

Figure 2. 1: A typical structure of a KBS, from (Witte and Kwee 1988). 

Identification Conceptualization 

Refine 
Requirements 

Refine 
Concepts 

Formalization 

Refine 
Design 

Implementation Testing 

Refine 
Representations 

Figure 2.2: Systematic method for knowledge acquisition, from (McGraw and Harbison-Briggs 1989). 
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2.2 The structure of a knowledge-based system 

According (Witte and Kwee 1988) a KBS consists of: 

One or more knowledge bases, containing knowledge and data needed to determine the 

goal of the KBS. 

An inference mechanism, making it possible for the computer to use the 

knowledge and data. 

A working memory, existing in every computer system. 

A user interface and an explanation-facility, making it clear to the user what he should do to let the 

program determine its goal. 

Most of the time a KBS is linked with other KBS's, databases, or other facilities, (see Figure 2.1 ). 

2.3 The knowledge base 

2.3.1 The development of a knowledge base 

The most important part of a KBS is the knowledge base itself. A knowledge base stores all the 

necessary knowledge in such a way that mechanical inference is possible. According (McGraw and 

Harbison-Briggs1989), there are five stages in the development of a knowledge base, (see also 

Figure 2.2): 

Identification The identification of the characteristics of the problems which should be 

solved by using the KBS. 

The identification of the concepts used in the specific domain. Conceptualization 

Formalization The classification and organization of collected knowledge in an appropriate 

inference language. 

Implementation 

Testing 

The development of inference rules. 

The control and modification (when needed) of rules. 

They also describe many extensive indications and directions that can be used to structure interviews 

in order to acquire knowledge from human experts. 

(Mars 1991) describes two of the five stages, namely conceptualization and formalization. He 

states that during the conceptualization stage the domain should be demarcated. This is be done by 

developing a "window of reflection" in which one has to find solutions for problems. This window of 

reflection consists of a collection of objects on which knowledge is represented. Between two or more 

objects relations exist, which show corresponding characteristics of these objects. The window of 

reflection also contains functions that connect one object with a collection of other objects. An 

example of a conceptualization is given in the text frame: An example of a conceptualization. This 

shows that a conceptualization consists of: 

A window of reflection (a collection of objects), 

A collection of relations (between objects) and 

A collection of functions (of objects). 

A conceptualization is not unique and should be judged by its capability to solve a particular problem. 

The choice for some particular conceptualization influences the ease with which the KBS is solving 

problems. 

7 





2. Knowledge-based systems 

According to (Mars 1991 ), the collected knowledge is written in an appropriate language 
during the formalization stage. This language has a specific syntax and semantics. The syntax 
defines which sentences are allowed. The semantics indicate the relations between sentences in the 
language and a conceptualization of the world. 

2.3.2 Knowledge acquisition 

(McGraw and Harbison-Briggs1989), (Mars 1991), (Mastrigt et al. 1987), and (Witte and Kwee 1988), 
all suggest three different methods to acquire knowledge: 

Consulting handbooks, 

Re-using knowledge stored elsewhere, and 
Retrieving knowledge from human expetts. 

The later method can consist of interviewing the experts (asking for the ways experts handle different 
domain-specific problems), or the protocol-analysis (a human expert thinks aloud while solving a 
domain-specific problem and a knowledge engineer writes down the process). 

After collecting a part of the knowledge there are three different ways of handling this: 
KADS Knowledge Acquisition and Documentation System, the KBS is not 

developed further until all relevant knowledge and methods for solving 
problems are carefully collected. 

Rapid Prototyping 

Mechanical learning 

In an early stage of knowledge acquisition a prototype KBS is built. After 
that, the knowledge is continuously expanded and validated. 
Inference rules are generated automatically from reliable examples of 
desirable behaviour. 

2.3.3 Different kinds of knowledge 

According to (McGraw and Harbison-Briggs 1989), there are four different kinds of knowledge: 
Informal knowledge Learned by imitation and observation. Difficult to represent, because how 

one executes a task is unknown. 
Formal knowledge Consists of laws and rules, superficial knowledge. 
Technical knowledge Also called domain knowledge. Adopted from mathematical and physical 

theories. This is deep knowledge, which is easy to represent and therefore 
appropriate as a basis for the KBS. 

Strategic knowledge Knowledge about how one uses technical knowledge to solve problems. 
The knowledge of experienced human experts consists of a combination of technical 

knowledge and strategic knowledge. This combination is the knowledge of the concepts and methods 
used in the specific domain, to solve problems. It is this knowledge that a KBS should represent. To 
represent knowledge, three possibilities are given: 
Production rules Main rules, causal relations, prescripts. 
Semantic network Objects connected by relations. 
Frames Knowledge in modules handling the same characteristic or object. 
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2.3.4 Decision tables 

Decision tables provide a method to structure knowledge in such a way that a computer can 

understand it. It arranges related conditions and actions involved in the processing of data necessary 

to come to a decision. Decision tables make it possible to visualize complicated decision problems in 

a clear, controllable, and workable way. A decision table is a diagram of a decision process and has a 

matrix shape. The basis is represented in Figure 2.3. 

In the decision table shown in Figure 2.3 the upper-left-side-part (A) gives the description of 

all relevant conditions and the lower-left-side-part (B) gives all the relevant actions or results of the 

decisions to be made. The upper and lower-right-side-parts (C+D) consist of columns with decisions. 

Every column describes an existing decision situation: within the upper-right-side-part (C), 'Yes' and 

'No'-answers to the conditions; and within lower-right-side-part (D), an X behind every action to be 

taken in the specific case. An example of a decision table is given in the text frame: When is a year 

a leap year. 

Special forms of decision tables are: 

The table with ELSE-column: Combinations of actions that are not especially interesting and that 

occur twice or more times can be joined in one decision column, called the ELSE-column. 

The table with enhanced notation: Rows are joined by writing the differences in similar conditions or 

actions instead of Yes/No/-. (when action is 'discount', values can be '5%', '10%' and '15%') 

Separation of one big table into smaller ones and iterations: Big tables are divided into smaller ones 

that will be connected by: 

A jump instruction: 
A subroutine: 

An iteration: 

switch from one table to another, 

before finishing one table switch to another, and after that switch 

back again, 

running through the same table twice or more often. 

Variation in order of succession of execution of actions: All the actions in part B of Figure 2.3 have to 

be executed, but not always in the same order. The order depends on the decision situation. 

A decision tree: Sometimes it is illuminating to draw a flow chart, which is called a decision tree. 

A more detailed description about decision tables is given in (Lucardie 1994), (Mors 1993) 

and (Verhelst 1972). 

2.4 The inference mechanism 

2.4.1 The strategy of Inference 

According to (Wognum et al. 1989), the strategy to solve problems in a specific domain can be seen 

as a sequence of steps. Every step solves a little part of the problem by executing a task. The local 

strategy defines how this task should be executed to reach the desired result. 

A task is called a basis task when it is executed by using technical knowledge (see section 

2.3.3). For a basis task, the local strategy consists of one or more inference mechanisms and one 

selection mechanism. A not-basis task consists of a combination of basis tasks, and because of this, 

the local strategy of a not-basis task consists of a collection of strategies of basic tasks. The main 
task is the task the KBS itself has to execute, the goal of the system. This task consists of the total 

collection of all the tasks. 

If in one step the task is done well, the next step or task is defined by the application of 

traditional knowledge on the basis of the obtained result of the accomplished task. 

11 
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2.4.2 Different kinds of Inference 

(Mars 1991) simply explains two different kinds of logic and inference mechanisms: 

Proposition logic: the most simple form of logic. It is built around statements and logical connections 

with which the statements can be connected. In proposition logic, the only question regarding 

the statements is whether they are true or false. 

First-order predicate logic: a complex form of logic. With it, the contents of the statements can be 

manipulated. 

Mechanical inference is done in two ways: forward and backward. A forward inference strategy finds 

a solution by pulling conclusions from data. A backward inference strategy divides the problem into 

smaller sub problems that are solvable. 

2.4.3 Prolog 

The name of the programming language Prolog stands for Programming in Logic. The language was 

developed in 1972 at the University of Marseilles in France. With Prolog, facts and rules about 

objects can be determined, as well as relations between objects. Prolog uses an efficient type of 

backward inference. This makes it useful for work with databases and for design programs, if one can 

define the design problems well and the conditions are stringent. 

Programming in Prolog consists of three activities: state facts, determine rules based on 

these facts, and ask questions. The knowledge stored in Prolog has the form of facts and rules, both 

called predicates. Tree structures show the order of facts and the relations between facts. Some 

examples are given in text frame An introduction Into programming in Prolog. 

A more detailed description about Prolog is given in (Clocksin and Mellish 1987), (Leigh 

1986), (Lucardie 1994), (Rowe 1988), (Saint-Dizier 1990) and (Walker 1987). 

2.5 The user interface 

A good user interface requires an understanding of: 

people, 

how to present information visually to enhance human acceptance and comprehension, and 

how physical actions must flow to minimize the potential for fatigue and injury. 

The capabilities and limitations of the hardware and software of the human-computer interface must 

also be considered. 

To get to know more about user-interfaces two recent books were consulted: 

1. (Galitz 1994) describes that in designing an (graphical) user interface it is important to 

understand the user and the application. After this the method of showing information has to be 

chosen, as well as the layout of windows and the colors used. The messages, feedback and guidance 

to the user should be properly provided. 

2. (Eberts 1994) describes that there exist four approaches to design a human-computer 

interface: 

The empirical approach: 

The cognitive approach: 

a conceptual design is tested among possible users, and after that 

modified and again tested. 

a design is made according to an accurate, consistent, and 

complete description of the computer system and knowledge on 

13 
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how humans perceive, store, and retrieve information from short 
and long-term memory. 

The predictive modeling approach: a design is made according to the predicted performance of 
humans interacting with computers. 

The anthropomorphic approach: a design is made according to the process of human-human 
communication. 

The user interface of the TIE-system is designed with an empirical approach. 

14 
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3. Advanced Knowledge Transfer System 

This chapter describes a KBS-building tool: Advanced Knowledge Transfer System [AKTS]. This was 
developed at the Advisory Group Knowledge-Based Systems of the Building & Construction 
Research department of the Netherlands Organization for Applied Scientific Research [TNO] in Delft. 
How AKTS is used to develop the TIE-system and its user interface is also described. 

3.1 Introduction to AKTS 

The joint application of decision tables (section 2.3.4) and Prolog (section 2.4.3) offers a great 
amount of tools and techniques with which a formal, unambiguous description of real-world 
phenomena can be given. The Advanced Knowledge Transfer System [AKTS] developed by G.L. 
Lucardie is based on this concept. Further, AKTS allows automatic testing and simulation of a KBS. 
The necessary decision tables are easy to draw and to adjust, (Lucardie 1994). 

AKTS allows a KBS-engineer to develop, design and maintain a KBS, because it meets the 
required demands for a language that can be applied on KBS's. These demands were: 

the language should represent knowledge logically, 
the way of inference should be easily controllable, and 
simulating previously specified knowledge should be possible. 

3.2 How AKTS works 

With AKTS it is possible to represent, reconstruct, validate and simulate knowledge, (see the AKTS 
user manual, (AKTS 1996)). To do this parameters are created. All of the parameters have properties 
that indicate whether its value is a real number, an integer or text, whether it is a goal parameter or 
not, and how it should be determined (this is done by editing the 'prompt-field' or the 'when 
needed-field'). There are three possibilities of determining parameters in an AKTS-KBS: 
Consulting a decision table: the goal of a decision table is to determine one or more parameters. The 

values of these parameters, called actions, depend on the values of one or more other 
parameters, called conditions. The values of these conditions can be divided into various 
ranges, called alternatives. The values of the actions are determined, depending on the 
alternatives to which the values of the conditions belong. In this way more than a hundred 
tables and sub-tables can be created, describing the determination of hundreds of 
parameters. 

Extracting from the Prolog model: in the Prolog model imbedded in AKTS Prolog predicates can be 
defined. To determine a parameter that depends on a Prolog predicate, it is needed to refer 
to the predicate's name in the 'when needed-field' of this parameter's properties. The 
predicate itself can depend on 64 other parameters, and the Prolog model can consist of 32 
kilobytes of data. When more data is needed it is possible to load external data files. 

Asking questions: if a parameter can not be determined by doing a decision table or by extracting it 
from the Prolog model it is asked to the user of the AKTS-KBS. These questions can be 
created in the 'prompt-field' of this parameter's properties. It is possible to explain the 
questions to the user by showing pictures or text. 
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