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Abstract 
The goal of this work is to develop an automatic approach to rank machines, or more 

specific intervals of events on these machines, based on event characteristics, such 
that alerts can be raised more effectively. It answers questions such as how data can 
be represented and how can we relate a ranking to call data. This goal is achieved by 

the algorithm proposed in this thesis. 
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3. Data representation (Bursts) 
Data used in this thesis is gathered from the iXR_cdf_events table of the Imaging Systems Data 
Analytics (ISDA) database. In this section, we represent the events from this table as bursts of events. 
Events consists of the following attributes (note: Only attributes used in the following datasets are 
provided). 

Attribute Comment 
SRN Serial number of a machine 

Equipmentnumber Equipment number of a machine; identifies a specific system. 

EventId Identifies the type of event, not to be confused with EventCategory. 

EventTimestamp Timestamp of recorded event. 

Description Description of the event. 

EventCategory Severity of the event. 
[Error, Warning, Command, UserMessage, Information] 

AdditionalInfo Provides more information for the event. 

Release System Release of the software on the machine. 

SystemCode Specifies the type of system. 
 

The dataset consists of approximately 39 billion events in this table of the ISDA database. Using all 
events would give substantial performance issues with algorithms that run on a laptop, also it will 
create more complex models, resulting in even more performance issues down the line. Therefore, we 
only use a selection for further research. In this thesis, the data of December 2015 is used, which is a 
subset of the dataset, consisting of 1 billion events.  

3.1 Activity of machines 
An example of the activity for a randomly chosen is illustrated in Figure 3. This example is typical for 
the selection of machines chosen during the process of this study. 

In Figure 3 the number of events on a timestamp with a certain event category is depicted, we call this 
the Event frequency. We bin timestamps from 1 December 2015 to and including 15 December and 
count the number of events per bin, here 150 bins are chosen. It is clear to see that there are intervals 
with events and intervals without events. This suggests that machines are either shutdown by human 
interaction or crashed due to events occurring just before the shutdown. 

Attributes such as the number of events per day can be skewed by these intervals of inactivity. As an 
example, not related to Figure 3, let us assume a machine that only produces events when it is on. This 
machine is on during work days and is off over the weekend. The average number of events per day 
would then be the sum of the number of events divided by seven. However, to truly represent the 
average number of events, the average should be larger (thus divided by five), as the machine is only 
on during working days. To truly represent these attributes we are going to only look at the intervals 
having events. These intervals will later be called bursts and will be later defined in Section 3.2.2.  
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of the burst and the average position of the error within its burst is most important. A scatterplot 
with these attributes on the axes is found in Figure 17. Three clusters with large average lengths are 
easily distinguished, to explore the rest of the cluster we will zoom in onto the left-bottom corner, 
indicated by a red rectangle. The result is found in Figure 18 where three more clusters are 
distinguished. 

  

Figure 17: Scatterplot of clustering 

 
Figure 18: Zoomed scatterplot 
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Is the ranking correlated to the call data? 

In the next section, we quickly summarize the observations and conclusions taken from the sections 
and how this answers the research question and how it achieves the research goal. Furthermore, it 
will explain the future work that can be done after the application of the proposed anomaly 
detection algorithm. 

 
Figure 22: CBLOF score against time to call plot 

 
Figure 23: LDCOF score against time to call plot 








