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Abstract

There are many practical sityations in which an analyst has to work with small sample size
datasets due to limitations in the data collection process. The high contrast consumer test or
HCCT is such a situation. The HCCT is a recently developed consumer test which objective is
to reduce especially so called soft reliability problems within newly, innovative products by
testing mature prototypes early in the product development process. The data collection process
of a HCCT is constrained by a limited availability of prototypes, time and costs.

Model checking is an important part of the data analysis process and residual plots play an
important role herein. However, residual plots based on small sample size datasets might be
misleading because systematic patterns can be difficult to identify. The objective of this
research is to investigate residual plots of generalized lincar univariate models in order to detect
and highlight the pitfalls of using small sample residual plots. This is done by simulating
possible model selection processes. The residual plots in these simulated model selection
processes-are then investigated and their possible misinterpretations are identified.
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Executive summary

Research background

In order to sustain competitive companies must continue introduce high quality products that
meet consumer requirements. In modern product development processes many companies
struggle to find a balance between product performance and innovation on one side and product
quality and reliability on the other side. A successful product development process must
simultaneously achieve three sometimes conflicting goals: maximizing the product’s fit with
consumer requirements, minimizing development cycle time and controlling development cost.
Due to four market trends it has become increasingly difficult to obtain these objectives and to
produce reliable products. These trends are: the increasing product functionality and
complexity, higher consumer demands, shorter time to- market and the increasing complexity of
the underlying business processes. All these trends affect the quality and reliability of products.
Study into the nature of product rejections in the consumer electronics industry showed that a
large part of these product rejections are so called soft product failures that occur right after
purchase. These product rejections are often unanticipated and unmanaged by manufactures.

The HCCT is a test method that targets especially those soft product failures. The HCCT is
a proactive manner of getting quality and reliability related information early in the product
development process. The HCCT focuses on testing mature prototypes in order to highlight and
speed up the detection of a wide range of potential design problems. This is highly desired by
manufactures of innovative products because adjustments in the product design are cheaper and
easier to implement in the early stages of product design. The HCCT is conducted during the
early stages of product design and is therefore constrained by a limited number of available
prototypes, time and costs. Because of these constrains the HCCT is conducted with a limited
number of participants (about 10). However, these participants are carefully selected so that the
data points are rich in information.

Research direction

The outcome of a HCCT consists of data from the physical HCCT and data from a
questionnaire. This questionnaire consists of multiple choice questions and these types of
questions may be modelled by a multinomial distribution. The best modelling technique for
analysing the data of the HCCT’s questionnaire is the multinomial generalized linear
multivariate model. Model checking is an important activity in the HCCT’s data analysis
process. The objective of model checking is to check whether the selected model fits the data
properly and to investigate whether the various assumptions that undérlié the model are
satisfied. Residual plots are an important part of model checking and they have influence on the
acceptance or rejection of a fitted model. A better interpretation of residual plots may lead to
the selection of better models. By using better models the possible mismatches between users
and products can be better analysed and this increases the validity of the HCCT.

Problem description

Residual plots form an important part of the model checking procedure. A good model should
leave no systematic distortion in a residual plot. The argument is that, if there is a systematic
distortion in a residual plot, then a better model can be found. Examples of possible distortions
in a residual plot are the appearance of a trend or a curvature. However, the detection of a
systematic distortion in a residual plot may be more difficult when the undetlying model is
based on a small sample size dataset (like the HCCT dataset). A small sample size dataset
results in few data points in a residual plot and this can hinder the detection of any systematic
distortion.
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Research objective

In many practical situations the data collection process is somehow constrained in terms of
time, costs, resources and/or test objects. This may result in a small sample dataset. Modelling
small sample datasets can hinder the detection of any possible systematic distortions in the
residual plots. Fewer data points in a residual plot increase the possibility of misinterpretation.
The objective of this research is stated as follow:

To investigate residual plots of generalized linear models in order to detect and highlight
the pitfalls of using residual plots in a small sample seiiing.

By studying these pitfalls this research may give warning signals to analysts who have to
interpret small sample residual plots.

Research scope

The possible misinterpretations of residual plots are investigated in this research for residual
plots based on generalized linear univariate models. Generalized linear univariate models are
restricted to members of one particular family of distributions: the one-parameter exponential
family, Three distributions are selected from the exponential family of distributions; the
binomial, the Poisson and the gamma distribution. Generalized linear models that are based on
these distributions are called logistic, Poisson and gamma models, respectively. For each of
these models possible model selection processes are simulated. The residual plots are
investigated in each simulated model selection process in order to detect and highlight the
pitfalls of using small sample size residual plots. A generalized linear model consists of three
components; a random component, a systematic component and a link function that links the
linear predictor to the mean of the response variable. The model selection processes are
simulated by changing delibérately the link function or linear predictor of a true underlying
generalized linear model. The Pearson and deviance residual plots are investigated when a
mode! selection process is simulated by changing the link function of a true underlying model.
And the Pearson, deviance and partial residual plots are investigated when a model selection
process is simulated by changing the linear predictor of a true underlying model.

Research question and deliverable

In this research model selection processes are simulated as they may occur in reality. This is
done for the logistic, Poisson and gamma regression models. For each model type the
misleading effects of small sample residual plots are investigated when either the link function
or the linear predictor is changed. The main research question is:

What misleading effects can be observable in the small sample Pearson, deviance and
pariial residual plots of logistic, Poisson and gamma regression models?

The pitfalls of using small sample residual plots in each simulated model selection process are
highlighted. The deliverable for this research project can be stated as follow:

To highlight the pitfalls of usage of small sample residual plots.

Research approach

Possible model selection processes (as they may occur in reality) are simulated in Matlab in
order to investigate the possible misleading behaviour of small sample residual plots. This is
done for the logistic, the Poisson and the gamma model. A possible model selection process for
a Poisson model may be as follow:

r
y

E(y) = exp(By + B1x) E(y) = exp(B, + Bixy + Boxy) E(y) = exp(B, *+ Bix; + Bx7)

Figure ES.1: An example of a possible mode! selection process for a Poisson model.,



In this example, it takes an analyst three attempts before he arrives at the model with the best
fit. A similar model selection process is simulated in Matlab in order to investigate the possible
misleading behaviour of the small sample residual plots. The true underlying model of a given
dataset is in reality never known. In the experiments of this research we cope with this practical
reality by basically turning around the model selection process: we do not begin with the
selection of a model type based on the nature of a given dataset but we specify a true
underlying model structure and create a dataset based on this model structure. The true
underlying model structure in the given example is specified by the third model, thus by:
E(y) = exp(fo + fix; + faxa). Next, alternative model structures are specified in order to
simulate a model selection process. The alternative models in this research are specified by
deliberately modifying the link function or the linear predictor of a true underlying model. The
alternative models of the given example are using a different linear predictor than its true
underlying model. After a true underlying model and alternative models are specified, the small
sample residual plots can be created. The procedure for creating the small sample residual plots
is given below:

1. Fix the unknown parameters . of the true underlying model. For example, set the unknown
parameters of the true underlying model to o =10, #/1 =2 and f = —1.

2. Calculate a parameter vector, say vector g, based on the structure of the true underlying
model by using the given covariate settings and the parameter values of step 1. For the
given example is vector p calculated as: p = exp(10 + 2-x,; — 1ox5%).

3. Vector # is used as input for a random vector generator. The output of this generator is a
vector with true distributed response variables: vector y. For the given example is vector p
used for generating true Poisson distributed response variables.

4. The true underlying model (model 1) and the alternative models (model 2 and 3) are sclved
based on vector y and their small sample residual plots are plotted out.

These small sample residual plots are then compared to their true underlying (large sample)
behaviour. The true underlying residual plots are created by simulating large number of data
points based on our knowledge of the structures of the true underlying model and the
alternative models. Large sample residual plots reveal any patterns or systematic deviations
much better than small sample residual plots. The small sample residual plots can be much
better understood with the knowledge of their true underlying residual plots. The procedure of a
large sample size simulation is given below:

5. The original design matrix X is duplicated one thousand times in order to create
matrix Xiuge. Let’s assume that there are 7 observations in the given example., Xy, is then

created according to:
1 x, X, X
i : : - large ™
Tox, %, X

where Xigge 15 a 7000 by 3 matrix containing one thousand times the design matrix.

6. Calculate a parameter vector, say vector M, based on the structure of the true underlying
model by using Xiarge and the parameter values of step 1.

7. Vector M is used as input for a random vector generator. The output of this generator is a
vector with true distributed response variables: vector Y.

8. The true underlying model (model 1) and the alternative models {model 2 and 3) are solved
based on vector Y and their true underlying (large sample) residual plots are plotted out

The small sample residual plots from step 4 are compared with their true underlying (large
sample) residual plots from step 8. The possible misinterpretations of residual plots are
investigated in this research by studying the differences between the small sample residual plots
and their true underlying behaviour residual plots.
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Main research findings
The experiments resulted in the following main research finding:

Residual plots can be misleading. In many simulated model selection processes the (small
sample) residual plot did not reflect its true underlying behaviour.

he pitfalls of using small sample residual plots as a model checking technique for logistic,
Poisson and gamma model are stated as follow:

e Residual plots are part of model checking; other techniques must be used as well like
the Pearson and deviance statistics. Residual plots themselves may never form the
complete model checking procedure.

e Residual plots are an informal way of checking models. Informal methods rely on the
visual perception of a user and are therefore limited by the user’s ability to detect
patterns. The practical problem here is that any set of residuals can yield some
systematic pattern if we just look hard enough.

¢ One of the most important dangers of using (small sample) residual plots is that the plot
may not reflect its true underlying behaviour. This means that expected patterns
(patterns that are visible in the large sample residual plots) may be absent or different
in the small sample residual plots.

o Small sample residual plots may show compounding effects. Compounding effects in
residual plots can complicate the interpretation of these plots and can thus complicate
the model checking process.

e The distributional properties of the Pearson and deviance residuals differ for the
logistic, Poisson and gamma models. One should be aware of this to avoid
misinterpretations.

o  Some residual plots may have an inbuilt ‘pattern’ which can lead to misinterpretations,
if one is not aware of this effect.

Practical implications for generalized linear univariate models

The usage of (possible) misleading residual plots has influence on the model selection process
and on the selection of the final model. Residual plots are part of model checking and have
therefore influence on acceptance or rejection of a model. Misleading residual plots can
therefore lead to the selection of a wrong model. The usage of a wrong model can have certain
consequences depending on its purpose. In many situations a model is used for making
predictions. The goodness-of-fit of a model has influence on the plausibility of the predicted
observations; the better the fit the more accurate the predictions will be. Residual plots are used
to assess the goodness-of-fit. Misinterpretations of residual plots can therefore have influence
on the accuracy of the predictions.

Possible implications for the high contrast consumer test

A part of the HCCT’s dataset consists of the results of a questionnaire. The data of the
questionnaire concern consumer experiences towards different product characteristics and
functionalities. By studying the results of the questionnaire companies can get insight into the
consumer requirements of different consumer groups; i.e. what product features are found
important by which consumer group. The quality of the models that are used in the HCCT has
influence on the inferences that are drawn; better models will result in better drawn inferences.
The inferences are an important part of the final result of a HCCT. In the end, better models
and better drawn inferences may result in a better advice to the development team. With this
advice possible misfits between the user and the product (soft product failures) may be
prevented. This may eventually result in lesser product rejections and in more profitable
products.

Multivariate models are used for analysing the dataset of the HCCT’s questionnaire. Like
in univariate settings, these models have to be checked before the most appropriate models can
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be selected. Multivariate residual plots can be used in the model checking process of
generalized linear multivariate models. A study into the residual plots that are used for
checking the models for the HCCT data may therefore contribute to better models and thus to
better drawn inferences. In the end, such a study can confribute to the validity of the HCCT.

Directions for further research

In this research the possible misinterpretations of the Pearson, deviance and partial residuals
where investigated for binomial, Poisson and gamma models. Further research can be done for
other univariate models (e.g. geometric and negative binomial models) and in different settings.
For example, changing the variance function or changing the link function and the linear
predictor at the same time.

Another direction for further research is to investigate the possible misinterpretations of
multivariate residual plots. This would. contribute directly to the validity of HCCT. A research
in this direction might start with the questions: How can residuals be defined in multivariate
model checking? and How can residuals in multivariate settings be understood? After these
questions are adequately answered, the possible misinterpretation of multivariate residual plots
can be investigated. For this, an approach has to be followed that handles the multivariate
settings. Such an approach may be in broad outlines similar to the approach of this research.
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Introduction

In order to be competitive a firm must reach the market with new products quickly and reliably.
To sustain competitive in a dynamic industrial environment firms must continue introduce high
quality new products that meet consumer needs. There is an ongoing need to reduce cycle
times, control costs, effectively introduce new technologies and maintain high quality
standards. The importance of new product development has further increased with the
globalization and segmentation of markets. A good management of quality and reliability
information in product development processes is important for firms to control and i improve the
quality and reliability of products and to stay competitive. A firm that posses the capability to
maximize first-time-right products and to minimize product failures has a strategic advantage
compared to firms who lack this capability.

A firm can use several methods to get the right quality and reliability related information at
the right place in the product development process at the right time. One of these methods is the

high contrast consumer test.or HCCT. A HCCT is a relatively new management tool to obtain

already early in the product development process information about possible failure
mechanisms in future products. The test focuses on more unlikely and/or unanticipated
reliability problems (so called soft reliability problems) within newly, innovative products. A
HCCT is constrained by a limited availability of prototypes, time and costs. The result is a
small sample dataset of about 10 data points.

A part of the HCCT dataset consists of the results of a questionnaire. This questionnaire is
generic in format and systematic in nature so that statistical analysis methods can be used. De
Ruiter (2005) demonstrated in her work that the best statistical procedure for analyzing this
HCCT dataset is the framework of generalized linear models. In order to make sound
conclusions about the HCCT data a deep understanding is needed about the concept of
generalized linear models and about model checking techniques.

Residual plots are an important part of model checking; according to McCullagh and

Nelder (1989) no analysis can be considered complete without inspecting the residuals agamst
some function of the fitted values. The literature about the usage of residual plots as a model
checking technique for generalized linear models is sparse and especially few is known about
the usage of residual plots in small sample settings. The objective of this research is to
investigate residual plots of generalized linear models in order to detect and highlight the
pitfalls of the usage of residual plots in small sample settings. This is done by investigating the
residual plots in simulated model selection processes.

This thesis is organized as follow: Chapter one describes the background environment in
which this research was carried out. This is done by describing the role of quality and reliability
management in new product development processes and by discussing the increasing difficulty
in dealing with reliability problems. Section 1.4 introduces the HCCT and shows that the
generalized linear model is the most appropriate model for analyzing the HCCT’s
questionnaire. The generalized linear model that is used for analysing the HCCT data is a
generalized linear multivariate model, However, the focus of this research is on investigating
the possible misinterpretations of residual plots from generalized linear univariate models. The
motives for investigating residual plots from univariate models instead of multivariate models

are given in section 1.5,

Chapter two starts with the problem description. It states the contribution of residual plots
in the process of model checking and underlines the contribution of this research. After that the
objective of this research, the research scope, the research question and the research approach
are stated.



Chapter three is divided in three parts. Part one introduces the concept of generalized linear

models. Part two discusses three generalized linear models in more detail; the logistic model,
the Poisson model and the gamma model. These models are used in chapter four and five for
simulating possible model selection processes. Part three discusses some important model
checking techniques for checking generalized linear models. Special attention here is given to
the usage of residual plots.

Chapter four and five investigate the possible misinterpretations of small sample residual

plots in simuiated modei seiection processes. Chapter four describes iwo experiments; one is
based on the logistic model and the other one on the gamma model. The experiments in this
chapter simulate a model selection process by using a wrong link function. Chapter five
describes two experiments as well; one is based on the Poisson model and one on the gamma
model. The model selection processes in this chapter are simulated by using a wrong linear
predictor,

Chapter six presents the main results of this research and states the conclusions.

Implications are given for using small sample residual plots in generalized linear univariate
models. Section 6.3 describes how this research can provide a basis for investigating residual
plots of generalized linear multivariate models and discusses how such an investigation can
contribute to the statistical founding of the HCCT concept.

The outline of this thesis is graphically shown in figure I.1. The focus of this thesis is on

investigating the possible misinterpretations of (small sample) residual plots in generalized
linear univariate models.
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Figure 1.1; The outline of this thesis.
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1 Research background

This chapter outlines the research background. Section 1.1 discusses current market trends in
the consumer electronics industry and their affect on the quality and reliability of products.
Section 1.2 defines quality and reliability and describes the shifting focus on product reliability.
The next section introduces two methods for reducing this new class of product failures.
Section 1.4 focuses on one of these methods: the high contrast consumer test. In particular, the
analysis of the high contrast consumer test data is discussed and the motives for a specific
analysis technique are given. The chapter ends with the research direction given in section 1.5.

11 Market trends and their affe

......... ect on product quality and reliability

L Lrain Iy‘y

For many companies innovation is now the most important driver of competitive success. As
companies adopt new technologies and increase their pace of innovation, they raise the bar for
competitors. By doing so, they trigger an industry wide effect to reduce development cycle
times and to introduce more rapid new products. In modern new product development
processes many companies struggle to maintain a balance between product performance and
innovation on one side and product quality and reliability on the other side.

Krishnan and Ulrich (2001) define product development as the transformation of a market
opportunity and a set of assumptions about product technology into a product available for sale.
Three basic stages are included in new product development: conception, creation and
realization (Minderhoud, 1999 and Lu 2002). For new product development to be successful it
must simultaneously achieve three sometimes conflicting goals: maximizing the product’s fit
with consumer requirements, minimizing development c¢ycle time and controlling development
costs (Schilling, 2004).

Due to market trends it has become increasingly difficult to obtain these objectives and to
produce reliable products. The result is that many companies are facing relatively large
numbers of unanticipated and unmanaged quality and reliability problems. There are four
market trends influencing the new product development process and thus the quality and
reliability of products. They are discussed in the next four subsections.

1.1.1  Increasing complexity of products

Products are getting more complex and knowledge intensive especially in the consumer
electronics industry (Korbijn, 1999). More and more functionality is added to try to satisfy the
increasingly demanding consumer., Products are also getting more complex due to the
integration of functional domains and the interaction possibilities between products. Take the
mobile phone for example. Three years ago the main functions of the mobile phone were
calling and sending text messages. Nowadays, you can make pictures with your phone and
update your address book and agenda via Microsoft Qutlook by infrared or Bluetooth.

The product tests for these kinds of products are also getting more complex. The
integration of functional domains is making the user-product interaction more complex and the
increasing interaction possibility among products is making the product-product interaction
more complex. Tests become therefore more time consuming and costly. It is a challenge for
companies to control the quality and reliability of these complex products in their complex
product environments.

1.1.2  Increasing consumer requirements

Not only does technology change quickly, also the consumer wishes change rapidly. The
market has become a demand driven market. The consumer expects custom-made products for
which he is not willing to pay more. This trend is known as mass-customization and agility
(Korbijn, 1999). The consumer expects to get good quality even for inexpensive products and



manufacturers are taking this more and more into account. The importance of quality changed
from nice to have to a prerequisite (Sander and Brombacher, 1999). The attitude of consumers
shifts from product-focus towards function-focus or even service-focus (Brombacher and de
Graef, 2001). If a product is working according to specifications, but it does not live up to the
consumer’s expectations, he or she can reject the product and will not be satisfied.

For the quality and reliability of products this means that, again, the user-product
interaction and the product-product interaction become important, because the consumer is now
more demanding than in the past. One of the arguments for increased consurner expectations is
the increased warranty in coverage as well as in time. Nowadays, the warranty period of a
consumer electronics product is at least one year, although a period of two years is no exception
anymore.

1.1.3  Increasing pressure on time to market

For high-volume fast innovative consumer electronics time to market is crucial. Being first to
market with a new product or new model that offers consumers economic benefit carries with it
certain advantages such as greater market share, experience curve benefits, monopoly profits
and increased consumer satisfaction (Reiner, 1989). The one who is first on the market can earn
substantiaily more than those who come later. The challenge has become to maximize product
profitability by minimizing time to profit (Brombacher, 2000). The result of the increasing
pressure on time to market is a shorter product development cycle and more rapid product
obsolescence. Korbijn (1999) gives several advantages of a short product development cycle,
like: more flexible response for adopting the latest consumer needs, more reliable marketing
research and the ability to quickly copy successful products. In spite of these advantages, firms
are not very successful in reducing the cycle time. Cooper et al. (2004) showed in a recent
study that on eleven performance metrics of a product development process, the worst
performance was on speed and efficiency (the ability to get products to market quickly and
efficiently), and the ability to reduce cycle time. Being late to the market can carry significant
penalties in terms of reduced market share and profitability, especially where product life is
short.

In the consumer electronics industry a new product development process requires very high
predictability in order to deal with time to market pressure (Brombacher and de Graef, 2001).
Potential reliability problems should be anticipated and prevented proactively, because much of
the final product quality and reliability is fixed in the early stages of product development.

1.1.4  Increasing complexity of business processes

Competition has put pressure on firms to continuously innovate in order to produce new
products. Advances in information and communication technology have made the world
smaller. Many firms are geographically located at different parts of the world. For such firms
the management of quality and reliability information has become more difficult due to the
international composition of the development team, the culture and language differences and
the wide spread of information. A firm can have several reasons for choosing different
geographical locations for its activities, like the concentration of a specific knowledge in a
certain area or cost related advantages. Many firms are focusing on their core competences and
subcontracting take place (Brombacher and de Graef, 2001). Subconfracting leads to more
parties involved in the product development process and therefore to a more complex
management of quality and reliability information.

1.1.5  Conclusion

All the four trends have their implications on product quality and reliability. The increasing
complexity of products makes product testing increasingly complex and therefore more time
consuming and costly. The increasing consumer requirements results in higher requirements



towards product quality and reliability. The strong pressure on time to market results in the
need for fast and efficient methods to ensure product quality and reliability in the very early
phases of new product development. And the increasing complexity of business processes is
making the information flows more complex, which can hinder the quality and reliability
related information flows as well.

In theory, the four trends do not have to result in more reliability problems and unsatisfied
consumers. If the learning time required for understanding and managing these problems is
reduced at the same pace as in which the innovation of new products take place, then the net
result of reliability problems would be the same. In practice however, this is not the case. As
will be shown, the learning time about reliability problems has fallen behind on the pace of
innovation, resulting in more (unanticipated) reliability problems,
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Therefore, research is needed to reduce these (unanticipated) reliability problems. Before
addressing ways to reduce these problems, the next section first takes a closer look at product
quality and reliability in the new product development process and explains the rise of a new
class of reliability problems: the soft reliability problems.

i2 Defining quality and reliability in new product development

Lewis (1996) defines: quality is the totality of features and characteristics of a product or
service that bear on its ability to satisfy given needs. This is clearly a consumer-focused
definition of quality. The seller has delivered quality whenever the seller’s product or service
meets or exceeds the consumer’s expectations. Reliability is defined by Lewis (1996) as the
probability that a system will perform its intended function for a specific period of time under a
given set of conditions. '

When a company is developing a product the intended functionality is described in a set of
documents: the specifications of the product. Hard reliability problems are defined as situations
where the product is not able to meet both the explicit (technical) product requirements and the
consumer’s requirements (Brombacher et al., in press).

As a consequence of the trends companies do not know in detail how consumers will
perceive new innovative products. There can be situations where in spite of the absence of
physical failures the product does not meet the consumer requirements. These reliability
problems are called soft reliability problems and defined as situations where in spite of meeting
with the explicit product specifications a consumer explicitly complains on the (lack of)
functionality of the product (Brombacher et al., in press). There can be two reasons for soft
reliability problems: the product is not able to meet specifications (for reasons other than
physical failures) or there is a mismatch between product specifications and consumer
requirements,

1.2.1 The roller coaster curve _
Reliability problems can be modelled by the roller coaster curve, see figure 1.1. Both soft and
hard reliability problems fall under the roller coaster curve.

Fallure
rate

Time
Figure 1.1: The roller coaster curve.



In order to explain the roller coaster curve Brombacher (1992) has introduced the “stressor-
susceptibility” concept. A stressor is defined as a physical stress influencing the quality and
reliability of a product, and susceptibility of a product to a certain failure mechanism is defined
as a probability function indicating the probability that the product will fail after a certain time
under a given set of stressors. With the stressor-susceptibility concept it is possible to explain
the roller coaster curve, using four different classes of failures (Lu ¢t al., 2000):
e Phase 1: hidden 0-hour failures.
Sub-populations of products already defective at t = 0. The time delay between the
moment of occurrence of the failure and the moment of observation/reporting of the
failure determines the shape of the curve. Reasons for failures at t = 0 can be products
outside specification (failed products) that reach the consumer or products inside the
suppliers specification but unacceptable to the consumer either due to an incomplete
specification or a different perception of the product by the consumer.
* Phase 2: early wear-out.
Sub-populations of products are operating according to specification but showing,
either due to product tolerances and/or consumer use tolerances, deviating behaviour
with respect to degradation. This leads to a situation where such a sub-population of
products will be reported defective far earlier than the main population.
¢ Phase 3: random failures.
Failures inducted by random events within the main population. The defects are either
internally in the product or externally from consumer use or other external influences,
* Phase 4: systematic wear-out.
Defect initiated by failure mechanisms in products that lead to systematic degradation
of the main population as a function of time and/or product use.

1.2.2  Shifting focus on product reliability

Phase 1 and phase 2 of the roller coaster curve become very important for manufacturers with
time driven concurrent product development processes (Lu et al., 2000). Firstly, it is not
possible to perform the complete testing program due to the strong time to market pressure,
because this program usually takes too much time. Secondly, due to improved technologies,
product reliability has improved and thus there are fewer phase 3 and 4 failures than before.
Thirdly, phase 3 and 4 failures are economically less important due to high speed of nnovation,
as new products come into the market to replace the old ones before they reach phase 3 and 4.
And fourthly, there is not enough knowledge about phase 1 and 2 failures and most of the
reliability tests carried out focus mainly on phase 3 and 4. Therefore, the prediction of quality
and reliability will be concentrated more and more on phase 1 and 2 of the roller coaster curve.

In the past the focus on product reliability was component based. In the last years the focus
on product reliability has shifted. Study of Brombacher on the categories of product reliability
problems showed that only 21 percent of the reliability problems were caused by components.
The interaction product-product (24 percent) and the interaction user-product (17 percent)
played an important role in reliability problems. In 38 percent of the cases the consumer had a
complaint, but the product fault was not observed by the service centre. Figure 1.2 shows an
overview of the different categories of product reliability problems.
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Figure 1.2: Observed categories of product reliability problems (Brombacher 2000).

The figure demonstrates that component related failures (hard failures) have become relatively
less important and undefined and consumer related product failures (soft failures) have become
relatively more important.

Research of Boersma (2001) demonstrates the shift from hard to soft failures and the
importantly of phase 1 and 2 of the roller coaster curve. He showed that in the first weeks after
purchase the product rejection is higher than in the period after the initial weeks, see figure 1.3.
This can have two reasons: first, the product can be ‘dead on arrival’ or second, the consumer
did not expect or did not understand the innovative functionalities. The latter reason is in view
of Brombacher’s study more convincing.
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Figure 1.3: Number of product returns versus the week of return minus the week of purchase.

The findings indicate that the initial user-product interaction right after purchase is very
important. If there is a misfit between product specifications and consumer requirements it will
emerge most likely in this period. The initial user-product interaction consists of the ‘out of the
box experience’, the installation process and the first usage. So these processes are very
important and they will determine to a large extent the number of product returns.

1.2.3  Conclusion

Due to the trends it has become increasingly difficult for companies to know how consumers
will react on new innovative products. This is causing a shift form hard to soft reliability
problems. Phase 1 and 2 failures of the roller coaster curve become very important.

For reducing reliability problems companies need a tool with the following requirements: it
has to deal with the increasing amount of soft failures and it has to focus on phase 1 and 2
failures of the roller coaster curve. The next section introduces two methods that meet these
requirements.



1.3 Tools for preventing reliability problems

Due to the high speed of innovation companies are faced with high uncertainties and lesser time
to reduce these uncertainties. The result is that (immature) products reach the market with a
higher possibility of failure. The reliability of products is not known until it is confronted with
the consumer. One way of obtaining reliability information is by studying the failures from
products in the field.

1.3.1  The field feedback cycle

Field feedback data is gained from service or call centres and contains information about
reliability problems from products in the field. This information is analyzed and fed to the new
development process. The field feedback information is only used for incremental or next
generation products. An incremental or next generation innovation is a product which might not
be particularly new or exceptional to a company (Schilling, 2004). However, it might still be

new to a consumer,

The field feedback process is like the principle of feedback control loops. A new product
has to meet a certain quality and reliability level. If this level is not met in the eyes of the
consumer, he or she can make a complaint. In case of most companics the complaint will be
addressed to a service centre. The service centre files a complaint and this information is fed
back to the new product development process so that corrective measures can be taken. The
field feedback cycle is shown in figure 1.4.
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Figure 1.4: Quality feedback cycles in the new product development process.

Two criteria are important for the feedback control loop to be effective: speed and quality
(Brombacher et al., in press). Speed is important since the development time of new products
has been drastically reduced and the information is needed in the carly stages of the
development process. A difference can be made between the time required to develop a product
and the time required to learn about the actual performance of this product in the field
(feedback time). If the development time reduces faster than the feedback time, companies will
have insufficient time to understand the root causes of the field problem. Research of
Brombacher et al. (in press) showed that the development time and feedback time for consumer
electronics products have not been reduced at the same speed. The development time has been
reduced much faster than the feedback time, as can be seen in figure 1.5.a. This unequal
reduction forms a great threat for the effectiveness of the field feedback process.

The second important criterion is the quality of the control loop. Due to the increasing
product complexity and consumer requirements there is a need for more detailed field feedback
information. The information provided by service centres is often not complete or is hidden in a
huge amount of data. Brombacher et al. (in press) showed in a study that the percentage no fault
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