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A. ABSTRACT 
Today with the advent of new VLSI processing technologies, System-on-Chip (SoC) 

design is gaining prominence in order to achieve faster time to market, reduced costs and 

flexible solutions. Present day embedded multimedia applications are becoming more 

computation intensive due to the large number of integrated functions .Often such 

applications are mapped onto mobile systems that need to operate with a low energy 

consumption.  

It is seen that multiprocessor Systems-on-Chip (MPSoC) offer a superior performance and 

lower energy consumption than single processor systems. Networks-on-Chip (NoCs) are 

considered as an interconnection mechanism between the various IP blocks in an MPSoC. 

NoCs are preferred over traditional buses, as NoCs offer predictable timing behaviour and 

can easily scale without degrading the performance. 

As modern systems are often mobile, energy consumption is an important design 

criterion. Therefore accurate estimates of the energy consumption of the implementation 

must be made early in the design process. This requires an energy model for various 

system components. Current state of the art energy estimation flows for MPSoCs take a 

path all the way to the low implementation levels taking into account all these low level 

details. During design-space exploration (DSE), it would be difficult to follow the entire 

time consuming flow for each potential solution. Hence, it is important to have abstract 

energy models of various components in the system and the system as a whole. 

In this thesis, we focus on the NoC interconnect. We present energy models at an 

intermediate abstraction level for all NoC components in a typical SoC, namely links, 

FIFO buffers and routers and show how these models can be used to estimate the energy 

consumption of a complete NoC. The energy model of an individual component is 

expressed as a simple parameterized expression. These models are validated 

comprehensively by means of simulations carried out in MAGMA. The models can be 

used to compute the overall energy consumption for the communication part of the chip 

without carrying out time-consuming simulations. The abstraction level of the energy 

models is such that only a few parameter values need to be known. Examples are the 

frequency of changes in the incoming data and read and write rates. These parameters are 

application dependent and are less easily influenced by the designer. Also some of the 

architectural parameters such as FIFO sizes, flit size, number of input and output ports 

etc, that can be chosen by the designer, can be taken into account. Thus, the models are at 

a higher abstraction level than the gate and transistor level models used in MAGMA. 

Our experiments on FIFO buffers exemplify that the energy consumption increases 

linearly with the number of FIFO places. Our results on router energy consumption show 

that the arbiter and the crossbar consume similar amounts of energy in the router. 

Furthermore, it is also seen that the energy consumed by the link doubles with doubling 

the link length. Our experiments suggest that, for a given fixed or average switching 

activity in the transferred data, the energy consumption is linear in the number of hops in 

the network, which is the commonly used abstract energy model for NoCs. 

The work started in this thesis ultimately provides designers with concrete numbers 

concerning the power and energy consumption of SoCs enabling them to optimize their 

designs and perform trade-offs and take decisions through the predictions made based on 

the developed models preferably at an early stage in the design of a system. 
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Chapter 1 Introduction 

1.1. Problem Definition 
With technology scaling downwards, SoCs are getting more complex with additional 

power, area and speed constraints incorporating several processing components in a single 

chip. Today embedded multimedia applications are becoming more computation intensive 

due to the large number of functions incorporated within them. Often such applications are 

mapped onto mobile systems that are typically battery operated and support a wide range of 

applications so they have to be flexible as well as energy-efficient.  
It is seen that multiprocessor Systems-on-Chip (MPSoC) offer a superior performance and 

lower energy consumption than single processor systems. A certain computational task 

accomplished by a single processor at a certain frequency can be achieved by 

multiprocessors in parallel with reduced frequency and voltage and thereby reduced energy 

consumption at the same amount of time. Figure 1 depicts a tile-based MPSoC. A tile 

normally is composed of a processor, a memory unit, communication assist and a network 

interface. A communication assist is a small controller that performs buffer accesses on 

behalf of the network. Most importantly, it decouples computation from communication. 

For such systems, energy consumption is an important design criterion. Hence accurate 

estimates of the energy consumption of the implementation must be made early in the 

design process. This requires an energy model for various components in the system.  

 

 

Figure 1: Architectural template of a Multiprocessor SoC 

Total energy consumption is basically composed of two main components namely, the 

dynamic and the static or the leakage power. It is assumed that the leakage power will 

dominate the dynamic power consumption for technologies below 90nm (ITRS Roadmap, 

2001-2002, Figure 5). Additionally, current applications are becoming more computation 

intensive and therefore more functions are added to the current systems. These increased 

computational requirements have led to the integration of multiple components on a chip 

operating at higher clock frequencies which has consequently resulted in the increase of 

overall energy consumption. Nevertheless, irrespective of the technology, it is necessary to 

have a prior knowledge of the total energy consumption on a chip.  
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This information can be used during the design to minimise energy consumption or to make 

trade-offs with other aspects. Information about energy consumption needs to be available 

in the form of parameterised models. Such models provide a basis to optimize energy 

consumption of SoC components and to set the parameters of the design of a SoC.  

Further, the current state of the art flow takes a path all the way to the low implementation 

levels taking into account all the low level details. During DSE, it wouldn’t be ideal to 

follow the entire flow for each instance. Hence, it is important to have abstract but accurate 

energy models for the various components in the system. 

1.2. Energy vs. Power consumption 
The term ‘Power consumption’ refers to the rate at which energy is consumed over time.. 

The term ‘Energy consumption’ is often of interest in the case of portable devices operated 

by battery. In such devices, the amount of energy needed to perform a computation is a 

more useful measure than the power consumption.  

Consider two cases, one with high power consumption and another with low power 

consumption. Both these approaches require the same amount of energy to complete some 

operation. The solution requiring high power would simply be faster than the other. 

Hence in this thesis, when referring to power consumption, it means power consumed at 

one moment in time, whereas energy consumption means the energy consumed over a 

period of time, typically for some given task or operation. 

1.3. Networks-on-chip 
A Network-on-chip (NoC) is an efficient on-chip communication architecture for System-

on-Chip architectures. It enables integration of a large number of computational and storage 

blocks on a single chip. Traditionally communication between processing elements was 

based on buses. But for large multiprocessor SoCs with many processing elements, it is 

expected that the bus will become a bottleneck from a performance, scalability and energy 

point of view [41][43]. Therefore the idea of networks on chip has evolved which consists 

of a set of routers interconnected by links. Figure 2 shows a typical 3x3 mesh topology with 

each network interface connecting one IP to a router. 

End to end communication between IP blocks is accomplished by the exchange of 

messages. These messages are further broken down into packets. Packets are the standard 

form of representing the information for communication. Packets are split into several flits, 

which is the basic unit of data transfer in a NoC.   

There are two main parts of the interconnection network, the services and the 

communication system. A typical service is a bidirectional communication channel with 

reserved bandwidth that offer throughput and latency guarantees. The communication 

system is what supports the transfer of information from source to destination in the NoC 

structure or the network topology. A routing algorithm determines the route of a packet 

from source to destination.  
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Figure 2: NoC with 3x3 mesh topology 

1.4. NoC Components 
A typical NoC (Figure 2) is composed of multiple routers and network interfaces (NI) 

which connects the IP blocks to the network. Each tile is composed of a processor, 

communication assist (CA), memory and a network interface as mentioned in the previous 

section. Routers and NIs are connected through links. A router routes the packets along the 

network. A network interface makes the IP view (protocol) compatible to the router view 

on communication (packets). Each NI can connect multiple IP blocks to the router network. 

Each router is composed of FIFO buffers, an arbiter and a crossbar to route the packets to 

the destination. FIFOs are also available in the NI. In this thesis, we will therefore focus on 

FIFOs, routers and links. 

1.5. Goal 

The main goal of this thesis is to develop energy models for Network-on-Chip (NoC) 

components that characterize the energy consumption of these systems and their 

components. These models should allow the prediction of the energy consumption of NoC-

based systems. To achieve this goal, it is necessary to investigate and profile the energy 

consumption of various processing, communication and storage components that form a 

part of NoC-based systems. In order to estimate the energy consumed by components in 

isolation, we need to build energy models and analyze the different parameters that 

contribute to the overall energy consumption of the component. Therefore, the resulting 

model thus developed will allow designers to predict the energy consumed by these 

components. As mentioned, this thesis focuses on models for routers, FIFOs and 

interconnecting links.  
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Several power and energy models have been proposed by different people from the SoC 

community, each focusing on a specific issue. It is necessary to get an in-depth knowledge 

of these traditional energy models through an extensive literature study. Through this 

literature study, it is intended to answer and analyze several questions such as those 

concerning the level of abstraction dealt with while estimating energy consumption of 

individual components, the correctness of models in terms of relative and absolute accuracy 

and their impact on a system as a whole.  

1.6. Approach and Contribution 

With reference to the goal mentioned in Section 1.5, NoC components are designed and 

implemented in Verilog at RT level and thereafter energy models of these components are 

built. Energy and power measurements are then carried out on these designs to validate the 

models. 

Initially the existing analytical model of a link is reviewed as in the literature. However a 

concrete energy model for the link is given only at the time of developing a compositional 

energy model for an entire NoC. Further, an n-place FIFO is designed and an abstract 

energy model is proposed for the same comprising several architectural and application 

specific parameters. The same procedure is followed to develop an abstract model for the 

router and its components in isolation. Finally a compositional energy model of the whole 

NoC is developed. 

Therefore to summarise, in the current thesis, energy models for NoC components are built 

at a higher level of abstraction, i.e, at the transaction level. It is further intended as a future 

work that energy models for computational components also be developed and integrated 

with the NoC components to build models for the SoC as a whole.          

1.7. Thesis Overview  
The thesis is organized as follows. In Chapter 2, a literature survey of energy and power 

models is done with references to the literature and resulting in a classification of energy 

and power models based on various criteria. Chapter 3 deals with the energy model of the 

links; however at this stage only a mathematical model for the links is specified and this is 

validated after implementing the routers which act as realistic input and output blocks 

connected via an interconnecting link.  Chapter 4 deals with the design and energy model 

of FIFO buffers along with experimental results. Chapter 5 explains the energy model of a 

router along with the experimental results. Chapter 1 deals with a compositional energy 

model that integrates all NoC components explained in the previous chapters. Chapter 1 

summarizes the conclusion of the thesis together with the ideas for future 

recommendations.   
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Chapter 2 Literature Survey of Power Models 

2.1. Introduction 
There has always been a need to estimate and analyse the power consumption on a chip in 

order to optimise the chip design for energy consumption or to map applications onto 

systems to achieve low power. With this objective, power models are developed at various 

abstraction levels for SoCs and especially for NoC-based SoCs.  

The concept of networks-on-chip is often compared with that of the fundamental concepts 

of communication networks and more specifically with the OSI seven layer model [2][4]. 

Figure 3 depicts the seven layers and their respective importance in the field of NoCs. More 

specifically for a NoC architecture, the last four layers are very important. Therefore, we 

can classify NoCs in terms of the OSI layers.  

Secondly, at the lowest level of abstraction, bits of data are sent through links (bunch of 

wires) from one processing node to another via intermediate routers. Here, the energy 

consumed is the sum of the energy consumed by the links (through the wires), nodes 

(processing elements) and intermediate routers which in turn include the power consumed 

by internal components such as buffers, arbiters and crossbars during switching action.  

At higher levels, energy consumed due to the sending of one bit of data from one router to 

another via the links is a function of the number of hops (or the number of routers) and the 

number of links. The energy consumed by the bit is given by: 

Ebit = n routers * Erouter + n links * Elink 

This is typical to networks where a router is connected to each processing element.  

Thus, energy models are dealt with at different abstraction levels normally focussing on the 

application and at times focussing on the architecture. It is often challenging or simply 

impossible to take into consideration all these aspects and abstraction levels; however a 

reasonable compromise can lead to efficient models. 

In this chapter, details concerning the classification of energy models at various levels of 

abstraction and at various component levels are studied together with some related work 

done by different people. Three different tabular representations of the classifications along 

with the references are made so as to locate the references common to all the three 

classifications (shown in section 2.2), thereby investigating the development of energy 

models at different levels and focussing at different aspects. We also identify those energy 

models that focus on one particular area.   

2.2. Classification of Power Models 
In this section, a classification of Power/Energy models is made based on three essential 

categories. They are as follows: 

1. Comparison of OSI layers with NoCs. 

2. Component level 

a. Communication elements 

i. Routers 

ii. Links 

b. Computational elements 

i. Processors- Instruction level 
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ii. Memories 

c. Other devices 

i. Peripherals 

ii. I/O interfaces 

3. Different levels of abstraction 

a. Algorithms (Functionalities) 

b. Transaction level 

c. Register transfer level 

d. Gate level 

e. Transistor level 

2.2.1. Comparison of OSI layers with NoCs 

Figure 3 below depicts the seven OSI layers [3][4] and their comparison with on-chip 

communication. The level of depth and accuracy increases as we move towards the 

physical layer. The lower three layers are concerned with the architecture of the network 

while the top four layers provide communication services to applications. 

 

  

Figure 3: OSI layers with reference to Network-on-Chip components 
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Table 1 shows the classification of NoCs when compared to the OSI layers with references. 

In the table, we observe that most models focus on the lower levels. No work is done on the 

higher levels, because most of the network related issues are handled at low levels, while 

the top three layers are more concerned with the application and the operating system in 

general. Therefore no power models are developed in this area.  

OSI seven layers References 

Application layer                     - 

Presentation layer                     - 

Session layer                     - 

Transport layer (messages) -

packetization issues 

[15] – network power model based on message 

flows injected into the network. 

Network layer (packets) [5] – Packet switching fabrics,  

 

Datalink layer (flits) [15] – modelling based on flits traversing in a 

link. 

Physical layer (bit level) [1],[6],[7] 

Table 1: Classification based on comparison of OSI layers with NoCs 

2.2.2. Component level 

We can broadly distinguish the components on a chip into three classes. They are 

communicational or NoC components, computational elements and other additional 

devices. Further in this classification we illustrate some references that describe power 

models for the system as a whole. We define a system as a collective whole of many sub-

components including system software, whereas the application is treated separately. Table 

2 provides the classification, discussed in more detail below. 

2.2.2.1. SoC and Application Models 

Energy models at this level are built considering the SoC as a whole. In [9], they used cycle 

accurate power models for an audio decoder application and in general their focus was on 

energy optimization for multimedia applications and device drivers again dealing at low 

level. The power models of some of the components were developed from the datasheets of 

the same obtained from the manufacturers. To deal with other SoC components, they used 

the validated power models developed by other authors. In [45], a cycle accurate 

multiprocessor System-on-Chip power simulation platform called GRAPES was developed. 

In [15], a comparison of various benchmark applications based on their power consumption 

was made.  

2.2.2.2. Communication (NoC) Components 

At this level, energy models are built for various NoC components [1] such as links, 

buffers, routers, arbiters and controllers. 

In [1], the authors performed experiments on register transfer (RT) level models to carry 

out trade-off analysis between the amount of power consumed by various components 
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versus performance parameters such as injection rate of packets into the network, the 

number of virtual channels. In [1], the power models were dealt with at a low level of 

abstraction i.e., at gate level and hence focussed on issues concerning both dynamic and 

leakage power consumption. 

In [5],[6] and [7], energy models were developed on various cross-bar based routers. The 

starting point of their experiments was based on extensive analysis carried out to study the 

power consumption on routers. While [15] was more related to power models for links. 

2.2.2.3. Computational elements 

In [8], the work focuses on different register architectures in order to obtain low cost 

solutions especially in media processing applications without degrading the performance at 

transistor level. They focussed on different register architectures in order to obtain low cost 

solutions especially in media processing applications without degrading the performance.  

In [11], the authors claimed that significant power savings can be achieved using various 

optimization techniques particularly on processors at the instruction level (concerning the 

number and type of instructions executed). They established that techniques such as data-

code transformation and hence the number of instructions (measured as current drawn by 

individual instructions, [12]) have significant impact on processor power consumption. 

In [13] and [14], the authors also dealt with power models at instruction level where they 

redefined the claim made by [12] that stated that total power consumption was the sum 

(function of current drawn) of all the instructions. They ([13] and [14]) proved that the 

power consumption was due to the circuit changes between consecutive executed 

instructions and this information needs to be taken into account in particular to establish 

accuracy. 

In [10], the authors propose high-level analytical power models (for both on-chip and off-

chip components) with FPGA-based co-processors achieving reasonable accuracy (≈12%). 

They mainly focussed on input-output traffic between local memory and processing 

elements. 

2.2.2.4. Other Components 

Apart from NoC and computational components, focus has been on other SoC components 

such as peripheral devices. Profiling the power-consuming components is a basis to this 

approach.  

In [9], the work was focussed around power models for components such as device drivers 

at cycle accurate level. The power models of some of the components were developed from 

the datasheets of the same obtained from the manufacturers.  
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                                            Components 

SoC 

(System as 

a whole) 

Application Communication 

elements NoC 

Computational 

elements 

other 

    [9], [45] [15] – 

Comparison of 

benchmark 

applications. 

[1] - Physical 

links and routers 

[8]- Registers for 

processors 

[9] -

audio & 

video 

devices 

 [8]- Media 

processing 

applications. 

[5] – Routers [10]-Processors at 

Instruction level (loop 

transformation); 

Memory models 

developed based on its 

internal parameters. 

 

  [6] – Routers and 

interconnection 

architectures 

[11] – Processors: 

Data reuse 

transformation at 

instruction level 

 

  [7] – Routers & 

links 

[12] – Processors: at 

instruction level. 

 

 

  [15] – link 

utilization. 

[13] – Processors at 

instruction level based 

on switching actions. 

[14] – Same as [13]. 

 

Table 2: Classification based on component aspects 

2.2.3. Different levels of abstraction 
Energy models are also classified based on different levels of abstraction. At the highest 

level of abstraction is the algorithm level with different functions and processes. This level 

emulates the functionalities performed at the lower levels. Subsequent to this is the 

transaction level, where processes correspond to events. Each write or read transaction is 

considered as an event and do not go into details up to the register transfer level. The 

models at these two levels represent the system level and are less accurate but also require 

less simulation time. The next level lower in the abstraction is the register transfer level. 

The transfer of data is at register and wire level, but does not deal further to gate or 

transistor level. The models at this level are very accurate but need more time to simulate. 

Next to this level are the transistor or gate levels which represent the model at circuit level 

and are more accurate than any of the other levels; however these models are extremely 

timing consuming.        

In [7], energy models were developed based on an appropriate algorithm that mapped a 

given IP to a regular network architecture which is deterministic and deadlock-free using 

worm-hole routing. 

At transaction level, energy models are dealt with at a system level and principally without 

going into the hardware details of individual components. In [5], power models were 
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developed aiming at a low power NoC solution and observing the system performance on 

shared memory ATM based switch fabrics. Further, they emphasized the importance of 

moving power optimization processes from circuit level to system level.  

In [6], transaction level power models were developed for various cross-bar based routers. 

The starting point of the experiments was based on extensive analysis carried out to study 

the power consumption of routers. Both [5] and [6] deal with the transaction level and 

focus only on dynamic power consumption and neglect leakage power. The main reason for 

this was due to the complexity involved in computing the leakage power. Secondly, the 

processing technology employed made it possible to neglect the leakage component. Most 

importantly, they aimed at improving performance metrics such as throughput and delay at 

system level. 

In [11],[12],[13] and [14] energy models were developed for processors at instruction level. 

They measured the power consumed by individual instructions as the current drawn by 

each instruction along with the impact caused by circuit changes due to the execution of 

consecutive instructions. 

In [45], a Multiprocessor Systems on-Chip power simulation platform called GRAPES was 

developed at cycle accurate level. Several optimization techniques of the synchronization 

mechanism for MPSoC based NoC were explored.   

In [1], power models were developed at the Register transfer level to carry out trade-off 

analysis between power consumed by various components and parameters such as size of 

packet, length and width of physical links, number and depth of virtual channels and 

switching technique. 

 

Level of Abstraction References 

Algorithm level (functionalities) [7] 

Instruction level [11][12][13][14] 

Cycle Accurate level [45] 

Transaction level  [5],[6],[15] 

Register transfer level [1] 

Gate level [9] 

Transistor level [8] 

Table 3: Classification based on levels of abstraction 

2.3. Conclusion 
We can thus infer from the above description that power models are developed at various 

levels of abstraction and targeted for particular components that are communicational or 

computational. Based on these models, predictions of power consumption are made in 

order to optimise systems and to map applications onto systems to achieve low power.  

From the literature study it was observed that some of the energy and power models are too 

low level (e.g. transistor level) and are also too expensive and time consuming to evaluate, 

while some of them are too abstract and are not accurate enough. Some power models 

describe only one or a few components of a SoC which are not usable for the SoC design as 
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a whole. Therefore, we intend to target an intermediate level of abstraction that leads to 

models usable for the evaluation of the SoC as a whole during architectural design space 

exploration. 

In this thesis, NoC components are designed and implemented at Register transfer level, 

which is at a low level. However the energy models are developed at a higher abstraction 

level than the RT level and to be precise, they are represented at transaction level. It is 

further intended as a future work that energy models for computational components also be 

developed and integrated with the NoC components to build models for the SoC as a 

whole.    
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Chapter 3 Power Model for Links 

3.1. Introduction 
We are aware of the fact that the evolution of Multiprocessor System-on-chip (SoC) 

designs have resulted in a number of NoC-based interconnect architectures [6][18][21]. 

These aim to achieve an improved communication system compared to the traditional 

architectures in terms of energy consumed, throughput and latency. On the other hand, 

current technologies are migrating towards achieving smaller device sizes and shortened 

interconnects. However, these short interconnects are posing a serious threat in achieving 

low power solutions in terms of additional heat dissipated on the system due to the 

decreased spacing between the wires and increased load on the wires due to increased 

frequencies. Therefore, in this chapter, we analyze the different issues concerning the 

power consumed in the interconnect wire by means of a detailed study of power models. 

These models can not only give us an insight in how power models are developed in 

general but can also help us in identifying the key parameters responsible for the power 

consumption of the wires in a chip.  

3.2. Energy Consumption in a Wire 
In order to calculate the energy consumed in an interconnect wire we need to study its 

analog or electrical behavior. In a wire, significant energy is consumed during the 

switching activity (charging and discharging) of the capacitor, which is normally referred to 

as the switching power. However, a portion of energy is also consumed as a result of a 

short circuit during switching activity at the driving gate’s output; this is referred to as 

internal power. Both of these together form the dynamic energy. This contributes to about 

70-90% of the total energy consumption under normal operating conditions. While a 

portion of energy is lost due to the leakage power irrespective of the switching activity and 

state of the gate [19], this is referred to as the static energy. The static component 

contributes to about 10-30% of the total energy consumption.   

At processing technologies until 90 nm, it has been seen that dynamic power is the major 

power consuming component [23] (refer Figure 5) but at technologies below 90nm, this 

leakage power begins to build up, due to the fact that at lower technologies the supply 

voltage and thereby the threshold voltage is also reduced consequently. This definitely 

reduces the dynamic power consumed but on the other hand the static power increases due 

to the increased leakage currents from the non-conducting gates flowing from source to 

ground which is more prominent with dropping voltages due to its exponential dependency 

on threshold voltage [24]. As a result, the power consumptions due to the leakage current 

are increased.  

 

Figure 4: CMOS Circuit showing leakage current and reverse bias current  
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In order to understand the dynamic and static energy components more precisely, they will 

be dealt with in detail in section 3.3 focusing on a single interconnect wire.  

In addition to the above mentioned components of power consumption, when we consider a 

larger interconnect system such as a NoC with wires adjacent to each other (owing to their 

physical routing scheme), energy is consumed due to cross-coupling and self coupling 

effects [17],[22]. The former is caused by interference of activities between the neighboring 

wires while the latter is caused by interference between different events on the same wire. 

The coupling capacitance in particular is significant with shrinking technologies. Due to the 

decreased spacing between wires, the cross coupling capacitances are increased thereby 

increasing the power consumption. Hence we will focus on the cross coupling effects in 

section 3.4 In section 3.5, the total power consumption of a link will be calculated.  

 

Figure 5: 2001, 2002 ITRS prediction of static and dynamic power consumption trends 

3.3. Power equations for a gate driven wire 
As mentioned in the earlier section, power consumption in a gate driven interconnect wire 

is a combination of dynamic and static power. 

gateleakwirebiasshortLLL VIVIfVIfVCP ,,
2

2

1
+++= ταα   

Here the first component is the dynamic power consumption caused by charging and 

discharging of capacitive load on the gate’s output where ‘CL’ is the load capacitance, ‘V’ 

is the supply voltage, ‘αL’ is the switching activity of the gate and f  is the operating 

frequency of the system. Switching activity is defined as the number of 0 to 1 and 1 to 0 

transitions, normalized by the operating frequency. The switching activity constant 

eventually captures the above mentioned self-coupling effect. 

The second component is also a part of the dynamic power consumed by a momentary 

short circuit caused between supply and ground when the gate’s output is switching, Figure 

7. Hereτ is the short time period during which the short circuit current shortI  flows between 

source and ground.  
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The third component is the static power consumed when there is no switching activity and 

specifically as a result of the circuit structure, the wire, [25] and wirebiasI ,  is the current 

flowing from the wire to its substrate (irrespective of the gate).  

The fourth component, also a part of the static power, is the leakage power consumed by 

the gate due to the leakage current flowing again from source to ground but regardless of 

the gate’s state and switching activity. 

Finally, note that the capacitance and current constants in the above model depend on the 

length of the wire, i.e., the above model implicitly gives the power dissipation of a wire per 

unit length. 

3.3.1 Traditional ½ CV2 Model to calculate the Dynamic 
Energy Consumption on a Single wire 

The ½CV
2
 model [22] has been used commonly to measure the interconnect energy 

consumption. This model is based on the assumption that energy is consumed in every rise 

or fall transition of an event [20]. In this model we concentrate only on a single wire and 

neglect the coupling effect caused by the neighboring wires. The effect of coupling 

capacitors will be dealt with in section 3.4. Further, in this model, we also neglect the effect 

of resistance, assuming that the capacitor requires sufficiently long time to charge. The 

energy consumed by the wire during one transition from low to high and back (during 

charging and discharging of the capacitance) is given by ddLVCE
2

= , where LC  is the 

total load capacitance and ddV  is the supply voltage. This can be derived as follows.  

Consider a simple interconnect wire model as shown in Figure 6 with a load capacitance 

LC  which is the sum of the wire capacitance wireC  and the capacitance of the input gate, an 

inverter driving the wire. The two gates is a combination of PMOS and CMOS transistors 

as shown in the Figure 7. 

 

Figure 6: A simple interconnect wire model 
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Figure 7: CMOS Model of an inverter cell depicting switching power (left) and internal power 
(right) 

 

When the voltage at the input switches from low to high i.e., from 0 to Vdd, the capacitor 

gets charged from 0 to ddV  in T amount of time (this T can be assumed sufficiently large). 

Here we assume a zero rise and fall time, which means switching between low to high or 

vice versa is instantaneous and ideally the transistors in the driving gate are never ON at the 

same time. During the transition from low to high, the current i flows from the power 

supply to the capacitor via the PMOS transistor. The energy consumed from the power 

supply during this transition can be calculated as follows: 

The power consumed during low to high transition is given by: 

ddVtitP )()( = , 

Where Vdd is the supply voltage needed to charge the capacitor from 0 to Vdd and i is the 

current drawn from the power supply to charge the capacitor. P and i both depend on the 

time t. The current i equals:                                      

 

The energy that is drawn from the power supply can be derived as follows:  

∫=>−

T
dttPE

0
)(10   ∫= ⋅

T
dtVti dd

0
)(  

                           ∫=

T
V dt

dt

dV
C

out
ddL

0
 

                           ∫=
dd

outddL

V

V dVC
0

.  

                           
2

ddLVC=  

Also the energy stored in a capacitor can be calculated as follows: 

dt

dV
Cti

out
L=)(
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 ∫=

T
dtVtiE outcapacitor

0
).( .   ∫=

T
dtV

dt

dV
C out

out
L

0
 

                                        ∫=
dd

outoutL

V

C dVV
0
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2

2

1
dd

LVC=  

From the above equation, we can say that only half of the energy is used to charge the 

capacitor during low to high transition. The other half of the energy is dissipated by the 

PMOS transistor. During transition from high to low, no energy is drawn from the supply 

and the capacitor discharges its energy into the NMOS transistor. Thus, the total amount of 

energy drawn from the power supply during both the transitions together (switching 

activities) equals CLVdd
2
 and 1/2CLVdd

2
 on average per transition.  

In general, we also need to take into account how often the circuit switches. For simplicity, 

from now on, ddV will be replaced byV . Thus the switching power is given 

by fVCLLswitchingP
2

2

1
α= , which is the first component in the formula given in section 3.3. 

This can be captured in a constant Lα , which is called the switching factor and has a value 

between 0 to 1 representing the switching activity relative to the clock frequency f. Thus by 

knowing how often a circuit is switched, we may calculate the total power consumed in a 

wire.  

While deriving the power equations in an interconnect we assumed that the switching 

between low to high and vice versa happens instantaneously. This is an ideal situation. But 

in reality, this never happens and there is always a sloping transition from low to high and 

vice versa. During this period, there is a small leakage current flowing from the source to 

ground, when the outputs of the gates are switching. At one moment both the transistors in 

the driving gate are conducting and this short-circuit current flows until a stable condition 

is reached. This gives the following component in the equation of section 3.3  

fshortLshort VIP τα= ,  

where τ  is the short period during which this leakage occurs and Ishort is the short circuit 

current flowing from source to ground.  

3.3.2 Static Power Consumption on a Single wire 

Static power is the power dissipated by a gate or a wire when it is inactive or in static state. 

The static power is mostly influenced by the structure of the circuit. Ideally the static 

current of the CMOS circuit is equal to zero as the NMOS and PMOS devices are never on 

simultaneously in steady-state operation. But, a leakage current flowing through the reverse 

biased junctions of the transistor, located between the source and the ground causes the 

static power dissipation. When voltage falls below a certain threshold voltage, these static 

powers are consumed which prevent the gate from completely turning off. This power is 

drawn from the supply and more specific from the battery when referring to hand-held 

devices. Also, static power is dissipated when current leaks between the diffusion layers 

and the substrate. The static power dissipation can be express by the equation:  

gateleakwirebiasstatic VIVIP ,, += .  
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The leakage power is thus assumed to be a serious threat at technologies below 90nm, due 

to reduced threshold voltages. 

3.4 Power Equations incorporating Cross-Coupling 
effects  

Figure 8 shows a simple interconnect model comprising three wires with their respective 

load capacitance and in addition a mutual (cross) capacitance between the wires. This cross 

coupling capacitance results in increased consumption of power. The effect due to this 

cross capacitance is often termed cross-talk.  

This cross-talk effect is prominently seen when the wires are switching to different output 

values and when one of the two wires switches, while the other doesn’t and both have 

different output values.  

The power model for a 3-wire interconnect and therefore in general for an N-wire 

interconnect can be derived as follows. 

Consider a 3-wire interconnect as shown in Figure 8 with CC the cross coupling capacitance 

with a relative switching activity αC between wires. In order to study the impact of cross-

coupling, we must also take into account the self capacitance which is the result of 

switching activity within the wire. This is necessary due to the fact that cross coupling 

occurs as a result of opposite switching activities between the adjacent wires. Let CL be the 

load capacitance and αL the switching activity caused due to switching within the wire.  

Here we choose three wires because mutual coupling can be better understood with three 

wires as we can focus on the middle wire with mutual coupling effect separated by a 

distance ‘d’ from its two adjacent neighbors. The capacitance on the middle wire is 

CL CCC 2+= , where CL is its (middle wire) load capacitance and 2CC is the coupling 

capacitance of both the neighboring wires. From the equation above it appears as if the 

coupling effect is dominating over the self coupling capacitance. However, when 

considering the total power consumption due to transitions on all the three wires as a link, 

we notice the following:   

CLtotal CCC 23 +=  

And therefore in general for an N-wire interconnect, we obtain CLtotal CNNCC )1( −+=  

Therefore knowing the total capacitance including cross-coupling and self-coupling of a 

link, ignoring the static power and the effect caused by the momentary short-circuit for the 

current discussion, we obtain the power equations for N wires as shown below: 

2))1((
2

1
fVCNNCP CCLLswitching αα −+=  

Assuming N≈N-1 for a large interconnect, we obtain 

2)(
2

1
fVCCNP CCLLswitching αα +≅  

From the equations above, it is obvious that the coupling effect cannot be neglected if Cc is 

large. Now, the important thing to analyse is how large is CC with respect to CL. From the 

studies performed by [17] on a 0.25µm process technology,  it is observed that the values of 

CL are two or three times the values of CC for a distance of say 1µm separating the wires. 

So assuming equal Lα  and Cα , the cross-coupling effect is responsible for 25-33% of the 
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switching power. When moving towards 0.09µm or 90nm technology and the typical 

values of distances separating the wires are reducing below 1µm (current trend 0.2µm) and 

for such distances, the typical values of CC are much more than CL (factor of 2 or 3). This 

gives an indication of the threat due to coupling capacitance for the future technologies. 

 

Figure 8: 3 Interconnect wires with mutual capacitance 

 

3.5 Power model for a link 
From the power models derived in section 3.3 for a single wire and the power model 

considering the cross-coupling effect for N-wire interconnect in section 3.4, we may 

conclude the total power for an N-wire link per unit length as follows: 

).(.)(
2

1
,,

2
gateleakwirebiasshortLCCLLlink VIVINfVINfCCNVP ++++= τααα  

where N is the total number of wires in the link, CL and CC are the self and coupling 

capacitance of a wire and neighboring wires respectively, αL is the switching activity on a 

wire and αC is the switching activity with respect to the adjacent wires, τ  is the short 

circuit period, V is the supply voltage, f is the clock frequency and Ishort, Ibias, wire and Ileak,gate 

are currents as explained before. Again, to summarize, the first two components are the 

dynamic components and the last component is the static component. To be more precise, 

the first component is due to switching activity within a wire and between wires, the second 

component is a result of short-circuit of the gate during switching.  
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Chapter 4 Design and Power Model of 
Register-based FIFOs 

4.1. Introduction 
FIFO, acronym for “First in First out”, is a concept used to describe the behaviour of a 

buffer. As the name says, it works according to the first-come first-serve principle.  

A FIFO fundamentally consists of some storage elements from which data can be read or 

written to. The storage element may either be an SRAM [33][27] (static random access 

memory) or a DRAM [26] (dynamic random access memory) or a set of registers (flip-

flops) or any other form of storage.  

SRAM’s are static in nature and provide data as long as power is provided. SRAM’s are 

mainly used for their speed. 

DRAM’s are employed as separate individual memories due to their small size and lower 

cost than SRAM’s. But they can be power hungry on account of their need for periodic 

refreshing. 

Alternatively, registers are better than SRAMs and DRAMs for realising small memories 

due to their small size, cost effectiveness and simplistic organization. Current trend in NoC-

based SoC’s [28] is the usage of register-based buffers as they consume less energy than 

DRAM or SRAM solutions. 

In general, irrespective of the type of memory used, buffering basically helps in managing 

the data traffic during congestion of packets (increased traffic) through the links in a 

network and during contention of resources (a situation where two or more sources 

compete for the same resource at the same time) in a large network. 

In this chapter, we therefore analyse and focus on the power consumption of a router based 

FIFO buffer using registers. The energy consumed also depends on various factors and 

shall be discussed in this chapter and later on, a power model is given. In order to observe 

and analyse the effect of various parameters on energy consumption of a FIFO, several 

experiments are performed on FIFO buffers of various sizes. 

4.2. Implementation of Register based FIFO 
Buffers 

As explained earlier, FIFOs can either be SRAMs, DRAMs or registers. We focus on the 

latter solution which is the standard for NoCs. When focussing to the internals of a FIFO, 

the data (group of flits or words) is either multiplexed-demultiplexed (as in the current 

implementation described in section 4.2.1) or shifted using shift registers (refer to section 

4.2.3) to the output of the FIFO [29][30][31]. We discuss these two alternatives briefly in 

subsequent subsections along with their pros and cons. 

4.2.1 Implementation of 4-place FIFO Buffers 

Figure 9 depicts the internal block diagram of a 4-place FIFO buffer. It is mainly composed 

of a FIFO control unit, a 1-to-4 channel input unit (similar to a de-multiplexer), a 4-to-1 

channel output unit (similar to a multiplexer) and four registers to store the data. 
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Figure 9: 4-place FIFO buffer 

The interfaces to the FIFO at the input side are the read, write and input data signals apart 

from the clock and the reset signal, while at the output, the interfaces are the output data, 

full and empty signals. Internally there are signals such as the write and read address 

pointers and a write enable signal which are controlled by the FIFO control unit. In 

addition, the reset signal is used to initialize the write and read address pointers to a steady 

state, which is the empty state of the FIFO, to avoid abnormal behaviour of the FIFO. 

Further, the usage of the clock is such that changes occur only at the rising or falling clock 

edge depending on the requirements. 

As explained earlier, the FIFO control unit controls the functioning of the whole FIFO. It 

controls and updates the read and write address pointers. It also informs the outside world 

about the full and empty status of the FIFO. The 1-to-4 channel input unit lets the data to be 

written onto the correct FIFO place based on the write address generated from the FIFO 

control unit only when both the write action and write enable are true. Similarly, the 4-to-1 

channel output unit lets the data to be read from the correct location based on the read 

address generated from the FIFO control unit.  

The data arrives at the FIFO and with the write action issued, the data is written into the 

appropriate register place. The right location of the FIFO place is notified with the write 

enable signal together with the write signal going high. This is to ensure that the write 

action takes place only when at least one of the FIFO places is free, so that the data is not 

overwritten before a read action has taken place. Similarly, when the read action is issued, 

the data is read from the correct location, which in turn is controlled by the FIFO control 

unit. It ensures that the FIFO has at least one entry. When the FIFO is empty, on a read 

action, the previous data read will be revealed again. 



    
 

 21 

4.2.2 Working of a 4-place FIFO buffer in terms of a 
behavioural FSM 

 

Figure 10: FSM of a 4-place FIFO buffer 

The FIFO acts as a counter modulo the FIFO size. The states depicted here are ranked 

according to their fill status from left to right ranging from empty, one entry, and so on 

until the FIFO is full. Each of these states has four occurrences, depending on the precise 

value of the read and write pointers. If the FIFO is either empty or full, the read and write 

pointers point to the same location in the FIFO. Hence we define a variable full that is zero 

when empty and one when full. The five main FIFO states are represented as, 0(full=0), 

1(full=0), 2(full=0), 3(full=0) and 0(full=1). Note that we differentiate the first and the last 

state with the status of the variable full. Further from Figure 10, we see that write and read 

actions can be performed simultaneously, provided the FIFO is neither full nor empty. 

4.2.3 Alternate model of a FIFO buffer using shift 
registers  

FIFO buffers can also be implemented using shift registers, refer Figure 11 [30]. Shift 

registers are primarily used to transfer data linearly from input to output. Fundamentally, 

shift registers are a set of registers arranged in a linear order with inputs connected to 

outputs in such a way that the data is shifted along its line when activated. 
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Figure 11: FIFO model with shift registers 

Initially when a write action is issued, with the arrival of the data at the input, the 

previously available data in the FIFO is shifted one position towards the output depending 

upon the availability of space in the buffer. On a read action, data is forwarded towards the 

output of the FIFO from the first location containing valid data. The information regarding 

space availability and location of data is given by the flag counter.  

4.2.4 Pros and Cons of the above two architectures 
A FIFO buffer as implemented in section 4.2.1 is a better option over a FIFO architecture 

as implemented in section 4.2.3 as there is no delay in extracting the data from the FIFO 

buffer. In the latter case, the data has to shift as many places as FIFO buffers and this 

introduces latency. A drawback of the former architecture is that it requires multiplexers 

and de-multiplexers sized according to the number of FIFO places. This adds to area and 

power consumed. 

Shift registers are useful if a small number of shift stages is used (<8), otherwise, it may 

lead to overloading of the data path if too many stages are connected. Even in case of a low 

number of shift stages, for e.g., 4 stages, we see that there is a latency of 4 clock cycles for 

data to traverse through the shift registers, assuming that the time taken by the data to shift 

between successive places is one clock cycle. Thus it is almost never recommended when 

compared to the FIFO buffers as shown in Figure 10.  
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4.3. Power model for a FIFO 
Power consumption in a FIFO is due to reading and writing the data, clock activity, internal 

short circuit and leakage. The first four components form the dynamic part of the power 

consumption. This dynamic component can be further divided into power consumption due 

to switching activity and due to internal short-circuits that occur during switching. Hence 

the total power consumption is modelled as follows. 

leakintclkeadrwritetotal PPPPPP ++++=  

The first three components eadrP , writeP  and clkP  form the switching power of the dynamic 

component. Further eadPr and writeP are influenced by the power consumed by the control 

part and due to the data part, the switching activity. The control part includes the power 

consumed by the control bits, i.e., the write and read signals and the FIFO control unit. The 

data part includes the power consumed due to registers and the flipping of bits. 

In a write operation, the power consumed per time unit is the result of the power consumed 

by the FIFO control unit combined with the 1-to-n channel input unit in decoding the write 

address, along with the power consumed to store the incoming data in the FIFO.  

 storeFctrlwwrite PPrP .. α+=  

Here, rw is the rate at which write actions occur and Fα  is the amount of 0 to 1 and 1 to 0 

bit flips occurring between the incoming data and ‘F’ is a subscript for FIFO. 

ctrlP and storeP  are the average power consumed at the control unit for one write action and 

the power consumed to store the data in the FIFO respectively. Note that αF.rw in this 

context is the same parameter as Lα  in the previous chapter.  

Similarly in a read operation, the power consumed per time unit is the result of the power 

consumed by the FIFO control unit combined with the 4-to-1 channel output unit in 

encoding the read address along with the power consumed to retrieve the data from the 

FIFO. 

retreiveFctrlreadr PPrP ... α+=  

Here, rr is the rate at which read actions occur and αF is the amount of 0 to 1 and 1 to 0 bit 

flips occurring between the outgoing data. In the long run, rrr wr == . Pctrl and Pretrieve is 

the power consumed at the control unit and the power consumed to retrieve the data from 

the FIFO respectively. It is assumed that the average power consumed for the control of 

one read action equals the power consumed for controlling one write action. 

Apart from the power consumed by write and read activities, there is another component 

namely the clkP . Clock activity causes permanent constant power consumption due to 

switching activity. 

The other component of the dynamic power is the internal power intP  which is the result of 

the internal short circuits occurring during switching of bits in the incoming data, the 

switching of read and write actions and clock activity. Therefore intP  can be calculated as 

follows,  

3.2.1 kkrkP Fint ++= α  

Here, r is the rate of read and write actions and αF is the amount of bit flips. The constants 

k1 and k2 are respectively the average internal power consumed for the control of read and 

write actions and due to bit changes in data and k3 is due to the clock activity. This varies 
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with varying clock frequencies. The static power component, i.e., the leakage power leakP , 

is assumed to be a constant.  

Substituting the detailed power models for the individual components in Ptotal, we get 

 Ptotal = (2Pctrl  + k1)r + αF(Pstore + Pretrieve + k2) + k3 + Pclk + Pleak 

4.4. Experiments and Results 

4.4.1. Functional Verification of the model 

In order to verify the FIFO model, several experiments are performed with different input 

vectors, different write and read patterns and different cases, some of which are mentioned 

below. On the whole the complete functional behavior is verified. 

1. Full and empty status of the buffers. 

2. Switching activity of the data bits (only zeros, only ones, different combinations of 

zeros and ones). 

3. Alternate read and write actions. 

4. Bursts of read and write actions.  

A testbench is written to validate the functionality of the design with different situations 

and different test vectors. Both the design and the testbench are implemented in Verilog. 

Initially, 32-bit sized input words are written to the FIFO and consecutively these words are 

read and they are compared in order to verify the correctness of the design. In addition, it is 

also necessary to verify the operation of a FIFO during certain conditions especially when 

the FIFO is full and a write action is issued and likewise, when a FIFO is empty and a read 

action is issued. Interestingly, the counter behavior of the FIFO also needs to be verified. 

That is to say, as the write or read pointer reaches the end of the FIFO, it is incremented 

and set back to the first position and in this way acts as a counter modulo the FIFO size.  

4.4.2 Power measurements and Power Analysis in 
MAGMA Blast Chip 

Power analysis of various components on chip can be done using Blast chip from MAGMA 

[16]. Figure 12 shows a typical flow of MAGMA Blast chip’s power analysis is possible 

after fixing the netlist and later throughout the flow. But as the design flow progresses, the 

wire capacitance gets increasingly accurate and thereby the power analysis also becomes 

more accurate. One of the important pieces of information concerning the energy 

consumption is the amount of charges and discharges of capacitors. In Blast Chip, this 

information can be obtained when switching activity values at each node are assigned. 

Another method to set the activities is by importing a VCD (Value Change dump) file that 

is generated from a simulator using a testbench.  

The basic power analysis flow includes the following  

• Importing the power models from .lib 

• Importing the design or the model in Verilog either at RT level or Netlist 

• Configuring the switching activity 

• Propagating the switching activity 

• Performing power analysis 
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Figure 12: MAGMA Blast Chip design flow 

A power model describes potential power dissipation of a system in terms of different 

transition states and events. Once the power characterization data of each of the models is 

imported from the library, the switching activities of a circuit needs to be specified. The 

switching activities are basically determined by two parameters, the toggle rate and the 

probability that the signal value is logic ‘1’. In this way, we can measure the power 

consumed at the output. These parameters can be set to desired values representing the rate 

at which the transitions occur and the probability of a logic value being high respectively. 

These switching activities propagate through the combinational logic between sequential 

elements. The switching activity information calculated during propagation is stored at the 

pins and reported. 

4.4.3 Power measurements for the FIFO model in 
MAGMA  

Power measurements for the FIFO model are carried out using the MAGMA power 

simulator. Each of the input signal activities are manually fed to the MAGMA power 
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simulator to generate power numbers. An attempt to generate power numbers using VCD 

(value change dump) files was also done, but this resulted in wrong results. MAGMA could 

not correctly read the VCD files. It computed incorrect switching activity. Hence power 

measurements are carried out by individually setting activities of all input and output nets 

and propagating them through the combinational logic between sequential elements. 

Propagation of the activity through a logic cell can be done by setting the probabilities and 

toggle rates of the input and output signals [35]. The probability that the signals have logic 

‘1’ and the toggle rates are set according to the two variables ‘r’ and ‘αF’ introduced in the 

previous section. Basically, the input and output signals of the model are classified under 

two parts, namely the control part and data part. The former is due to the activities 

occurring at the control part mainly from the write and read signal modeled by ‘r’, while 

the latter is a result of switching activity of the incoming data bits, modeled by ‘αF’.  

For instance, r=0.5 would imply that write and read signals would be active high for 50% 

of the total time and therefore the probability that the write and read signals have logic ‘1’ 

is 0.5 and the toggle rate would be half of the clock frequency. A value of αF =0.75 would 

imply that 75% of the data bits would flip with each incoming data. Thus we set the 

probability of the input and output data bits as 0.5 and the toggle rates to three quarters of 

the toggle rate of the write signal. Thus the toggle rates of each of the individual input and 

output nets of the entire circuit are set in accordance with the clock frequency. 

Unfortunately, r and αF are parameters that cannot be influenced much by the NoC 

designer, as they are application dependent. On the other hand, the number of FIFO places 

is an important design parameter. Therefore, it is useful to express power consumption of a 

FIFO as a function of the number of places in the FIFO, which is done in section 4.4.3.5.  

The power numbers obtained from these experiments are analysed and compared with the 

mathematical power model. In this way, we can fill in the constants occurring in the 

mathematical model from the power numbers obtained from the MAGMA power simulator 

by means of several experiments. Thus, in the end, we can arrive at a power model for the 

FIFO in co-ordinance with MAGMA and thus in the future replace the MAGMA power 

simulations with the mathematical model in the early phases of SoC design. In sections 

4.4.3.1 to 4.4.3.4, different experiments are conducted to measure internal power, leakage 

and switching power, and to experiment with different FIFO sizes.  

4.4.3.1 Experiments for Measurement of Internal power  

The experiments are initially performed at a clock frequency of 100 MHz but are also 

repeated at a clock frequency of 500 MHz. This is done for three main reasons. First of all, 

the effect of increasing clock frequency on power consumption had to be observed. 

Secondly, it was seen that until 500 MHz, the leakage power is under tolerable limits, 

above which it starts to increase linearly.  Lastly, 500 MHz is considered to be the ideal 

operating clock frequency as used by most of the current standard NoC designs. 

Table 4 depicts the power numbers from MAGMA measurements along with the predicted 

numbers from the power model at 500 MHz of clock frequency given below. The first two 

columns are respectively the probability of write or read actions representing the control 

part, ‘r’, and the probability of the bit flips in the incoming data representing the switching 

in the data part, ‘αF’. In the long run, we assume that the number of write actions equals the 

read actions. 
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 Probability 

of 

writes/reads 

(r) 

Probability 

of switching 

data(αF) 

Leakage 

power 

(µW) 

Internal 

power(µW) 

(actual) 

Internal 

power(µW) 

(predicted) 

1.  0,25 0,25 9,6 100,3 107,466 

2.  0,25 0,5 9,6 121,4 144,591 

3.  0,25 0,75 9,6 142,5 181,716 

4.  0,25 1 9,6 163,6 218,841 

5.  0,5 0,25 9,6 142,4 169,265 

6.  0,5 0,5 9,6 184,6 206,39 

7.  0,5 0,75 9,6 230,7 243,515 

8.  0,5 1 9,6 273 280,64 

9.  0,75 0,25 9,6 192,4 231,064 

10.  0,75 0,5 9,6 255,7 268,189 

11.  0,75 0,75 9,6 319 305,314 

12.  0,75 1 9,6 382,4 342,439 

13.  1 0,25 9,6 238,2 292,863 

14.  1 0,5 9,6 322,6 329,988 

15.  1 0,75 9,6 407,1 367,113 

16.  1 1 9,6 491,5 404,238 

%Mean square Error  13,68% 

 

Table 4: Power numbers from MAGMA measurements against predicted numbers 
from the power model for the internal power @ 500 MHz of clock frequency 

Figure 13 depicts the 3D representation of the internal power plotted against r and αF for all 

values, as depicted in the table for a 4-place FIFO at 500MHz. Figure 13 represents only 

the realistic values of r and αF. 

From the measured power numbers, we subsequently carry out multiple regression analysis 

using the least square error method [36] in MATLAB, to derive the constants of the power 

model for internal power.  

Multiple regression estimates the outcomes (dependent variables; here internal power) 

which may be affected by more than one control parameter (independent variables; here r 

and αF) or there may be more than one control parameter being changed at the same time.  

The constants thus obtained by this method are back- substituted in the model to obtain the 

predicted values for internal power as shown in Table 4 and yield a minimum square error 

(MSE). This MSE should be within the tolerable limit. From our experiments, we obtain 

the following values for the constants. 

 ;19.2471 Wk µ=  ;5.1482 Wk µ=  and Wk µ542.83 = . 
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The mean square error thus obtained is approx 13.68% which is acceptable. This error is 

relative to the accuracy of the MAGMA prediction.  Generally, for most energy models at 

architecture level as referred in the literature [42], an accuracy of 25 % is accepted.  

Therefore after filling the constants in the power model for internal power as shown below,  

321int .. kkrkP F ++= α  we get 

542.8.5.148.196.247 ++= Fint rP α  for a clock frequency at 500 MHz. 

 

Figure 13: 3D graph of internal power plotted against αF and r for a 4-place FIFO at 500MHz 

Additionally, we also plot the actual internal power along with the predicted internal power 

to observe the deviation of measured power from the model. 

  

Figure 14: Overlapped 3D graph of actual (white) vs predicted (black) internal power against 
αF and r for a 4-place FIFO at 500 MHz in two different angles 
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Figure 15: 3D graph of internal power plotted against αF and r for an 8-place FIFO at 500MHz 

4.4.3.2 Experiments for Measurement of Leakage power  

Leakage power is the static power consumption by a gate due to the reverse bias current 

flowing from the source to ground, regardless of the state of the gate and switching activity. 

In the power model of section 4.3, leakage power is a constant (for a given clock 

frequency). The measurements detailed in Table 4 confirm that this is correct. In the 

remainder, we analyse the effect of leakage power for varying clock frequencies. 

 

 Clk Frequency 

(MHz) 

Leakage Power 

(µW) 

Area 

(µm2) 

Power density 

mW /µm2 

1. 100 8,7 4598 1,89 

2. 300 8,9 4599 1,93 

3. 500 9,6 4617 2,07 

4. 1000 16,2 4775 3,39 

5. 1500 21,1 4881 4.32 

Table 5: Leakage power numbers against clock frequency for a 4-place FIFO 

 

 

 Clock Frequency 

(MHz) 

Leakage power 

(µW) 

Area 

(µm2) 

Power density 

mW /µm2 

1. 100 15,8 8733 1,81 

2. 300 15,7 8725 1,79 

3. 500 16,6 8744 1,89 

4. 1000 27,7 9088 3,04 

5. 1500 34,4 9232 3.72 

Table 6: Leakage power vs clock frequency for an 8-place FIFO buffer    
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It is easily inferred from Figure 16 that as the clock frequency is increased, both for the 4-

place and the 8-place FIFO, the leakage power remains almost constant until a certain point 

and later on increases linearly.  

As the clock frequency is increased, the clock skew and delay specs become tighter. Clock 

skew is the difference between clock signal arrival times between various sub-components 

on a chip. For increased clock frequencies, a negative slack occurs. Slack is the amount of 

margin by which timing constraints are met. A negative slack on the critical path or the 

slowest path means that the circuit is not met for the given cycle time (or the maximum 

operating clock frequency). Thus the slack must always be positive. For e.g., if 5% skew 

was tolerable at lower frequency of say 100 MHz, it becomes 0.5% at a clock frequency of 

1 GHz. To achieve the new specs, the clock buffers will have to be upsized (to drive the 

clock edges faster). This upsizing costs an area of almost 4% and also leakage power, as 

larger transistors consume more leakage power.  

In the current design, the maximum clock frequency with which it can operate is 1.5 GHz, 

above which the design fails as it doesn’t meet the timing constraints. 
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Figure 16: Graph representing leakage power vs. clock frequency for a 4-place FIFO and an 
8-place FIFO 
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4.4.3.3 Experiments for Measurement of switching power 

Switching power is basically due to charging and discharging of capacitors. It mainly 

consists of the power consumed as a result of writing and reading the data and an additional 

component, namely the clock power, consumed by the toggling of the clock. Table 7 shows 

the switching power consumption for various values of r and αF for a 4-place FIFO at 

500MHz. 

 Probability of 

writes/reads (r) 

Probability of 

switching data(αF) 

switching power 

(µW) 

1.  0 0 12,5 

2.  0,25 0,25 23,9 

3.  0,25 0,5 27,1 

4.  0,25 0,75 27,3 

5.  0,25 1 30,4 

6.  0,5 0,25 38,3 

7.  0,5 0,5 41,7 

8.  0,5 0,75 45,2 

9.  0,5 1 48,4 

10.  0,75 0,25 56,3 

11.  0,75 0,5 59,2 

12.  0,75 0,75 61,6 

13.  0,75 1 66,3 

14.  1 0,25 62,9 

15.  1 0,5 69,6 

16.  1 0,75 77,9 

17.  1 1 84,2 

Table 7: Power numbers from MAGMA measurements for switching power and leakage 
power for 4-place FIFO @ 500 MHz 

The power consumed on a write signal includes the power consumed to store the incoming 

data with different switching activity in the FIFO buffers and the activities at the control 

part as shown below:  

storeFctrlwrite PPrP .. α+=  

retreiveFctrleadr PPrP ... α+=  

The individual components of writeP  and eadrP  are obtained by summing up the individual 

cells contributing to the write and read actions from the detailed power report obtained after 

simulations from MAGMA. The individual components, storeP , etreiverP  and ctrlP  are 

measured for a 4-place FIFO and generalised for all values of r and αF as follows: 

33.12=storeP  µW 

13=etrieverP  µW 

35.23=ctrlP  µW  

We fill in the values for different constants for the power model for Pwrite and Pread, we get 

rP Fwrite 35.2333.12 += α  and rFead 35.2313Pr += α  
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 Probability of 

writes/reads (r) 

Probability of 

switching 

data(αF) 

Pwrite  

(actual) 

(µW) 

Pwrite (predicted) 

(µW) 

1.  0,25 0,25 5,7 8,915 

2.  0,25 0,5 7,3 11,9975 

3.  0,25 0,75 8,15 15,08 

4.  0,25 1 8,95 18,1625 

5.  0,5 0,25 14 14,7475 

6.  0,5 0,5 15,75 17,83 

7.  0,5 0,75 16,35 20,9125 

8.  0,5 1 17,95 23,995 

9.  0,75 0,25 20,8 20,58 

10.  0,75 0,5 21,9 23,6625 

11.  0,75 0,75 24,55 26,745 

12.  0,75 1 26,9 29,8275 

13.  1 0,25 25,8 26,4125 

14.  1 0,5 29,15 29,495 

15.  1 0,75 32,7 32,5775 

16.  1 1 35,85 35,66 

  % Mean Square Error 13,8% 

Table 8: Actual and Predicted values for Power consumption due to write activity for a 4-
place FIFO at 500MHz 

 

 

 

After a detailed power analysis, we get power numbers for Pwrite as shown in Table 8. Note 

that these models are with respect to a 4-place FIFO. 

In order to measure the accuracy, the % mean square error is calculated, and an error of 

13.8% is obtained. A similar result can be obtained for Pread. This shows that the models for 

Pwrite and Pread are reasonably accurate. 

The third component of the switching power is the Pclk, which is obtained when there is 

neither switching activity of the incoming data nor the write or read actions. This is 

observed after conducting experiments with values of r and αF equal to 0 as shown from 

experiment 1 of Table 7. Thus we get, 

5.12=clkP µW. 

Through literature study [37], it is found that the clock power accounts to about 75 % of the 

total switching power. This is basically on account of the clock network power which 

consists of several buffers and repeaters. It is found that large clock trees consume more 

clock power. In the current power measurements, it is observed that Pclk amounts from 18 to 

50% of the switching power. This difference is accounted for by the amount of logic 

available in the design.  
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4.4.3.4 Experiments for power measurements for a 4-size 

FIFO 

Thus to summarize, the total power consumption for a 4-place FIFO according to the 

abstract power model is as follows (see section 4.3): 

Ptotal = (2Pctrl  + k1)r + αF(Pstore + Pretrieve + k2) + k3 + Pclk + Pleak                                                 

We get the concrete power model for a 4-size FIFO by substituting all the concrete 

results from the previous subsections as follows: 

642.3089.29383.173 ++= rP Ftotal α                                                                        

This model is then compared with that of the measured power numbers for the total 

power consumption obtained from MAGMA. Therefore, Table 9 shows the actual and 

the predicted numbers for the total power consumption, resulting in a mean square 

error of 13.39% which is quite acceptable. 

 

 Probability 

of 

writes/reads 

(r) 

Probability 

of switching 

data(αF) 

Ptotal (actual) 

(µW) 

Ptotal (predicted) 

(µW) 

1.  0,25 0,25 126,1 147,5735 

2.  0,25 0,5 158,1 191,031 

3.  0,25 0,75 171,8 234,4885 

4.  0,25 1 203,6 277,946 

5.  0,5 0,25 194,2 221,0475 

6.  0,5 0,5 239,8 264,505 

7.  0,5 0,75 285,5 307,9625 

8.  0,5 1 330,9 351,42 

9.  0,75 0,25 270,6 294,5215 

10.  0,75 0,5 339,2 337,979 

11.  0,75 0,75 390,2 381,4365 

12.  0,75 1 458,3 424,894 

13.  1 0,25 306,3 367,9955 

14.  1 0,5 397,5 411,453 

15.  1 0,75 494,5 454,9105 

16.  1 1 585,3 498,368 

% Mean square Error =  13.39% 

Table 9: Actual and predicted power numbers for the total power consumption for a 4-
size at 500 MHz 

4.4.3.5 Experiments for power measurement for different 

FIFO sizes 

The number of places in a FIFO buffer is a parameter that is explored in order to 

model the power consumption of a FIFO as a function of the number of places.  

Figure 18 depicts the graphs of power consumption for different FIFO sizes for 

different values of r and αF. We see that the power consumption is more or less linear 

with respect to the number of FIFO places.  

We can therefore derive the FIFO power consumption as a function of r, αF and n by 

means of linear regression, as shown below:  
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rrnP FFtotal 93.11373.153)66.773.3673.21( ++++= αα  

Therefore after building up the concrete power model, accuracy of the model is 

measured and compared with that of the power numbers obtained from the 

experiments.  Table 10 shows the actual and the predicted numbers for the total power 

consumption for a 4-place FIFO at 500 MHz. Similarly, this is done for different 

values of FIFO sizes. A graphical representation is given in Figure 17. Note that the 

predicted results in Table 10 deviate to some extent from the results of Table 9 

because the two underlying models have been derived in different ways. The concrete 

4-place FIFO model has been derived in a compositional way from the component 

building blocks of the 4-place FIFO, whereas the above model for the n-place FIFO is 

obtained via direct linear regression on all the measurements for all the FIFOs of 

various sizes. Note that concrete numbers for the 4-size FIFO is more accurate than 

the generic model. The average mean square error of the overall generic model 

therefore is around 19% which is quite acceptable. 

 

 Probability of 

writes/reads (r) 

Probability of 

switching 

data(αF) 

Ptotal (actual) 

(µW) 

Ptotal (predicted) 

(µW) 

1.  0,25 0,25 126,1 155,9525 

2.  0,25 0,5 158,1 216,1025 

3.  0,25 0,75 171,8 276,2525 

4.  0,25 1 203,6 336,4025 

5.  0,5 0,25 194,2 221,115 

6.  0,5 0,5 239,8 281,265 

7.  0,5 0,75 285,5 341,415 

8.  0,5 1 330,9 401,565 

9.  0,75 0,25 270,6 286,2775 

10.  0,75 0,5 339,2 346,4275 

11.  0,75 0,75 390,2 406,5775 

12.  0,75 1 458,3 466,7275 

13.  1 0,25 306,3 351,44 

14.  1 0,5 397,5 411,59 

15.  1 0,75 494,5 471,74 

16.  1 1 585,3 531,89 

  % Mean Square Error 19% 

Table 10: Actual and Predicted values for total power consumption for a 4-place FIFO 
at 500MHz 
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8-place FIFO
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Figure 17: Actual and predicted values of total power consumption for different values 
of r and a for different FIFO sizes 

  
Further, it is observed that a FIFO with size 6, which is not a factor of 2

n 
, sometimes 

consumes more power than an 8-place FIFO (shown in dotted circle in the graph 

below). It was also observed that the power consumed by the control part of a 6-place 

FIFO is 30% more than that of an 8-place FIFO. The reason behind this increase is the 

wastage of power in the unused bits for a 6-place FIFO. Additionally it utilises 22% 

more area in the control part due to additional logic needed to implement the counter 

wrap around, although the overall area of an 8-place FIFO is still more than the 6-

place FIFO. 
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Figure 18: Power consumption of different FIFO sizes 

 

4.5. Analysis of FIFO power consumption 
Pie charts of the final power model are plotted to observe the distribution of various 

components of power for typical values of r and αF. Figure 19 shows the pie chart of the 

three main components of power consumption as specified by MAGMA for a 4-place 

FIFO. From both the charts, we observe that the internal power (part of dynamic power) is 

the main component of the total power consumption at 500 MHz. The reason for this is 

mainly attributed to the sizes of the cells available in the MAGMA power library.  Smaller 

cells need to be driven for a larger time, as a result the short circuit period that determines 

the internal power consumption also increases. 
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Figure 19: Pie chart showing the distribution of different components of power with typical 
values of r and αF 

Figure 20 refines Figure 19 in the sense that it breaks down the switching power into three 

parts. Here, Pclk is a constant and therefore its effect is more seen when the switching 

activities and read and write rates are small. While during high switching activity of the 

incoming data bits and high read and write rates, its effect is lessened. 

Figure 21 shows the pie chart of the switching and control components of power 

consumption. The figure in the right part of the chart shows that the control part consumes 

more power than the switching part due to the increased control activity.  
 

  

3 components of power for r=0.3 and a=0.3

27%

27%

46%
Pwrite

Pread

Pclk

3 components of power for r=0.7 and a=0.3

39%

38%

23%

Pwrite

Pread

Pclk

 

Figure 20: Pie chart showing the three main components of switching power with typical 
values of r and αF 

 

Distribution of power consumed due to 

Switching and control for r=0.3 and a=0.3
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Pctl

Psw

Distribution of power consumed due to 

Switching and control for r=0.7 and a=0.3

59%

41%
Pctl

Psw

 

Figure 21: Pie chart showing the switching and control component of power with typical 
values of r and αF 
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Chapter 5 Design and Energy Model of a 
Router 

5.1. Introduction 
In typical networks-on-chip, processing nodes are connected by means of intermediate 

routers that forward packets to their destinations by means of a routing mechanism. Having 

intermediate inter-processing routers is more useful than one global router, for the reason 

that this enables efficient local forwarding and management of packets. However, these 

routers contribute significantly to the overall power consumption on a chip. From the 

studies performed by MIT [38] on a 16-tile NoC, it is found that the processing elements 

including the routers consumed around 36% of the total power consumption, out of which 

around 40% of power was consumed by the routers. This motivates to develop an energy 

model for a typical NoC-based router. Therefore, in this chapter, we will discuss the state 

of the art of NoC routers (section 5.2) followed with the architecture of the router used for 

our experiments (section 5.3), and finally the energy model for a typical network-on-chip 

router (section 5.4). Note that here we resort to an energy model instead of a power model, 

because we are interested in the amount of energy used to transfer one flit from the input of 

the router to the router output. 

5.2. State of the art of Routers 
In this section, state of the art of NoCs and their routers are discussed. The details are 

obtained from the literature survey done by a research group at the University of Brazil 

[40]. The most important details concerning the router are shown here. This provides a 

benchmark for designers to design a router architecture taking into consideration several 

parameters as shown below. 

 

NoC Topology / 

Routing 

Word Size Buffering QoS 

Support 

SPIN - 

2000 
 

Fat-tree / 

Deterministic 

and adaptive 

32 bits data + 4 

bits control 

Input queues 

+ 2 shared 

output queues 

 

- 

aSOC - 

2000 
  

2D mesh (scalable) 

/ Determined by 

application 

32 bits None Circuit-

switching (no 

wormhole)  

Dally - 

2001 
 

Folded 2D torus / 

XY source 

256 bits data + 38 

bits control 

Input queues GT - virtual 

channels 

Nostrum - 

2001  

2D mesh (scalable) 

/ Hot potato 

128 bits data + 10 

bits control 

Input and 

output queues 

 

- 

 

Sgroi - 

2001 
 

2D mesh / NA 18 bits data + 2 

bits control 

 

- 

 

- 

Octagon- 

2001 
 

Chordal ring / 

Distributed 

And adaptive  

Variable data + 3 

bits control 

 

- 

Circuit-

switching 



    
 

 38 

 

Marescaux 

- 2002  
 

2D torus (scalable) 

/ XY blocking, 

hop-based, 

deterministic 

16 bits data  

+ 3 bits control  

Input queues 2 virtual 

channels (to 

avoid 

deadlock) 

Bartic – 

2003  
 

Arbitrary 

(parameterizable 

links) / 

Deterministic, 

virtual-cut-through 

Variable data size 

(n bits)  

+ 2 bits control / 

link 

Output queues Injection rate 

control, 

congestion 

control 

Æthereal -

2002 
 

2D mesh / Source 32 bits + 2 bits 

control 

Input queues GT,BE 

(circuit 

switching) 

Eclipse - 

2002 
 

2D sparse 

hierarchical mesh / 

NA 

68 bits Output queues  

- 

Proteo - 

2002 
 

Bi-directional 

ring / NA 

Variable control 

and data sizes  

Input and 

output queues 

 

- 

SOCIN - 

2002 
 

2D mesh (scalable) 

/ XY source 

n bits data + 4 bits 

control 

(parameterizable) 

Input queues 

(parameterize-

able) 

No 

SoCBus - 

2002  

2D mesh / XY 

adaptive 

16 bits data + 3 

bits control 

Single position 

input and 

output buffers 

Circuit-

switching 

QNOC - 

2003 
 

2D mesh regular or 

irregular / XY 

16 bits data + 10 

bits control 

(parameterizable) 

Input queues 

(parameterize-

able) + Output 

queues (single 

position) 

GT - virtual 

channels, (4 

different 

traffic)  

T-SoC – 

2003 
 

Fat-tree / Adaptive 38 bits maximum Input and 

output queues 

GT - 4 virtual 

channels 

Xpipes - 

2002 
 

Arbitrary (design 

time) / Source 

static (street sign) 

32, 64 or 128 bits Virtual output 

queues 

No 

Hermes – 

2003 
 

2D mesh (scalable) 

/ XY 

8 bits data + 2 bits 

control 

(parameterizable) 

Input queues 

(parameterize-

able) 

No 

: No information available 

 
             GT :  Guaranteed Throughput  
             BE :  Best Effort 

Table 11: State of the art NoC Routers 

A typical router is composed of input buffers and output buffers to store packets during 

contention, an arbiter to arbitrate the incoming and outgoing packets and a cross-bar to 

route the packets to the required output.  

- 
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From the above table, we see that a 2D mesh topology with XY routing is most commonly 

used due to its simplicity and ease of network scalability. Word sizes range from 8 to 64 

bits which are similar to the data width of the current processor architectures. Both input 

and output buffering are common choices. Input buffering implies a single queue per input. 

However having an additional output buffering increases the total cost and area. Therefore, 

we avoid the use of output buffering and confine only to input buffers. The most commonly 

found form of guaranteeing QoS in NoCs is through the use of circuit switching. In circuit 

switching, a path is established before the packets are sent by allocating a sequence of 

channels between source and target. The disadvantage of this approach is that the 

bandwidth is wasted especially if the communication path is not used at every moment 

during the period the connection is established. In addition, since most approaches combine 

circuit switching with best effort techniques, this consequently results in the increase of the 

router area. However, virtual channels are one way to achieve QoS without compromising 

the bandwidth especially with TDMA techniques [44].  

5.3. Router Architecture 
The router architecture that is implemented is shown in Figure 22. It is composed of input 

FIFO buffers, a fully connected crossbar and an arbiter. The components are not optimised 

but rather simplified to measure the energy consumed to transfer a flit through a router. If 

the components were to be optimised, it would only influence in the constants in the energy 

model being different whereas the energy model would still remain the same.  

A 3-place FIFO buffer equivalent to the size of one flit is used at the input. Each flit is 

made of three 34-bit words (32 data bits and 2 control bits). It can contain headers (start of 

packet), payload and trailers (end of packet). Thus, the FIFO buffer is just sufficient for 

storage of one flit at the input. However, as the words vacate the buffer, new flits can 

arrive, but can move across the router only after the previous flit has completely moved out 

of the router. In a situation without contention, this is acceptable. Absence of contention is 

a reasonable assumption for some connection-based services, such as the GT service of 

Æthereal. The choices for our router design are in fact consistent with the Æthereal NoC 

design, which is a state of the art NoC. 

A 5x5 fully connected crossbar with multiplexers is used to aggregate every input to the 

outputs. A 5x5 router is typical in a mesh topology with an IP block connected to each 

router. There might not necessarily be any communication between some inputs and 

outputs. In such cases the crossbar design can be optimised to improve its performance. 

Each multiplexer is controlled by the arbiter that determines which input should be directed 

to the output.  

Arbitration of the router occurs at a granularity of three words (or a flit). The routing 

mechanism is source routing, i.e., the header contains the path information from source to 

destination. Each router removes as many bits (log2N, N being the number of outputs) from 

the path as necessary to determine to which output the packet must go. If the word is a 

packet header, the arbiter assigns a route to the data word and also saves a copy of the route 

in its memory. The following words or the payload and the trailer subsequently follow the 

same path. Once the trailer is detected and sent to its destination, the memory is refreshed 

with the next incoming flit.  

A one word output buffer is used in order to increase the potential operating frequency of 

the router. 
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Figure 22: Router architecture 

5.4. Router Energy Model 
In this section, an energy model for a router is developed based on Figure 22. This section 

also briefly describes the sources of energy consumption. Recall that we are interested in 

determining the energy consumed to transfer one flit from input to output. 

The total energy consumption in a router for the transfer of one flit is a combination of the 

individual components given as follows 

Erouter = EFIFO + Earbiter + Ecrossbar  

In the current router, there are five 3-place FIFO buffers. However, only one is involved in 

the transfer of one flit from input to output.  

Energy consumed at the arbiter is due to the arbitration action which includes setting up of 

a path for the packets to traverse from the input port to the output of the router based on the 

control bits.  

Energy consumed at the crossbar is from the packets being routed from input ports to the 

output based on the path allocated by the arbiter. 

Energy consumed at the input FIFO buffers are mainly due to the storing of incoming 

packets in the buffers and specifically due to read and write accesses at each FIFO.  
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5.5. Experiments for Energy Measurements on a 
Router 

Energy estimation of the router logic is performed by modeling the design in Verilog. The 

synthesized Verilog design is then annotated using different test patterns representing the 

switching activity ranging from best case (no activity) to worst case (continuous activity) to 

typical case (50% activity) [43]. Here energy is measured in MAGMA as shown in Table 

12 on a per second basis. Therefore in order to measure the energy consumed for a flit to 

pass from the input to outputs of the router, we need to measure the number of flits passing 

per second. The design of the router is such that it can transfer one flit every three clock 

cycles (each clock cycle is 2ns). Therefore a total of 166 million flits pass from the input to 

the output in a second, if we assume a utilization of 100%. For our energy measurements 

this can be achieved by assuming a write rate r=1. 

Table 12 shows the energy measurements of a router and its components at a clock 

frequency of 500 MHz. 

 

                                                      Router 

Switching 

activity (αR) 

Leakage power 

(mW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  energy 

(mWsec) 

0 0,0512 2,2 1,3 3,5 

0,25 0,0513 2,5 1,3 3,9 

0,5 0,051 2,8 1,6 4,4 

0,75 0,0513 3 1,7 4,8 

1 0,0513 3,2 1,5 4,8 

                                                                  FIFO 

Switching 

activity (αF) 

Leakage power 

(µW) 

Internal 

power(µW) 

Switching 

power 

(µW) 

Total  energy 

(µWsec) 

0 8,1 59,8 15,3 83,3 

0,25 11,7 195,3 64,8 271,7 

0,5 9,9 250,8 55,8 316 

0,75 9,4 325,9 79,7 415,5 

1 11,7 398,6 85,8 496,1 

                                                                Crossbar 

Switching 

activity (αC) 

Leakage power 

(µW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  energy 

(mWsec) 

0 4,8 0 0 0,0048 

0,25 4,8 0,765 0,423 1,2 

0,5 4,9 1 0,647 1,7 

0,75 5 1,3 0,903 2,2 

1 5,1 1,5 1,2 2,7 
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                                                                  Arbiter 

Switching 

activity (αA) 

Leakage power 

(µW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  energy 

(mWsec) 

0 4,7 0,606 0,264 0,875 

0,25 4,7 0,845 0,452 1,3 

0,5 4,7 0,848 0,454 1,3 

0,75 4,7 0,853 0,457 1,3 

1 4,7 0,855 0,458 1,3 

Table 12: Power/Energy measurements of Router and its components@ 500MHz clock freq 

 

5.5.1. FIFO Energy model 
Since the power model of an n-place FIFO model is already explained in Chapter 4, only 

the final energy model (in µWsec) of an n-place FIFOs is given. Note that the model for the 

34-bit wide FIFO turns out to be the same as the model for the 32-bit wide FIFO of Chapter 

4. The effect of the two extra bits has a negligible effect on the constants. 

rrnE FFtotal 93.11373.153)66.773.3673.21( ++++= αα  

Note that a 1-flit buffer corresponds to a 3-place buffer. For a 3-place FIFO, the energy 

model is as follows: 

98.2212.22492.218 ++= rE Ftotal α  
Where αF is the switching activity of the data bits and r is the rate of writes and reads. 

5.5.2. Crossbar Energy Model 
Energy consumed by the crossbar can be further broken down into three components as 

shown below: 

leakswintcrossbar EEEE ++=  
Replacing each of the three components with a relation expressed in terms of αC, the 

switching activity of the data bits, we get the following energy model (in mWsec) for a 

fully connected crossbar (5x5 crossbar). 

005.01465.00348.1515.0002.1 ++++= CCcrossbarE αα  
Simplifying the above expression, we get the energy model for the crossbar as: 

6665.00368.2 += CcrossbarE α  

5.5.3. Arbiter Energy Model 
The energy model for the arbiter can be represented in a similar way as shown for the 

crossbar: 

leakswintarbiter EEEE ++=  
Each of these components is expressed as a function of αA, the switching activity of the 

data bits entering the arbiter. Therefore the above relation can be substituted with constants 

and a function of αA as follows: 

0047.045.00084.08415.0014.0 ++++= AAarbiterE αα  
Simplifying the above expression, we get the energy model (in mWsec) for the arbiter as: 

2962.10224.0 += AarbiterE α  
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5.5.4. Router Energy Model 
Combining the energy models for the FIFO, arbiter and crossbar, we get the following 

router energy model (in mWsec): 

2962.10224.06665.00368.2022.0)224.0218.0( ++++++= ACFrouter rE ααα

Here αF = αC = αR, same switching activity in the FIFO and the crossbar, while αA = 0.66αR, 

that is only twice every three words, a new data arrives at the arbiter. The two control bits 

of the three words vary from 11 to 10 to 01 which represents a GT header, 2 payloads and 

an end of flit respectively. Thus on an average 2 bits out of 3 vary for the three words or for 

every flit. 

Substituting r=1 for our current experiments, indicating 100% utilization of the router, we 

get the energy model for a router in mWsec as follows: 

2087.226.2 += RrouterE α  

A regression analysis is performed on the router energy model as shown in the previous 

section with that of the energy numbers as shown in Table 12, we get a mean square error 

of 14% which is quite acceptable. Optimising the router design would only cause a change 

in the constants while the energy model remains the same. 

Router energy model
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Figure 23: Actual and Predicted values of energy numbers of a router for different values for 
r and a 

In order to arrive at an average energy model for the transfer of a flit through the router, we 

take the number of flits passing through the router per second as calculated above and 

deduce the energy model in nJ to transfer a single flit. 

133.0013.0 += RrouterE α  

5.6. Analysis of the Energy Measurements on a 
Router 

From the pie chart of Figure 24, we can deduce that at 25% of input data switching activity, 

the energy consumed by the arbiter and the crossbar is almost the same, while the FIFO 

consumes around 10% of energy. Considering the extreme case of 100% of the incoming 

data switching activity, the crossbar becomes the bottleneck attributed to its architecture 

and consumes 60% of the total energy consumption followed with the arbiter with 29% of 

overall energy consumption while the FIFO consumes 11% of overall energy.  

Another important observation was that the energy numbers measured for the 3-place FIFO 

used in the router matched according to the linear behaviour as observed in the section 

4.4.3.4 of Chapter 4.  
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Energy distribution of internal components 

of a router at 25% data switching

10%

43%

47%

FIFO

Crossbar

Arbiter

 

Energy distribution of internal components 

of a router at 100% data switching

11%

60%

29%

FIFO

Crossbar

Arbiter

 

Figure 24: Pie chart of energy distribution for internal components of a router 
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Chapter 6 Integrated Energy Model for 
Routers, FIFOs and Links 

In this chapter, all the components developed individually are integrated to build a network. 

The components comprise the routers connected together with links. By means of an 

integrated model and prior energy measurements of an individual router we can deduce the 

energy consumed by the links. 

In Chapter 3, a mathematical model of a link is built. However, to experimentally validate 

the model, it was necessary to have realistic input and output blocks connected via the 

links, and at that time, a complete model such as a router was not yet designed. Hence it 

was decided to postpone the energy measurements for the links until this chapter. By doing 

so, it is ensured that the link energy consumption numbers are obtained using realistic input 

and output blocks. 

6.1. Integrated Model: Architecture 
As shown in the Figure 25 below, a complete model is built integrating two routers via a 

link. Each router is composed of input FIFOs, arbiter and crossbar. In order to measure the 

energy consumed by the link, the two routers are placed far apart in the chip. We also 

perform an experiment with three routers connected by two links. 

 

 

Figure 25: Integrated model of routers connected with links 

6.2. Link Energy Model 
In section 3.5, we have derived a link power model. Summarising the same in terms of 

energy per second we get the following: 

).(.)(
2

1
,,

2
gateleakwirebiasshortLCCLLlink VIVINfVINfCCNVE ++++= τααα  

where N is the total number of wires in the link, CL and CC are the self and coupling 

capacitance of a wire and neighboring wires respectively, αL is the switching activity on a 

wire and αC is the switching activity with respect to the adjacent wires, τ  is the short 

circuit period, V is the supply voltage and Ishort, Ibias, wire and Ileak,gate are currents as 

explained before. 
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6.3. Compositional Energy Model 
The abstract energy model for the whole NoC is as shown below: 

linkrrouterrnetwork EnEnE )1( −+= ,  

where nr is the number of routers.  

6.4. Energy Measurements 
As mentioned above, experiments are carried out to measure the energy consumed for the 

transfer of one flit by the integrated system as a whole as well as the energy consumed by 

the link. The distance between the routers is modified in the layout via explicit global 

placement. By varying the distances between the two routers, the effect of the wire length is 

measured.  

Table 13 depicts the energy measurements for the whole integrated model with two routers 

at 50 MHz.  

 

   Integrated model energy numbers at a frequency of 50MHz 

  Switching 

activity (α) 

Leakage 

power 

(µW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  

energy 

(mWsec) 

Total  

energy 

(nJ/flit) 

1. 0,25 95,1 2,9 2,1 5,1 0,307 

2. 0,5 96,8 3,1 2,4 5,6 0,337 

3. 0,75 96,9 3,5 2,8 6,3 0,379 

4. 1,0 97,8 3,7 3,1 6,9 0,415 

link length (Distance between routers) = 500µm 

Integrated model energy numbers at a frequency of 50MHz 

  Switching 

activity (α) 

Leakage 

power 

(µW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  

energy 

(mWsec) 

Total  

energy 

(nJ/flit) 

5. 1,0 97,6 3,9 4,4 8,4 0,506 

link length (Distance between routers) = 1000µm 

Table 13: Energy numbers for an integrated model with 2 routers at 50 MHz 

 

Table 14: Energy numbers of integrated models with 2 and 3 routers at 100 MHz 

The current trend in the dimensions of the network is such that the distance between two 

tiles is assumed to be around 2mm with each tile occupying an area of 4 mm
2
. These 

Integrated model (with 2 routers) energy numbers at 100MHz 

  Switching 

activity (α) 

Leakage 

power 

(µW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  

energy 

(mWsec) 

Total  

energy 

(nJ/flit) 

6. 0,5 95,6 1,1 9,2 10,3 0,309 

link length (Distance between routers)   = 2000 µm 

Integrated model (with 3 routers) energy numbers at 100MHz 

7. 0,5 147,2 1,2 17,7 18,9 0,567 

link length (Distance between routers)  = 2000 µm  
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numbers are based on area specifications of IP cores. This distance is estimated by 

calculating the individual area of the cores of a tile and summing them up to obtain the area 

of a single tile. We assume that the area of each IP core in a tile is 0.84 mm
2
[46]. Further 

we assume that there are at most four IP cores within a tile, so the total area of the tile can 

be approximated to 4 mm
2
. Thus the distance between the tiles is kept equivalent to the 

width of a tile. Therefore experiments were performed with realistic dimensions placing the 

two routers separated by a distance of 2 mm (refer experiment 6) and later with three 

routers (refer experiment 7). 

Router energy measurements were performed at a frequency of 100 MHz and from the total 

energy consumption for the integrated model as in experiment 6 of Table 14, we deduce the 

energy consumed for a link. 

 

Router energy numbers at a frequency of 100MHz 

  Switching 

activity (α) 

Leakage 

power 

(µW) 

Internal 

power(mW) 

Switching 

power 

(mW) 

Total  

energy 

(mWsec) 

Total  

energy 

(nJ/flit) 

8. 1.0 16,2 2,6 0,653 3,4 0,102 

9. 0,75 16,2 2,6 0,616 3,2 0,096 

10. 0,5 16,2 2,6 0,590 3,0 0,090 

Link energy at a frequency of 100MHz 

11. 1,0 62,8 1,0 8,5 9,5 0,285 

12. 0,5 62,8 1,0 3,3 4,3 0,129 

Table 15: Energy numbers for Router and link at 100 MHz 

6.5. Energy Distribution Analysis 
From the energy measurements as shown in Figure 26, it is seen that the link is responsible 

for 16% and the routers for 84% of the total energy consumption with the two routers 

separated by a distance of 500 µm. As the distance between the routers is doubled from 500 

µm to 1000 µm, the link consumes 31% of the total energy consumption, i.e., the energy 

linearly increases with the length of the link. Thus it is seen that the routers placed far apart 

consumed more energy than the routers placed closer to each other. This is because, to 

drive long wires large driving gates and repeaters are necessary and the increased switching 

activities in these wires consume energy.  

Energy distribution of 2 routers connected via 

interconnect wire seperated at a distance of 

500um

16%

84%

2 x Router Energy (mJ)

Interconnect energy (mJ)

Energy distribution of 2 routers via 

interconnect wire seperated at a distance of 

1000um

31%

69%

2 x Router Energy (mJ)

Interconnect energy (mJ)  

Figure 26: Energy distribution of the two routers put together vs link measured at two 
different distances at 50 MHz 
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6.6. Concrete Link Model 
From the mathematical model for the link as given in section 6.2, we derive an abstract 

model for the link energy per flit transfer as shown below: 

4321 )( NccNccNE LLlink +++= αα  

where N is the number of wires in the link, Lα  is the link switching activity and c1, c2, c3 

and c4 are constants.  

From the energy measurements as shown in Table 15, we can derive a concrete energy 

model for the 34-bit wide link as follows:  

 Elink = 0.312αL - 0.027   

More measurements would be needed to determine the accuracy of this model, and to 

generalize it to take the link-width into account.                                                                              

6.7. Concrete Energy model for the NoC as a 
whole 

Initially a concrete energy model for a router and a link can be developed based on our 

experiments for a single hop network. This model can then be used to obtain energy 

numbers for a 2-hop model which is then validated with the energy numbers obtained from 

the experiments. 

That is, a concrete energy model for the transfer of one flit in the network can be obtained 

after substituting the results of experiment 6 of Table 14 in the abstract energy model as 

explained in section 6.3: 

 Enetwork = nrErouter + (nr-1)Elink = 0.090nr +0.129(nr-1). 

 
In order to measure the accuracy of the model, we substitute nr = 3 in the model. We then 

get Enetwork = 0.528, which gives an acceptable error of 6.8%. Thus we see that the energy 

numbers in Table 14 are in line with the abstract energy model given in the section 6.3. 

Therefore the models suggest that the energy consumption for the transfer of one flit 

through a NoC is, as expected, linearly dependent on the number of hops in the network. 
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Chapter 7 Conclusion and Future 
Recommendation 

In this thesis a compositional energy model of a simple communication architecture is 

developed besides the energy and power models of individual NoC components such as 

FIFO buffers, links and routers in isolation. The energy models are developed at an 

transaction level. Validation of the individual components is carried through detailed power 

analysis. 

The power model of FIFO depicts a linear behavior of power consumption with respect to 

the number of places in the FIFO buffer. Additionally, it is also observed that the leakage 

power increased almost linearly with the increase in clock frequencies. Regression analysis 

of the FIFO model with the numbers obtained through experiments is carried out and it is 

seen that a mean square error of 13% is obtained which is acceptable. 

In the energy measurements regarding the transfer of one flit through a router, it was 

observed that in the worst case (with continuous bit flips) the crossbar was a bottleneck 

consuming 60% of the total energy consumption. However, arbiters and the crossbar 

consumed almost the same amount of energy for a more realistic case with 25% bit 

switching activity. A regression analysis is performed on the energy model with the energy 

numbers obtained from the experiments, and again a mean square error of 13% is obtained 

which is acceptable. 

When the individual components are integrated to form the complete NoC architecture 

(with two routers connected via a link), it is seen that the energy consumed by the link is 

proportional to its length, as expected. Further, it is observed that the routers placed far 

apart consumed more energy than placed closer to each other. 

Thus the energy models developed in this thesis capture all the parameters influencing 

energy consumption at the low implementation levels in terms of constants and express the 

models at an intermediate level with parameters recognizable at this level. Some of these 

parameters are application dependent while some are architecture dependent. It is also 

observed that a reasonably good accuracy is maintained in the energy models. These 

models can therefore be used to estimate the energy consumption of a complete NoC. The 

models suggest that the energy consumption for the transfer of one flit through a NoC is, as 

expected, linearly dependent on the number of hops in the network. 

As a continuation of this project, it is recommended that in the future energy models for the 

computation elements such as processors and memory elements also be developed and 

integrated together with the communication elements to derive an energy model for the 

whole SoC.  
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