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Abstract

Recently the price-quality ratio of multiple optical depth sensing technologies, both
passive (stereo) and active (structured light (SL), Time-of-Flight (TOF)) has developed
towards a level that makes it interesting for consumer applications. The goal of this thesis
is to identify the di�erentiating properties of each technology and how these relate to the
performance of applications. This to allow the selection of the best suited technology to
a situation.
This is done through spatial and temporal analysis of the depth information of a SL
(Kinect) and TOF (D-Imager) camera under a number of variables such as shape, ambient
light condition and movement. Stereo is taken into the comparison based on literature.
Finger gesture control and body volume reconstruction have been investigated as examples
for bigger classes of applications. Finger gesture control is evaluated on the detection of
�ngers and opening and closing of the hand. Body volume reconstruction is evaluated on
the precision of the shape and volume of the measured shape.
This study has shown the technologies to be to a large extent ready for these kinds of
applications. The choice for an active or passive solution is mostly determined by the
abundance (active) or lack of (passive) ambient light. The Kinect performed very well in
most aspects. The low resolution and higher measurement variation of the D-Imager make
it unsuitable for high precision applications like body volume reconstruction. Applications
like �nger gesture control depending on interpretation can be build with the D-Imager
at the added price of extra algorithmic complexity for noise correction compared to the
Kinect.
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Lists of Abbreviations and De�nitions

Abbreviations
TOF Time-Of-Flight

PMD Photonic Mixer Device

FOV Field Of View

ROS Robot Operating System

ROI Region Of Interest

SGM Semi Global Matching

SAD Sum of Absolute Di�erences

SSD Sum of Squared Di�erences

PPC Pixel-to-Pixel Correspondence

DP Dynamic Programming

FPS Frames Per Second

De�nitions
RGB Colour image

Kinect Structured light camera of Primesense

D-Imager Time-of-Flight camera of Panasonic

Histogram Bar chart illustrating the occurrences per interval of values within a set
of numbers

Depth map Image of distance values per pixel for illustrations cast to a colour scale

Point cloud Set of 3D coordinates of points
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1 Introduction
Depth cameras o�er opportunities for a wide range of areas. Most of these can be grouped
under one of the following two terms: user interaction and intelligent devices. Examples are
healthcare and lifestyle systems and the crossover from lifestyle with gaming resulting in the
active gaming development on dedicated systems and gaming consoles. These depth cameras
are also increasing the opportunities for robotics to get into public areas, from anti-collision
systems on cars to household robots. Using the extra dimension of depth to enhance the
ability to �nd its way through the complex world of humans to objects of interest for the task
at hand.

(a) User Interaction (b) Healthcare Systems (c) Gaming

Figure 1: Examples of applications and application domains in which depth cameras show promise.

For years the dream of a new more natural way to interface with computers has been around.
This is often described as the "minority report" interface. With natural movements of the
arms and hands controlling the objects on the screen. This would be valuable for a wide
range of applications, from surgeons controlling equipment without risk of losing sterility to
interactive shop windows. This dream is getting within reach now a number of depth camera
solutions is maturing. This manifests itself with trends as prices decreasing to consumer
a�ordable levels and increasing image quality and size.

These applications require only a reasonably short range to be considered. At very short
range �nger based gesture control which generally happens between 0.5 and 1.5 meters. On
a slightly longer range, between 1.5 and 3 meters, volume reconstruction based on multiple
perspectives. This can be of interest for healthcare applications to monitor a persons condition
regularly. But also for the virtual �tting of clothes.

The question is if these upcoming 3D technologies are good enough to use in real world
applications. This thesis seeks to answer this question through investigation into the camera
quality aspects and their inuence on the performance of applications. Section 1.1 elaborates
on this objective. Section 1.2 follows with an overview of this report.

1 INTRODUCTION 3
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1.1 Key project objectives

The goal of this project is to benchmark di�erent 3D sensing modalities. The most commonly
available types of depth cameras: stereo, Time-Of-Flight (TOF) and structured light. TOF
and structured light are evaluated while stereo will be referenced where applicable based on
literature. All of these modalities will be considered for the case where the aim is to create
depth maps with values for the whole sensor as opposed by the scarce systems. These give
a single depth value by a detected feature which is the other way around and performs the
detection still on 2D images while here the case is considered where the depth values is used
in the detection of features.

Besides the camera as a variable some external factors will be investigated that inuence
the performance. First di�erent lighting conditions: darkness, o�ce lights or bright sunlight
could give very di�erent results and need therefore be taken into account. Also geometric
shapes like planes, cylinders and boxes and materials will be taken into account. Together
these give an estimation of 3D ranging accuracy on geometric scenes.

These camera and application tests are aimed to investigate quality attributes of the cameras
and give a comparison between the di�erent types of cameras. The aim of the second part
of the investigation concerns what attributes are required for di�erent types of applications.
In addition to these they also aim to bring any application speci�c performance aspects to
light. These results can then be of help to developers choosing the right camera in type and
speci�cations for their application.

1.2 Outline

To perform the benchmark �rst a detailed overview of the �eld has to be made with a literature
study. This can be found in chapter 2. This comprises an overview of the depth camera
technologies and an analysis what technologies should be taken into consideration in the
comparison. Chapter 3 describes the test procedure to analyse the precision and consistency
of a camera. This procedure is then used to test the chosen cameras and the results presented.
Chapter 4 describes the test applications to be used and their requirements together with the
results of these tests. Chapter 5 gives the �nal conclusions of this project. This covers the
detected di�erences between the compared cameras representing their technologies and the
consequences found with the test applications.

4 1 INTRODUCTION
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2 Optical depth sensors

Optical depth, or range, sensors come in many di�erent varieties. All with their own strengths
and weaknesses. They share one goal, to produce a map of depth values representing the scene
they are pointed at. These distance values could be relative or real distances depending on
the technology. To determine these distances relative to the sensor they use light.

These sensors can be divided into groups in a number of di�erent ways. One of them is
between active and passive systems. Where active sensors come with their own controlled
light source the passive cameras have to use what ambient light (sun, lamps, etc) is available.
An other way of categorizing is by strategy of determining depth which is illustrated in
�gure 2. Here the direct systems are those that calculate the distance directly based on the
incoming light. The indirect systems produce images from the incoming light and based on
these images calculate the depth value. The options with relevance will be described in this
chapter. Papers [23, 11, 14, 9] are used extensively for these descriptions.

Figure 2: Schematic overview of the di�erent optical depth sensors.

Based on the properties of each general description the choice will be made whether it will
be used for testing. For this choice a number of aspects play a role: producing absolute
distances; the working distance; basic motion robustness; static, no movements required.

2.1 Triangulation

Triangulation can be done both actively and passively. Stereo vision and depth from motion
are passive. All versions of structured light are active. All these methods su�er from holes in
the depth map called occlusion and diminishing distance detail the farther away objects are.
The occlusions in triangulation system are caused by the requirement of di�erent perspectives
as illustrated in �gure 3. A point just visible along the side of a close object is hidden from
the view of the second camera as demonstrated in �gure 3a. As the point can not be found
in both images the relation cannot be calculated leaving a hole.

2 OPTICAL DEPTH SENSORS 5
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(a) Occlusion in triangulation as only one perspec-
tive sees the point(blue line of sight) and other
has no line of sight (red line).

(b) Occlusion by a bottle and a box marked with
red.

Figure 3: Explanation and demonstration of occlusions.

Stereo

The stereo camera system works with two (possibly more) cameras with a �xed position
relative to each other. For each point in one image the point with the highest con�dence of
being the same is searched in the other image. For this searching a wide range of algorithms
are available having major inuence on the speed, ratio of found depth values and reliability.
To �nd this correspondence there have to be recognisable features. If for a point in one image
no point in the other image is found that of which the probability of it being the same point
exceeds the minimum con�dence level then the point remains unknown in the depth image
resulting in an occlusion. The methods used to �nd this matching mostly expect the images
to be pre aligned in such a way that each feature is on the same image line in both cameras.
This can be done through software corrections or mechanically.

From the shift in position of the point in the two images and the distance between the
cameras the depth can be calculated as illustrated in �gure 4a. Because the di�erence in
position between the right and left image is not linear the step size between di�erent distances
is not linear resulting in lines of equal depth or disparity at increasing intervals farther away
from the camera as illustrated in �gure 4b. This is a weakness of all triangulation based
systems but the amount of detail at a certain distance can be ensured by picking the right
baseline. The bigger the baseline, the farther away the �rst line starts. Also the choice in
matching algorithm plays a role as there are those that produce discrete disparity values like
block matching and dynamic programming and those that estimate fractional disparity values
like gradient based methods.

In [21] an algorithm is presented that is an example of the block matching family called Semi
Global Matching (SGM). This algorithm came into common use recently due to implemen-
tation in OpenCV [6] under the name SGBM. Basic block matching performs the matching
based on a cost function between a �xed area in the base image (Ib) and each position for a
window on the same image line in the match image (Im). The position where the function is
minimal is then chosen as best match. This assumes the disparity is constant in the whole
window which is not true at edges causing blurring of edges. Global algorithms instead of
this local minimum go for a global energy function that, amongst others, values smoothness.

6 2 OPTICAL DEPTH SENSORS
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(a) Calculation of depth in triangulation systems.
This formula works both for dense as sparse depth

systems. Depth =
baseline(b) � focus(f)

disparity(dl � dr)
Source

[25]

(b) Lines of equal disparity and depth.
Source [12] The farther away, the
bigger the step size of a pixels less
di�erence between a left and right
coordinate going to in�nity at the
di�erence of 0.

Figure 4: Disparity lines and depth in triangulation systems.

SGM is summarized in [21] as following:

"The Semiglobal Matching (SGM) method is based on the idea of pixelwise match-
ing of Mutual Information and approximating a global, 2D smoothness constraint
by combining many 1D constraints."

The Mutual information(MI) is the shared information of both images illustrated in �gure
5. The entropies H are calculated from the probability distributions of intensities of the
images. The problem is that to calculate these values the full images and matching function
are required a priori. through a number of formula conversions the full image requirement
can be removed.
The cost function CMI(p; d) used is the mutual information between the pixel p’s intensity
Ibp and the intensity of the pixel in Im for the given disparity. For this the matching function
giving the disparity values is required. This requirement can be solved through approximation
allowing the recalculation of the disparity values. Starting from a random matching function
a good estimation can be produced in 3 iterations. To avoid doing this 3 times on the whole
images a hierarchical is proposed starting at 1

16th resolution. If the algorithms complexity is
O(W H D), with Width, Height and Disparity range as W H D, then runtime at half resolution
is reduced by 23 = 8. Doing 3 iterations at 1

16th resolution and then scaling up the disparity
value and redoing at double resolution makes 7 iterations. Due to the reduced resolutions it
takes just 1 + 1

23 + 1
43 + 1

83 + 3 1
163 = 1:14 times as long as a single iteration ignoring some

overhead.
Because a pixel wise cost function is vulnerable to noise, wrong matches, etc. they have to be

2 OPTICAL DEPTH SENSORS 7
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Figure 5: Mutual information I(X;Y ) = entropies H(X) +H(Y )�joint entropy H(X;Y ).
source: http://en.wikipedia.org/wiki/File:Conditional_entropy.png

taken together to incorporate smoothness constraints to a global cost function. This is done
by penalizing disparity changes to neighbouring pixels with a penalty for small changes and
one for big changes. This global cost function is a 2D minimization problem which are proven
NP-complete. 1D minimization problems are solvable. The solution proposed is to solve a
1D cost function with discontinuity penalties in at least 8, preferably 16 directions per pixel.
The disparity value for which the sum of these 1D functions is minimal is chosen.
Because of this choice of taking all directions into account through 1D constraints SGM is
why it is called semi global. This combines the strong points of both local (speed) and global
(accuracy).

An overview of gradient based stereo matching is presented in [32]. Where in SGM matching
is performed based on the images intensity values is in gradient based matching this on the
gradient of these intensity values. Energy functions for gradient comparison are commonly
based on Sum of Absolute Di�erences (SAD) or Sum of Squared Di�erences (SSD). The
addition of [32] to this is a new way of matching gradients. The paper proposes to calculate
the energy function based on the polar coordinates (m�; ’�) of the gradients: E = jml �
cos(’l�’r)mrj+�j sin(’l�’r)mrj. This way the inuence of the parallel and perpendicular
di�erences between the vectors can be easily controlled through factor �. The paper chooses
� = 0:2 such that the vector length di�erences inuence is much stronger than the angle
di�erence. Details about the calculation of the components of this function and the e�ect of
the factor � on equal energy lines is shown in �gure 6.
Experiments with di�erent window sizes in which this energy function is used to check for
matching showed this algorithm to be about 2 to 2.5 times slower than the SAD and SSD
options. The quality di�erence is not shown. The quality of the reconstruction of the input
image from the disparity map is as shown in �gure 7.

The downsides of stereo cameras are the holes in the image due to occlusions and potential
lack of correspondence. Next to the relatively high computational complexity in calculating
the correspondence. On the positive side it is a system that is very con�gurable and poten-
tially buildable and later adaptable to the situation at hand from simple webcams and some
computer to high precision building of mechanically calibrated cameras. Together this is a
camera with potentially high resolution. Producing absolute values in the complete desired

8 2 OPTICAL DEPTH SENSORS
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Figure 6: Visualization of factors of the polar coordinate gradient based energy function. Source:
[32]

Figure 7: Example of the input image recoverability from the depth map made with a 5 x 5 window.
From left to right, right image, depth map and reconstructed image. Source: [32]

range. When build with synchronized cameras also capable of handling motion. It does de-
pend on outside light and a scene rich enough in features to function at its best.
Because of the properties mentioned before stereo is part of the comparison.

A number of comparisons between stereo and Time-Of-Flight (TOF) are available in litera-
ture, some of these will be discussed when TOF has been covered as well. Because of these
comparisons, it is possible to cover only one of these methods in testing and the other based
on these comparisons. Due to time constraints the choice is made to choose for literature
about stereo cameras instead of an actual stereo camera.

Depth from motion

Triangulation based on motion uses the same principle as stereo, only here both images are
taken by one camera. The camera moves between taking the pictures to get change the
perspective. This movement is then used like the distance between the cameras in stereo.
Because the images are not taken simultaneously, moving objects can become a problem as
they create errors in the position di�erence between the images therefore appearing closer by
or farther away than they really are. This system is especially interesting in aerial survey
systems.

2 OPTICAL DEPTH SENSORS 9
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Structured light
Structured light provides its own reference system to avoid the holes due to lack of corre-
spondence as in stereo by projecting some kind of structure itself. This projector can be a
replacement for one of the cameras in the stereo assembly. Occlusions are una�ected as the
situation in �gure 3a remains the same.

Figure 8: The Kinect without casing.

Recently a structured light camera called ’Kinect’ (�gure 8) from Primesense/Microsoft has
come on the market as an extension to the Xbox console bringing the price of structured
light cameras down at least a factor 10. This cameras price and speci�cation combination has
spiked the interested of the open source community causing a lot of software support with
drivers and applications. Because of these price and software support aspects this would be
the structured light camera to use. As it calculates the depth internally in a closed source
patented way this has to be treated as a black box.

Structured light matching can be done in many di�erent ways, from a single point at a time,
a line at a time to complete grid at once. The more points are handled in parallel, the more
complicated the correspondence becomes, but the more robust the system is to objects moving
through the scene. In speci�c cases with clearly de�ned movement like on transporter belts
this does not have to be a problem. For more general environments such as for this study the
whole image at once is the most interesting. The correspondence is produced with a number
of di�erent solutions like projecting grids, binary striped patterns (but this requires multiple
frames), colour coded stripes, dots or even random texture that can be recognized in the
camera image. Each of these project light that has to be detected again making the system
vulnerable to strong ambient illumination blinding the system for its own light. The single
frame solutions often use algorithms similar to those for stereo to calculate the disparity, but
the extra information of the known pattern could be used as well. The Kinect projects an
infra red speckle pattern as illustrated in �gure 9.
This speckle pattern has 9 areas recognizable by di�erent speckle densities each with a brighter
dot in the center. The properties of the pattern could be used for reducing calculation time
but no details are available how/if this is done. The closest is a patent probably used for
this camera [19] which only describes the use of a coherent light source and random speckle
pattern generator to project a coherent random speckle pattern on the scene. The imaging
unit detects the light response of the illuminated region and generates image data. Shifts of
the pattern in the image of the object relative to a reference image of the pattern are used in
realtime reconstruction of a 3D map of the object. This by matching areas in the image to the
reference image to �nd the most closely matched area. The relative shift between those areas
gives the depth shift of the area relative to the depth in the reference image. Said di�erently
the depth becomes "depth shift" + "depth reference image". This "depth reference image"

10 2 OPTICAL DEPTH SENSORS
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Figure 9: Infra red speckle pattern projected by the kinect illustrated on a at surface. This is after
recti�cation of distortions which has caused the left black area.

o�set is because this reference image gives the pattern for a di�erent distance than against
which it is compared in contrast to the same distance in stereo systems.

In [26] the results are presented of a study of the depth reconstruction based on the projection
of unstructured images. This study helps with the understanding of designing structured light
patterns and can be used for projectors to correct for projection on uneven surfaces. For this
test 2 sets of pictures are used, vacation pictures and a set of random noise images.
Two di�erent matching algorithms are considered: Pixel-to-Pixel Correspondence (PPC) and
Dynamic Programming (DP). In PPC the input image is normalized to compensate mainly
for scene colour. After that the minimum squared di�erence per pixel is used to match. In DP
the matching cost is now minimized for all pictures along one image line leading to less noise
and better accuracy than PPC. DP is better for smaller numbers of projected patterns. The
DP solution is criticized in [21] for only considering one direction, risking striping. The paper
gives suggestions for alternative matching systems that take con�dence levels for di�erent
regions of a pattern into account and what movie frame to use and what not. For further
details there is a reference to the authors master thesis.
Experiments are performed with a 1024 x 768 pixel camera and projector. System is syn-
chronized and calibrated. PPC performs reasonable for 50 frames where DP already performs
reasonable at 10 but PPC outperforms DP in accuracy and robustness using more then 100

2 OPTICAL DEPTH SENSORS 11
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frames. The accuracy of random noise is better than the vacation photos, cutting the amount
of frames needed approximately in half. This is interesting as the Kinect pattern has simi-
larities to real random patterns. Using a pattern selection algorithm on the vacation photo
set reduces this gap suggesting the properties this algorithm looks for are interesting when
designing a pattern.

The strengths and weaknesses of structured light are very similar. The choice between them
is mostly a tradeo� between sensitivity to ambient illumination for structured light and de-
pendency of the scene for stereo. As a bonus structured light functions in darkness due to its
own light source. In the case of the Kinect the computational complexity is also much lower
as it performs the work internally on dedicated hardware improving the output rate.
All these points together makes the Kinect a good choice to use in the comparison.

Combining stereo with structured light

It is possible for robustness to chose to have a structured light system with two cameras
resulting in a double assembly with an additional stereo functionality. This can average out
errors and reduce occlusions as illustrated in �gure 10 and pro�t from di�erent baseline values.
This way the strengths from the tradeo� between ambient light and scene dependency or both
taken at the cost of extra hardware and processing.
The qualities of this system can be derived from the individual stereo and structured light
systems already taken into account.

Figure 10: How an extra camera reduces occlusions: This �gure shows how a 3 point camera system
can also be seen as three 2 point systems. For each system the shadow is given. System
1 is red, 2 is blue and 3 is green. At the top in descending order the shadow regions are
shown. The 3 point camera system has only an occlusion where all 3 subsystems have a
shadow. Because of this the occluded area is reduced.

12 2 OPTICAL DEPTH SENSORS
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2.2 Time-Of-Flight

Time-Of-Flight (TOF) is an active system that gives direct absolute ranges and has few
dependencies on scene properties to calculate depth making it reliable till the distance the
signal becomes too weak is reached. Besl[11] describes a number of variations on this principle:
pulse detection, amplitude modulation and frequency modulation.
Pulse detection requires systems able to measure in picoseconds accuracy to get a reasonable
precision. For example 1cm precision requires a measurement of the pulse within 2�0:01

s =
66:7ps of the arrival time [31]. In the modulation systems this is avoided by the continuous
modulation. Instead of trying to hit a dot on the timeline, every point works. Because of
this samples cannot miss the information they seek. The travel time is then calculated as the
di�erence between sample time and the last time the measured modulation has been send.
The modulation systems become ambiguous as farther than c� = 2r (c speed of light, �
travel time, r range) the di�erences start repeating. This is illustrated in �gure 11 where
time of ight is determined by the phase di�erence between send and received signal. The
carrier wave is left out of this image. The distance is then exact modulo half the wave length.
Half because the distance is travelled twice. For an ambiguity interval of 7.5 meters is a
frequency (f) of 20 Mhz required [27]. The size of this ambiguity interval can be calculated
by interval = c

f [10].

Figure 11: Phase di�erence and resulting ambiguity intervals in TOF systems.
Source: http://www.cs.cmu.edu/~seitz/course/SIGG99/slides/curless-active.pdf

In [27, 20] the modulation based TOF is explained. The phase shift � is measured by taking
4 equally spaced samples A1..A4 of the incoming light and then calculate the matching phase
of the wave coming in via � = arctan(A1�A3

A2�A4
). The distance d is then d = c�

4�f .

Because amplitude modulated TOF requires some logic per pixel the resolution of these
cameras is still low compared to webcams. But because the logic is in the camera the compu-
tational complexity is very reasonable as no matching or something has to be performed. The
ambiguity intervals could be a limit to the range but are well suited for the range required
in this study. Because there are no disparity lines the precision is about a �xed percentage
of the total distance making the accuracy potentially good. Interference from outside sources
like other cameras or ambient light is an issue like most active systems. There is a reference
to a Suppression of Background Illumination technique that allows TOF cameras to function
up to 150klx allowing it to function in direct sunlight [8]. This set of properties quali�es this
system to be taken into account in this study.

2 OPTICAL DEPTH SENSORS 13
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Figure 12: Panasonic D-Imager. The red spots show the areas from where it sends out its infrared
signal. The blue lens in the middle is the actual camera.

An example of a modulation based TOF camera is the Panasonic D-Imager as illustrated in
�gure 12. This camera has a resolution of 160 x 120 pixel and is one of the few commercially
available cameras, especially in sturdy housing. A few studies have been done already with
cameras from the main competitor MESA. Because of the still developing technology and
the lack of competitors the price has been high. But a number of new cameras will soon
be available and the technology is getting slightly mature. Because of this it is expected to
become interesting for consumer products also. This is why the D-Imager has been chosen
for this study.

A number of comparisons have been performed between TOF and stereo investigating the
added bene�t of TOF to the range camera market.
In [30] the performance is compared in an anti collision application for wheelchairs of cogni-
tively impaired patients to surpass safety regulations disallowing powered wheelchairs. The
system is designed to supplement the control of the user and not replace it. The goal of the
system is to detect obstacles, avoid collision and present the user with solutions to navigate
around them.
Based on the depth info from the cameras an occupancy map is created with 8 bit likelihood
values of the square being occupied as illustrated in �gure 13. Based on the occupancy grid
the user is advised to go to the direction with the biggest free space.

Figure 13: Image from stereo camera (left), with the accompanying depth map (middle) and occu-
pancy grid (right) where black means occupied and white free.

Tests are performed in a purely arti�cially lighted environment on common care home items
like canes, moving and static people and four legged walkers by driving straight at them and

14 2 OPTICAL DEPTH SENSORS



Master project report W.P.C. Belgraver Thissen July 18, 2011

see if a collision occurred or how much deviation from the desired stopping distance there
is when a collision is avoided. Movement of the camera was tested by moving the objects
a number of times towards the camera in 1 cm steps to check the detection distance. With
both systems the detection distance is signi�cantly bigger than the stopping distance but this
is attributed to processing time. The detections are pretty good, but the TOF missed the
cane 25% of the times. Stereo missed the cane and the wall 10%. A last test compares the
detection between blinds closed or open letting in sunlight, here the infrared TOF camera
makes mistakes.
In the tests both cameras perform similarly, but because the stereo is faster with richer
dataset, cheaper, uses less power and can work in daylight it is considered more promising.

In [10] stereo and TOF are compared for estimating ’patchlets’, oriented small planar 3D
patches with associated surface normal. This to determine the accuracy in distance and
normal measurements of both systems. This is comparable to the goals of chapter 3. The
patchlets are estimated with a least squares method from the depth maps of the cameras
under more or less optimal conditions at a distance of 3 meters.
The TOF camera is 64 x 48 pixels, the stereo system 1024 x 768. The size of the patchlets
is about 1� by 1.3� which results in a 3 x 3 pixels for the TOF and 20 x 20 for the stereo
camera. The TOF accuracy returns as 0.5mm-8mm while the stereo camera is 30mm-100mm,
about one order of magnitude worse. The angular uncertainty is the other way around. For
the stereo camera in the range of 2� - 8� and TOF in the range of 5� - 15�. This is caused
by the small window size of TOF. An experiment with a 10 x 10 window for the TOF beats
stereo.

In [20] the systems are compared for the detection and classi�cation of moving objects. Here
the stereo image size is reduced to 320 x 240 pixels to have the same �eld of view. Despite
this reduction the framerate of the stereo system is just 5fps while the TOF camera reaches
20fps. Afterwards the stereo depth images are resized to the unmentioned TOF image size
again. The depth maps of the test objects by both cameras are very di�erent, the TOF’s are
reasonably similar to the original shapes of box and cone. The ball is a bit worse, not that
round and wrong edges. The stereo depth maps are angular shaped with holes. Of the box
only the edges are detected, of the cone the edges and the top. The depth map of the ball
shows the edges, with exclusion of a small rim, and then most of the upper surface as a at
area. Further on a 2nd better illuminated set of stereo images, that in the object detection
performs much better, is discussed but these depth images are not shown for comparison.
The paper concludes that TOF outperforms stereo because of its dependency on texture and
light conditions. The question remains whether this conclusion holds when resolution is not
reduced and if there are alternative matching algorithms that can outperform the unnamed
one used, for example the previously mentioned algorithm in [21] that claims to handle light
di�erences better.
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2.3 Focus

Depth from focus/defocus: Given optical systems properties, distance to an in focus object
can be calculated. The amount of blurring of everything else is an indication of the distance
from the focus distance as illustrated in �gure 14. The problem is that this does not say
whether its closer by or farther away. With two di�erent focus distances all points can be
determined as the double information is enough to determine whether a point is in front or
behind a focus distance as only one will match with the second dataset [33, 2, 18]. For blurring
it is necessary to have texture, this system also su�ers from problems with untextured areas
but this is also solvable with structured light. [13] presents a solution to make the amount of

Figure 14: E�ect of distance on the focus of an image. As seen similar blurring with increasing
distance the farther before and after the focus distance.
Source: http://en.wikipedia.org/wiki/File:DOF-ShallowDepthofField.jpg

blurring a monotonic function of the distance making it possible to get the depth from focus
with a single image.

Tricks with semi transparent mirrors allow the gathering of images with di�erent focus dis-
tances in parallel as in �gure 15. More images could increase the con�dence level and precision.
This is also done in [14], where a depth from focus system is based upon the thin lens law
1=f = 1=LI + 1=LO (focal distance f , object distance from lens LO and sharp image distance
from lens LI). Here multiple focus distances give di�erent intensities where due to the fo-
cussing the best match has the highest intensity as illustrated in �gure 15.
Depth from defocus has been proven to be e�ective for small distances like in microscopy
[18]. The example in [14] is also from an application with short distances, the inspection of
PCBs. This is most likely because the bigger the distance, the more detailed the blurring
measurements have to be to get the same absolute precision, [33] presents results of 0.3%
relative to the object distance but also measured in working area of 250mm. This system is
not taken into account for the comparison because of previously mentioned properties and no
known cameras for the desired range available on the market.

2.4 Other

Moire fringe analysis is based on a low spatial frequency interference pattern created when
two gratings with regularly spaced patterns of higher spatial frequency are superimposed on
one another[11]. The e�ects of this are illustrated with image 16. This gives relative distances
as a change in the interference pattern just indicates a change in distance and requires a
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Figure 15: System with partially transparent mirrors to sample image sharpness at multiple distances
in parallel. The sharper the image, the more light passes through the pinhole of the pupil,
the higher the intensity measured by the detector.
Source: [14, p14]

smooth surface. On discontinuities a number of steps could be skipped resulting in two
similar lines next to each other, e�ectively hiding the jump. Under certain conditions and
with at least one known distance the change can be calculated based on the magnitude of
the slope which is relative to the with of the lines in the pattern. The restrictions in terms
of scene dependency, range and computational complexity do not give reason to take this
system in the comparison.

Occlusion clues [23] assumes a colour image where objects are identi�ed by their consistent
colour and/or texture. Based on these properties regions are made and di�erent regions with
the same colour/texture are assumed to be part of the same object. For these regions a
probabilistic sorting is done based upon occlusions and how much a region is enclosed by an
other. The more enclosed, the more con�dence that an object is in front of the enclosing
object. Because of this stacks of detections without a shared object cannot be linked. The
results are even less informative than relative distances giving only an ordering. Because of
this they are not useful for the desired applications.

Texture gradients [23] are based upon the way humans see. The idea is that surfaces closer
by have more detail in their texture than objects further away. This works mainly on natural
outdoor scenes. Texture gradients provide relative depths unless the size of an object is also
know. Because of this they are not useful for the desired applications.
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Figure 16: Moire interference pattern on a head.
Source: http://kspark.kaist.ac.kr/Human%20Engineering.files/Moire%20Patterns.htm

Fresnel di�raction [28, 11] is based upon the Talbot e�ect. This describes the e�ect that
illuminating a grating with coherent light gives exact in focus images of the grating at periodic
intervals which is called self imaging. One such self image is illustrated in �gure 17. The
assembly is demonstrated in �gure 18. In between the projections the illumination strength
is decreased in a predictable way. Based on this the depth can be determined if known in
what interval you are working. The strong point of this system is that it projects and reads
on the same axis avoiding occlusions like in triangulation. In [11] the di�culties of getting
a good range resolution are mentioned. This seems to have been resolved according to more
recent publications [15] but instead of the 10 meters range previously mentioned in [11] only
a range of 21 cm is described.
This range unclarity and lack of commercially available cameras makes this camera unsuited
for this comparison.

Photometric stereo developed from depth from shading and is a method of shape estimation
using at least 3 images taken under di�erent light sources. The surface distance can also be
determined when using a point light source near the camera and relatively near the surface
based on the inverse square law of illumination [22]. This law is based upon the reduction in
light intensity based on the distance from the source through the surface of a sphere 4�r2. For
each image a non-linear illumination equation with four variables (p,q,Z,C), surface gradient
(p,q), distance from the lens plane Z and reectance factor C can be stated. By doing this for
the di�erent light conditions the equations can be solved. Uneven surfaces causing shadows
can cause complications requiring additional images till it is not shadowed in at least 3 of
them.
It has been used mostly in controlled environments on museum objects. Even though there
are solutions for most problems, the high level of control and knowledge needed about the
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Figure 17: Illustration of the Talbot e�ect. The self imaging of the transmissive periodic grating
illuminated by a planewave light source.
Source http://www.optenso.com/optix/pop/pop.html

Figure 18: Con�guration of fresnel di�raction based range camera assembly.
Source [28]

lights used makes this system unsuitable.

2.5 Overview

The properties of the di�erent camera systems in the previous sections of this chapter to-
gether form table 1. This table presents the di�erent properties in a concise way. The table
headings are further explained below.
This table shows why structured light, TOF and stereo have been chosen as the systems most
relevant to this study. They contain positive marks in all columns relevant to the require-

2 OPTICAL DEPTH SENSORS 19

http://www.optenso.com/optix/pop/pop.html


July 18, 2011 W.P.C. Belgraver Thissen Master project report

ments stated at the start of this chapter. Based upon the demands for working range and
absolute measurements they are the best �t.
Because of time restrictions and the abundance of literature about stereo systems and com-
parisons between stereo and TOF stereo is taken into account in this study through literature
references.
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Stereo + + 0 Y 0 RGB/g N + - + - 1
Structured light + + 0 Y 0 � Y + 0 - + 1
TOF pulse - + 0 Y - Amplitude Y 0 + 0 + 1
TOF amp mod - + + Y + Amplitude Y 0 + - + 2
(De)focus + - - Y - � N 0 - + -
Moire + - N - RGB/g Y 0 - - + 2
Occlusion + + N - RGB/g N + - + -
Texture + 0 N - RGB/g N + - + -
Fresnel + - + Y - RGB/g Y + 0 - 0
Photometric stereo + 0 + Y - RGB/g Y 0 - 0 - 1

Table 1: Comparison of depth camera types on various aspects for the desired working domain. Scales
are: -, 0, +, Y/N or 1 (0-100 euro), 2 (100-1000 euro), 3 (1000+ euro). Empty �elds are for
not applicable/available cases.

Table headings
Resolution: Good (+) resolutions are those comparable to the cheap webcams. At least 640
x 480 pixels, average (0) 320 x 240 pixels and bad (-) 160 x 120 pixels or less.
Range: Cameras with good (+) range function well in the complete desired area, indepen-
dent of the object spread. Average (0) and bad (-) quality are those that do not function as
well on all ranges and/or have problems with ambiguity intervals.
Spatial accuracy: The accuracy of the measured values. Good (+) is very reliable, bad (-)
is unreliable. If this is very distance related like the increasing disparity intervals of trian-
gulation systems an average is taken. Empty values are for those cameras that give relative
depths or orderings.
Absolute measurement: If the results are depths in real numbers (Y) or just relative dis-
tances or orderings (N).
Output rate: Good (+) output rate when close to ’uid’ 24 fps. Bad (-) when under 5.
Heavily inuenced by computational complexity.
Extra output: Besides the depth output also a colour (RGB) or grey (g) image. Structured
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light in general only has extra output when the structure is projected in the visible spectrum
which often is not the case, but could then have an extra RGB camera. For (de)focus no
references to extra output are found, probably because a clear extra output image requires
extra computation to merge the di�erently focused images. TOF cameras usually output also
the intensity of the measured returned light in the form of a greyscale map.
Interference risk: The risk of interference between multiple similar cameras is only present
with active cameras. The light send out might interfere with that of an other camera before
returning or the light of the other camera is picked up as if it was the own. The results could
become complete nonsense. With TOF cameras a solution sometimes available is changing
the frequency. For example the Mesa swissranger has 3 di�erent frequencies, an amount
quickly exceeded for example when mounted on wheelchairs in a rest home.
Motion robustness: The accuracy of measurements on moving objects is an issue when
images are compared, for example with unsynchronized stereo cameras and the stereo imita-
tion of moving the camera. Not only when the images are not taken at the same time, also
when the pixels are not all taken in parallel distortions appear, this can happen for example
with TOF. Good (+) are the cameras that have hardly any motion e�ects. Bad (-) would be
cameras on which a slow hand movement would already blur.
Computational complexity: This concerns the amount of computation necessary to get
good depth information from the data provided by the camera. There is some variation in this
aspect within a type as the more expensive variants might do more post processing internally.
This could bring a stereo camera to the good (+) rating in stead of the bad (-) for having to
do al lot of calculations to get usable depth information. Ready to use output and thus few
post processing is considered a strong point of a camera, although this could take away some
freedom to chose algorithms.
Ambient illumination Risk of interference by ambient illumination. Good (+) means
hardly any e�ects ranging from dusky conditions to bright sunlight. This are mainly the
passive cameras. Bad (-) means proper functioning of the camera requires heavy control of
the amount of light. Problems due to lack of ambient illumination are not part of this value
and is often the inverse of this value.
Scene dependency: Some systems depend more on the properties of the scene than others,
of these texture is one of the more important aspects. When a point has to be found in an
image, it should be recognizable. Texture provides the features for this recognition, either
between multiple pictures or with being focused or not. The active camera systems project
their own texture and loose the dependency on most of the scenes properties. The good (+)
rating. The bad (-) rating is for those systems that completely depend on the scenes proper-
ties.
Price: Exact prices are hardly available except for the cheap segment. For the comparison
only a general price indication is necessary. Here prices are considered when buying/produc-
ing in bulk as a company. The chosen intervals are: 1: 1-100, 2: 100-1000, 3: 1000+. If a
wide range of prices is available, the lowest segment chosen. Only the �rst group is really
interesting for mass market consumer products. No value means the system as is on the
market is not relevant for this study.
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3 Geometric evaluation of 3D ranging systems
To explain the results of application tests of di�erent camera systems a series of tests have to
be de�ned to discover their properties. The results can be used to determine what qualities
a camera requires for certain applications and what have less impact.

A number of conditions are often variable between and/or within scenes. To account for
this variability the tests have to be done under a number of conditions that cover ambient
light conditions, multiple geometries, materials and movement. To keep the test set from
expanding to much not every combination of conditions will be performed.
The test are �rst described for each condition after which the results of the test are presented.
If a test covers more conditions then it will be presented after the description of its last
condition.
The quality of the conditions are compared by metrics in both the spatial (within one image)
as temporal (per pixel over multiple images).

Creating depthmaps and pointclouds
Not al cameras give the same output. Some give distance to the image plane (depth z), these
are mainly cameras with internal processing power like the Kinect. Others give distances to
the camera (radius r), the D-Imager is an example of this. The di�erence between z and
r is illustrated in �gure 19b. The e�ect of trying to treat radius values as depth values is
illustrated for a plane in �gure 19a. Unlike the original at surface it is curved. To correct
this 6 r of the radius with the image plane is needed. This angle can, assuming the camera
behaves enough like an ideal pinhole camera, be calculated per pixel coordinate from the
cameras horizontal and vertical Field Of View (FOV) as illustrated in �gure 20. z can then
be calculated as z(i;j) = r(i;j) � sin 6 r(i;j). An example of a corrected depthmap can be seen
in �gure 29.

(a) Example of incorrect depthmap of a plane. Techni-
cally a map of radius values. The bigger the angle
with the center of the image, the bigger the distance
while it should be constant.

(b) Di�erence between depth (z) and radius (r) val-
ues. z values are the shortest distance to the
imaging plane of the camera. r values to the
point on the imaging plane were the camera is.

Figure 19: Explanation of di�erence between depth and radius values.
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Point cloud

Some metrics like plane �tting cylinders need more than a depthmap. Here the x and y
distances in meters are needed too. These sets of triplets are point clouds. The point cloud of
the Kinect is for free due to choice for OpenNI [7]. OpenNI is an open source framework backed
by the developer of the Kinect, Primesense, and contains standard functions to transform a
Kinect depth map into a point cloud.
The cloud for the D-Imager had to be made from the depth map by di�erent means. This
can be calculated from the measured distances and the known angles these distances are
at. These angles can be calculated from the pixel coordinates and the FOV as illustrated in
�gure 20 for the correction of the depth values. The x and y values are calculated through
x(i;j) = z(i;j) � tan 6 x(i;j) and y(i;j) = z(i;j) � tan 6 y(i;j). Together with the corrected depth (z)
value this gives the 3 coordinates of each point (i; j).

(a) Distribution of the x and y components of the an-
gles of lines from points in reality to camera with
the normal of the imaging plane in the X and Y
direction as illustrated for X in �gure 19b. The
angles can be calculated from the cameras FOV
and resolution with trigonometry.

(b) With known 6 x and 6 y (�gure (a)) can
6 r be calculated. For this an x, y and
z value have to be determined. As these
values are relative to each other one can
be chosen. Assuming z = 1 simpli-
�es the most calculations resulting in
x = z � tan(6 x) = tan(6 x) and y =
z � tan(6 x) = tan(6 x). Then 6 r =
arctan 1p

x 2 +y 2 +z 2
.

Figure 20: Correction of depth values. The x and y angle distributions from �gure (a) are used
to calculated 6 r (�gure (b)). This allows correction of the depthmap through (z( i;j ) =
r( i;j ) � sin 6 r( i;j ) ).

3.1 Light conditions

To investigate the e�ects of light conditions the systems are tested under 3 di�erent conditions.
First under normal o�ce lighting. Second in complete darkness and third in bright light like
a sunny day. The variability of light is performed in combination with the geometric tests.

Sunlight results

The sunlight test is performed on a clear sunny afternoon in spring. No accurate measure-
ments of the light intensity are available but it was approximately 40k - 50k lux [1, 3, 4]
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The Kinect goes completely blind in sunlight, the depth map was completely black while the
colour image was completely white. Objects very close by, like �ngers at about 10 cm where
only just vaguely visible in the colour image. Because of this it cannot pick up the projected
pattern resulting in no depth values and thus the completely black depth map.

The D-Imager showed an image in which some things could be recognized but produced the
same noisy depth map as when blinded by itself as can be seen in �gure 21. When directed
at places not in direct sunlight, for example in the shadow of the recording cart, it does work,
as illustrated in �gure 22. This can be explained by information from Panasonic:

"If you would like to do a body tracking, it will work �ne on 20k lux but if you
are doing very �ne hand tracking, a dark environment is the best."

(a) RGB image of the white wall. (b) D-Imager depth and greyscale image of the white wall at 50 cm.

Figure 21: D-Imager blinds itself when to close to objects. In extreme cases it gives noise like the
centre. In less extreme cases just nonsense values like the rim around the noisy centre
and then slowly comes to trustworthy values.

(a) RGB image showing scene of de-
phtmap. The top region of the
depth image misses in this RPG
image. When the depth images
where shot a persons shadow fell
over the corner of the cart.

(b) D-Imager depthmap and grey image in the sun. A clear line can
be seen where the shadow of the cart ends and the direct sunlight
can get to the ground. The noise outside the shaded area shows
that the D-Imager cannot handle scenes under direct spring sunlight
(approximately 40k - 50k lux [1, 3, 4]).

Figure 22: Illustration of the results of the D-Imager in the sun.

A limit as seen here with the active systems is as expected as their output has a �xed strength.
If the surrounding light becomes stronger the contrast reduces to the point that their own
signal cannot be recognized amongst the incoming light any more. As mentioned in the
literature, stereo systems can handle these light conditions as long as the individual cameras
can adapt their shutter time to the conditions.
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3.2 Geometry

The geometry tests are designed to cover the basic components that form the more com-
plex geometries: at surfaces, curves and angles. The test assembly used for these tests is
illustrated in �gure 23.

(a) Taped down measuring tape to place objects and camera
on. Laser pointer to check straight positioning. White
wall for plane measuring in the background.

(b) Camera on the line and box positioned with Sliding T-
Bevel to the desired angle.

Figure 23: Illustrations of the test assembly to determine the cameras quality attributes.

3.2.1 Flat surface

The �rst test is to check the measurements when facing a at, plain white surface from �xed,
known distance. The camera is placed parallel to this surface making each distance in an
image equal as illustrated in �gure 24a. The distance is varied between 10 meters and the
minimal working distance with a number of steps: minimal working distance, 1 m, 2 m, 4 m,
6 m, 8 m and 10 m.
The spatial metrics are the mean and standard deviation over all points on the wall in one

image. To compensate for imperfect alignment, a plane �t of the wall is performed giving
the angle and the standard deviation to the �tted plane. The temporal quality is measured
with the mean of standard deviations per pixel over 100 frames, histograms of these standard
deviations and plots of minimum and maximum values measured per pixel.
Finally a number of Regions of Interest (ROIs) placed in corners, along edges and in the
middle of the image. Measurements will be repeated on these ROIs to check for regional
quality variations within one image and possible distortions of the camera system. This to
get an idea of the accuracy when not working the center of image.
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(a) Positioning of the camera relative
to the wall. And if applicable the
test object to the camera. Both
distances and the object are vari-
able.

(b) Positioning of box in
front of camera to test
the quality of the cor-
ner detection and �nd
the angle on which re-
ectivity of the box be-
comes an issue.

Figure 24: The test assembly to determine the camera attributes.

Light and Plane results

During the recording some problems appeared. It turned out that at one of the desired dis-
tances the active cameras got into trouble due to self blinding. Because of this the recordings
for 0.5 meters have been moved to a less reective red wall where the problem did not ap-
pear. The Kinect works from 0.7 meters on the white test wall. The D-Imager starts to
work properly from around 1 meter. It has a less clear boundary as it has a range between
completely blinded and working properly where the quality of the values becomes more and
more sensible the greater the distance.

The results from this test are quite straightforward. The Kinect gives better results at close
range but the greater the distance, the unclearer it becomes. In the spatial statistics the D-
Imager even beats the Kinect as of about 4 meters. Notable is that the Kinect overestimates
much more as of 4 meters. From around 1% smaller at 4 meters increasing to around 6% at 8
meters. Darkness or o�ce lights give only small di�erences and these di�erences are similar
for both cameras. These results can be seen in �gure 25 for the spatial metrics and �gure 26
for the �rst temporal metric, the mean of standard deviations. It is interesting to compare
the spatial and temporal standard deviations. For the D-Imager the temporal starts slightly
better. For the Kinect the temporal starts a factor 10 better and it only becomes equal to
the D-Imager around 8 meters where this happens around 4 meters already for spatial. As it
is very hard to get a testing area big enough to completely �ll the image with a wall at 10
meters the tests go to partially �lled images where needed. These transitions from full, to
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(a) Mean of the wall distance measurements. (b) Standard deviation of the plane �tted on the wall distance
measurements.

Figure 25: Spatial analysis of the results of the cameras on a at wall (�gure 23). The underlying
data can be found in appendix A.1 table 10. For each distance and light combination the
mean and standard deviation with respect to a �tted plane are plotted. The 0.5 m shots
blinded the camera and are therefore measurements from a less reective red wall. At
greater distance only the area of image containing the wall is considered.

Figure 26: Temporal analysis of the results of the cameras on at wall (�gure 23). The underlying
data can be found in appendix A.1 table 11. Illustrated is the mean of standard deviations
per pixel on a plane (millimetres). The 0.5 meter shots blinded the camera and are
therefore measurements from a less reective red wall. At greater distance only the area
of image containing the wall is considered.

a big part including a side to a center region are at 4 meters for a part with border and 8
meters for only a center region.

The second part of the temporal metrics is analysed from images at 1 and 4 meters of his-
tograms of standard deviations per pixel (�gures 58 and 61) and maps of minimal and maximal
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measured values (�gures 59, 60, 62, 63). The complete set of these images can be found in
appendix A.1. Examples of these images are in �gure 27.

(a) Kinect, darkness, 1 meter (b) D-Imager, o�ce light, 1 meter

(c) Kinect, minimum values, darkness, 1 meter. (d) Kinect, maximum values, darkness, 1 meter.

Figure 27: Examples of histograms of standard deviations per pixel and planes with the minimum
and maximum detected values per pixel of the plane test. The full set is in appendix A.1.

In the �gures of histograms of standard deviations can be seen that under an increase in dis-
tance and lesser increase of light the type of the distributions remains the same, their average
and spread increase with it. At 1 meter these values are very small for the Kinect, the average
between 1 and 2 mm. The spread is mostly within 3 mm. For the D-Imager both are at least
5 times bigger, an average of about 7 mm and most values within 20 mm. At 4 meters the
means and standard deviations of both cameras have grown closer together. The average is
for the Kinect around 25 mm and the D-Imager around 30 mm. The spread is now mostly
within 35 mm for the Kinect and about 70 mm for the D-Imager.
Between the images of minimum and maximum values these results can be found as well.
Where at 1 meter the most coordinates in the minimum and maximum for the Kinect di�er
about 5 mm, is this about 50 mm for the D-Imager. It is to be noted that at 1 meter the
D-Imager still has a dent of about 10 cm in the center caused by self blinding that was not
obviously present during recording. At 4 meters this di�erence is around 30 mm for the
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�(mm) 2061 2044 1990
�(mm) 16.0 6.6 19.2
�(mm) 2021 2034 2050
�(mm) 8.3 9.0 8.2
�(mm) 1953 2000 1991
�(mm) 12.9 7.6 20.2

(a) Kinect at 2m in darkness

�(mm) 2057 1995 1993
�(mm) 44.9 21.4 36.0
�(mm) 1990 1971 1945
�(mm) 18.8 9.8 18.9
�(mm) 2079 2014 2060
�(mm) 109.3 21.1 46.4

(b) D-Imager at 2m in darkness.

Table 2: Illustrations of region dependent distortions in the cameras through mean and standard
deviation in millimetres on 9 regions of 20 x 20 pixels at the corners and equal spaced in
between. These regions are taken from the 640 x 480 Kinect depth map and 160 x 120
D-Imager depth map. Both cameras show a similar distortion pattern of curving away to
the edges, especially the corners.

Kinect. For the D-Imager this is around 100 mm.
This shows that at a short distance of 1 meter the Kinect is far more stable but at 4 meters
the di�erence is smaller. This development is similar to the spatial metrics, but aspects like
the temporal standard deviations for the Kinect staying longer below the D-Imager’s give the
Kinect an extra edge.

Finally there is the quality of regional variations. Both cameras create some curve in the at
plane as illustrated in �gures 28, 29 and table 2. The regional mean and standard deviations
are similar to those found for the whole images in table 10. The distortion patterns are
very di�erent although they are both mainly in the same range, the D-Imager has some
extra extreme outliers far in the corners. The Kinect’s distortion is chiey a bending in the
corners. This distortion is best described with a S-shape in one diagonal and a C-shape in the
other. Between di�erent recordings a rotation along the S shaped diagonal is noticed causing
sometimes one corner to seem correct and the other much more distorted. Also lines appear
where the depth values jump. A Primesense employee explains these at the OpenNI [7] forum
as follows:

"Those bars are normal and are part of the the PS1080 chip operation. I can not
really elaborate on it, but they are an artefact (due to depth values quantization)
of a constant feedback loop that make sure the sensor stays accurate and without
any distortions. The e�ect is really minimal and should not interfere with any
computer vision algorithm."

The Panasonic’s D-Imager’s distortion has a wavelike pattern. According to Panasonic, this
originates from the spherical shape of the lens and can be avoided with a better lens.

This combined shows that the Kinect is much stronger at short (less than 4 meters) dis-
tances. When moving to longer distances the D-Imager becomes a competitor due to the
growing error on the mean and standard variation of the Kinect. This is explained by their
working principles. The triangulation used for the Kinect and stereo cameras inherently has
its accuracy decline far faster with growing distance than linearly as can be seen in �gure 25.
Adding a stereo camera to this comparison would result in a complete failure unless the wall
is somehow ’extended’ with features, for example with posters or a beamer. Then a stereo
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Figure 28: Kinect at 2 m in o�ce light. The lines are caused by an internal correction system of the
chip. Every corner has a di�erent error, not even the direction is constant as one bends
forward while the others backwards.

Figure 29: D-Imager at 2 m in darkness. Circular distortions caused by the lens. Far corners still
bend away after correction.
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system with similar baseline as the Kinect will perform similar. There is possibly some vari-
ation due to a di�erent choice of a matching algorithm. Under these conditions a stereo
camera would still fail in darkness, but opposed to the Kinect and the D-Imager will function
in sunlight.

3.2.2 Cylindrical object

A cylindrical object will be used to test the robustness in measuring curved surfaces. Because
some camera systems have di�erences in their quality depending on the horizontal or vertical
direction in the image the cylinder will be measured both in horizontal and vertical position.
The spatial quality will be measured as the mean radius and standard deviation of the �tted
cylinder. This by calculating per point (px; py) the distance to the known center (cx; cy) of the
cylinder and comparing it to the radius (r) of the cylinder: j

p
(px � cx)2 + (py � cy)2 � rj =

deviation
The temporal quality is expressed with the mean of standard deviations per pixel of the
cylinder over 100 frames. Also a visual analysis of the histograms of these standard deviations
and of plots of the minimum values and maximum values measured per pixel. These values
are compared to those measured for the plane to see how the object e�ects them.

Light and Cylinder results

Gathering statistics for the cylinder through matching requires a couple of steps as illustrated
in �gure 30. From the depth map (30b) the region containing the cylinder has to be selected
(30c). On this region statistics can be gathered through �tting a plane and calculating
distance to plane (30d) and taking histograms.
To �t the cylinder the assumption is made that the cylinder is placed perfectly parallel to

(a) Colour image of scene. (b) Full Depthmap

Figure 30: Example of data of cylinder analysis at di�erent steps for the Kinect at 55 cm. Part 1

the camera. Although the distance to the cylinder is known the center is determined visually
to avoid standard distance measuring errors as tested for on the plane to dominate the shape
errors that we are testing on. The shape is a 30 cm long cylinder with a radius of 12 cm.
With the selected axis the distance per pixel on the cylinder to the center of the cylinder can
be calculated which gives a plane like �gure 30d.
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(c) Deptmap of only the cylinder region (d) Distances to cylinder axis

Figure 30: Example of data of cylinder analysis at di�erent steps for the Kinect at 55 cm. Part 2

The minimum distance the images are shot at is 55 cm for the Kinect. For the D-Imager
it seemed like this was 80 cm but during analysis still a small ridge at the point closest to
the camera appeared that was caused by over-illumination. Because it would become very
close to 1 meter otherwise, these 80 cm recordings are used for the minimum column in the
tables.

The spatial analysis results are in �gure 32. Here you can clearly see that the ridge in
the minimum D-Imager recordings causes an increase in the average distance. Further the
statistics are mostly similar to the plane tests. Only at 4 meters this comparison runs amok.
The D-Imager’s resolution becomes a problem reducing the area of the cylinder under 100
pixels making the �tting troublesome. Which results in a high standard deviation. For
the Kinect the biggest cause for the high standard deviation at 4 meters is the fact that
the disparity step size comes to close to the radius causing the cylinder to be more a like
plane in the depth map. This is illustrated in �gure 33 comparing the amount of disparity
steps between 1 meter (at least 20) and 4 meters (3 and some trailing noise). A last spatial
point that is noticed is that the D-Imager has some ’ghost’ or ’shadow’ pixels in between the
background and object at the edges. In [9] this is called the mixed pixel e�ect because it is
caused by pixels that measure incoming light from 2 di�erent distances as illustrated in �gure
31.
No obvious di�erence between the horizontal and vertical recordings showed up in the spatial
analysis.

The temporal analysis results are in �gure 34 for the mean of standard deviations of the pixels
on the cylinder and are practically identical to those of the plane tests.

The second part of the temporal metrics is analysed from images at 1 and 4 meters of his-
tograms of standard deviations per pixel (�gures 64, 65, 70 and 71) and maps of minimal
and maximal measured values (�gures 66, 67, 68, 69, 72, 73, 74 and 75). These images can
be found in appendix A.2. Examples of these images are in �gure 35 illustrating the found
distributions in sub�gures (a) and (b). Figures 35c shows a slight imbalance between the two
edges for the Kinect on horizontal recordings not present in vertical as seen in �gure 35d.
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(a) Scene of illustration of the mixed pixel e�ect. (b) Pointcloud of the scene in �gure (a) showing the pixels
e�ected by the mixed pixel e�ect in red. They should either
have been to the left with the rest of the object or to the
right in the plane of the wall.

Figure 31: Illustration of the ’Mixed Pixel E�ect’ of TOF cameras.

(a) Estimated cylinder diameters. (b) Standard deviation to the estimated cylinder.

Figure 32: Plot of spatial analysis results of the cameras on a cylinder. The underlying data can be
found in table table 12 in appendix A.2. The minimum working distance for the Kinect is
55 cm. For the D-Imager 80 cm is used but is at this distance still slightly distorted. At
4 meters, especially for the D-Imager there are very few pixels left on the cylinder. For
the Kinect the disparity step size becomes a problem as illustrated in �gure 33.

Also some extreme low values are visible in 35c that now and then appear on the edge of the
objects for the Kinect.

In �gures 64 and 65 the results are again very similar to the plane tests. The only di�erence are
some more high value outliers for the Kinect. These are probably caused by pixels sometimes
detected at the edge where the angle of the surface is almost to sharp to still detect. These
outliers can also be seen in the the minimum values surfaces in �gures 66, 67 and 68 in the
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(a) Frontal colour view of the scene
with arrow indicating the top view
direction used in the point clouds.

(b) Top view of the point cloud of cylinder (red) at 1 meter. (c) Top view of the point cloud of cylinder (red) at 4 meters.

Figure 33: Illustration of precision deterioration due to increasing disparity step size. Figure a shows
the view direction on the scene in �gures b and c. At 4 meters (�gure c) about 3 steps
cover the whole cylinder while at 1 meter (�gure b) this are at least 20.

form of dark blue spots not matching the other values in their region. The Kinect minima
in �gure 69 lacks this and the accompanying histogram of standard deviations in �gure 65
also lacks these high outliers. For the rest the Kinect minima and maxima planes are nicely
showing a combination of the plane results and the values expected from the cylinder. There
is an imbalance noticeable in how deep the cylinder is measured at both sides. Especially on
the horizontal cylinder along the edge that touches the oor. Possibly because the pattern
can be found easier when part is on the oor than much further behind it on the wall.
For the D-Imager the minima and maxima images are showing this same combination of a
cylinder with the plane results. This time no dents due to blinding. And no extreme outliers
like for the Kinect either. The cylinder is deeper at one side as well but now on the top,
maybe due to the ’mixed pixel e�ect’ mentioned earlier. The vertical cylinders show the same
thing without obvious explanation as the cylinder was placed directly in front of the camera.
Maybe its also due to the tilt seen in the plane test surfaces.
At 4 meters the situation is similar. In the histograms of standard deviations in �gures 70
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Figure 34: Plot of the temporal analysis results of the cameras on a cylinder. The values considered
are the means of the standard deviation per pixel over about 100 frames. The underlying
data can be found in table 13 in appendix A.2. The minimum working distance for the
Kinect is 55cm. For the D-Imager 80 cm is used but is at this distance still slightly
distorted. At 4 meters, especially for the D-Imager there are very few pixels left on the
cylinder. For the Kinect the disparity step size becomes a problem as illustrated in �gure
33. These results are very similar to those of the plane test.

and 71 there are still the same peaks as for the plane. The ratio between these peaks and
the outliers is worse than at 1 meter. For the D-Imager the similarity in pattern between
plane and cylinder is there as well, but harder to see due to the low amount of points on the
cylinder. The parallel continues in �gures 72, 73, 74 and 75 for the histograms of minima
and maxima. The maxima for both cameras are quite high though. This could be caused by
the low resolution and the desire to have enough pixels to measure over and therefor being
slightly more relaxed in selecting pixels as cylinder.

In total this test gave a few new results compared to the plane tests in accuracy and relia-
bility. Stereo cameras are expected to do the same, given the object gains enough texture as
mentioned in the plane test. The �tting works quite well while the resolution is high enough
and disparity steps size small enough. One last interesting detail did show up. Both times the
Kinect had no extreme outliers in its standard deviation histogram this was for o�ce light and
a vertical cylinder. Explanation for this could be searched in a number of (combinations of)
aspects such as coincidence, matching algorithm and/or the fact that the Kinect is designed
for the living room.
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(a) Kinect, darkness, horizontal, 1 meter (b) D-Imager, o�ce light, vertical, 1 meter

(c) Kinect, minimum values, horizontal, darkness, 1 meter. (d) Kinect, maximum values, vertical, darkness, 1 meter.

Figure 35: Examples of histograms of standard deviations per pixel and planes with the minimum
and maximum detected values per pixel of the cylinder test. The full set is in appendix
A.1.

3.2.3 Box

A box with sharp 90 degree corners will be placed in front of the camera as in �gure 24a.
The aim of this test is to determine the quality of the detection of the corner and the angle
at which mirroring e�ects start to e�ect the depth measurements. To do this the box is
measured at a series of angles between 0 and 90 degrees of the front plane relative to the
image plane as illustrated in 24b. The chosen angles are 45, 60, 75 and 85 degrees.
The spatial quality is measured by plane �tting both visible planes and determining the angle
and the standard deviation to the �tted plane. Positioning errors in the corners are excluded
by looking at the di�erence between the addition of the 2 found angles and 90�.
The temporal quality is expressed with the mean of standard deviations per pixel of the
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box over 100 frames. And also with a visual analysis of the histograms of these standard
deviations and of plots of the minimum values and maximum values measured per pixel.

The temporal quality is expressed with the mean of standard deviations and histograms of
the standard deviations, minimum values and maximum values per pixel for both planes.

Light and Box results
Matching the box is done in a way quite similar to determining the corrected standard de-
viation for the plane by also using a plane �t. The box is placed on the measuring tape at
the required distance with the edge on the line. The cameras are placed in such a way that
they are also centred on this line. Because we have already seen at the plane that the angles
cannot be placed perfectly the best indication of the detection quality of the box is by seeing
the di�erence between 90� and the addition of the angles on the left and right side as those
should count up to 90�. This is a bit harder especially at 85� as the second plane becomes
very small, sometimes just 9 by 3 pixels sometimes giving very bad results.

The results can be seen in tables 3 and 4 and �gures 36, 37, 38 and 39. What is noticeable in
tables 3 and 4 is that for the D-Imager the two angles quite often count up past 90� (except
at 1 meter), where for the Kinect the two angles count up just below 90� very often. The
angle we measure for the D-Imager is very often more o� than appeared in the plane tests
while the Kinect is slightly below the expected value most of the time. At 4 meters the values
for the D-Imager were better than expected when selecting the planes in the cloud. These
were small and quite erratic clouds now and then and still the general direction was found
most of the times.
For both cameras the standard deviations in �gures 36b, 37b, 38b and 39b are better than at
the plane tests, but this could be explained by the plane �tting as this minimises the average
error. So trading in some degrees wrong for lower average error. This is most likely also the
reason for the big errors of some values in �gures 38a and 39a. The detected angle between
the smallest of the two planes plane and the normal, which should have only a horizontal
component, has a big vertical component causing unrealistic big angles. Both cameras show
no obvious di�erences between the light conditions.
The Kinect seems to have problems with angles sooner as can be seen from the amount of
times it fails on the 85� while the D-Imager succeeds.

The temporal analysis has been left out. This because the results of the cylinder are very
similar to the plane already and a box would give even less di�erence. The spatial analysis
also did not give any unexpected results warranting further investigation through temporal
statistics.

All together this is quite a close �nish, again the Kinect wins at the shorter distances but at
4 meters it is once again beaten even though the amount of pixels the D-Imager can place
on the object becomes quite low. Also the angle dependency is lower for the D-Imager. In
automated situations the D-Imager would require some kind of way to handle the ’shadow’
points in between the object and the background or these results will not be reached. Stereo
cameras are once more expected to perform similar to the Kinect as long as the minimum
light and texture demands are met.
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Dark O�ce
1m 2m 4m 1m 2m 4m

45�
Plane 1

6 (�) 44.5 42.2 43.7 43.9 42.0 37.9
�(mm) 1.84 5.11 22.77 1.49 4.90 24.00

Plane 2
6 (�) 44.2 41.9 39.5 46.0 48.3 56.6

�(mm) 1.78 5.33 20.63 2.11 4.69 15.87

60�
Plane 1

6 (�) 58.1 59.4 63.5 59.3 58.7 65.0
�(mm) 2.39 6.64 20.11 1.93 4.12 12.80

Plane 2
6 (�) 31.5 30.1 24.6 30.4 31.0 26.2

�(mm) 1.45 4.47 11.56 2.09 5.11 23.57

75�
Plane 1

6 (�) 72.1 71.7 72.9 73.0 72.5 72.4
�(mm) 3.31 3.43 10.02 2.32 3.17 12.72

Plane 2
6 (�) 17.4 17.0 16.9 15.9 17.6 27.3

�(mm) 2.06 6.00 24.00 2.41 6.84 24.64

85�
Plane 1

6 (�) 83.9 84.0 87.3 4.5 25.6 79.7
�(mm) 2.03 6.85 14.28 2.26 8.84 17.6

Plane 2
6 (�) 5.5 31.0 14.3 5.9 6.4 25.3

�(mm) 2.35 6.47 26.07 2.33 6.37 24.9

Table 3: Spatial analysis of the results of the Kinect on a box. Angles are relative to the normal
of the camera. Italic values indicate angles that are mostly nonsense but not obvious due
to high standard deviation. Especially at 85� one plane is so small sometimes the vertical
instead of horizontal angle is detected. Noticeable is that the addition of the angles of both
planes is mostly just below 90� .
These values are graphically represented in �gures 36, 37, 38 and 39.

(a) Measured plane angles for box at 45� . (b) Measured standard deviations to detected planes for box
at 45� .

Figure 36: Spatial statistics for box under 45� as also found in tables 3 and 4.
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Dark O�ce
1m 2m 4m 1m 2m 4m

45�
Plane 1

6 (�) 43.4 52.8 49.5 41.4 42.6 41.7
�(mm) 7.3 11.32 24.24 7.21 20.49 30.68

Plane 2
6 (�) 39.6 41.9 40.2 40.0 47.5 56.0

�(mm) 7.80 17.89 26.46 7.81 16.55 22.49

60�
Plane 1

6 (�) 58.7 66.8 67.6 58.1 65.8 68.6
�(mm) 8.15 9.56 18.82 6.04 12.67 19.93

Plane 2
6 (�) 29.0 28.2 36.4 24.5 14.0 32.7

�(mm) 8.32 18.54 31.14 8.18 32.16 37.34

75�
Plane 1

6 (�) 74.6 80.5 78.1 76.4 82.5 78.3
�(mm) 6.66 10.66 16.51 6.91 9.59 8.89

Plane 2
6 (�) 12.5 19.9 23.3 10.6 11.5 75.3

�(mm) 9.15 13.18 27.08 8.78 18.41 91.04

85�
Plane 1

6 (�) 84.9 87.0 83.4 87.2 86.7 78.12
�(mm) 3.71 5.04 10.7 2.18 3.88 3.35

Plane 2
6 (�) 3.1 6.0 6.6 2.37 7.0 75.1

�(mm) 8.66 15.94 22.66 8.37 15.79 86.61

Table 4: Spatial analysis of the results of the D-Imager on a box. Angles are relative to the normal
of the camera. Italic values indicate angles that are mostly nonsense but not obvious due
to high standard deviation. Especially at 85� one plane is so small sometimes the vertical
instead of horizontal angle is detected. Noticeable is that the addition of the angles of both
planes is mostly above 90� .
These values are graphically represented in �gures 36, 37, 38 and 39.

(a) Measured plane angles for box at 60� . (b) Measured standard deviations to detected planes for box
at 60� .

Figure 37: Spatial statistics for box under 60� as also found in tables 3 and 4.
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(a) Measured plane angles for box at 75� . (b) Measured standard deviations to detected planes for box
at 75� .

Figure 38: Spatial statistics for box under 75� as also found in tables 3 and 4.

(a) Measured plane angles for box at 85� . (b) Measured standard deviations to detected planes for box
at 85� .

Figure 39: Spatial statistics for box under 85� as also found in tables 3 and 4.
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3.3 Motion

Robustness to motions in the scene will be tested by rotating a box in front of the static
camera. This to create a controllable and regular moving speed to perform measurements
on. The box will be placed on a turning platform. This platform is driven by an engine
with controllable speed. With this a number of test with stepwise increasing speed will be
performed. The statistics will then be similar to the static box test allowing for comparison.
Further the depth image will be visually inspected for artefacts and/or distortions caused by
the movement.

Box and motion results

For these tests the box used in the static test has been mounted on a voltage controlled rotating
platform. This platform was placed with the base at 124 centimetres from the cameras. This
is just far enough for both cameras to work correctly without unneeded lowering of the
accuracy due to disparity step e�ects. This test assembly can be seen in �gure 40. In this
image rotating direction and the edge that is focused on for deformations are annotated. The
speeds were set at 0.79, 1.58 and 2.2 meters per second. These speeds cover the range till the
maximum hand speed appearing in [29], a study about hand movements.

Figure 40: Test assembly for recordings of rotating box. The rotation direction and the edge focused
on for deformations are annotated. The camera is placed on the white cylindrical object
used in previous tests.

The results of this test can be seen in �gures 43 and 41 and table 5. The �rst thing that is
clearly noticeable is the fact that in the Kinect images in �gure 43 the edge is not vertical
anymore but twisted. This is caused by the rolling shutter of the Kinect causing the image’s
lines to be read out sequentially and not simultaneously. The second clearly noticeable thing
is the shadow like distortion area for both cameras left of the edge, the location where the
edge just came from. Some additional tests to check if this is not a distance related distortion
for the D-Imager revealed this to be at all distances and always about 10 pixels away from
the edge. It also does not obviously grow with the speed and looking back at static box
depthmaps it can be found there as well shown in �gure 42.
The corner shadow error of the Kinect does grow with speed. As it is on the side the edge is
coming from and the edge the fastest point on the box this is most likely due to blurring of
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the projected pattern on the revealing side.
In table 5 and �gure 43 the angles of the detected planes are placed. These planes are �tted
on the regions illustrated in �gure 43f taking the least deformed or noisy areas. When looking
at table 5 or �gure 43 a comparison with tables 3 and 4 is needed to asses the results. In the
standard deviations is no signi�cant di�erence. In the angles of the planes can be seen that for
the Kinect the angles count up close to 90� similar as the static tests. But for the D-Imager
the angles are now signi�cantly less than 90� while in table 4 they were around 90� or more.
The shape of the distortion on the Kinect gives more reason for worry about the total depth
value of the detected plane than that of the D-Imager. This because the distortion in the
D-Imager seems to jump back to the real plane while the Kinect plane seems dented.

(a) Measured plane angles for the rotating box. (b) Measured standard deviations to detected planes of the ro-
tating box.

Figure 41: Spatial statistics for box rotating as also found in table 5.

0.79 m/s 1.58 m/s 2.2 m/s

Kinect
Plane 1

6 (�) 67.5 68.3 63.9
�(mm) 1.85 2.07 2.43

Plane 2
6 (�) 22.5 21.9 26.2

�(mm) 2.03 2.23 2.48

D-Imager
Plane 1

6 (�) 56.0 49.3 43.8
�(mm) 6.34 6.40 7.44

Plane 2
6 (�) 27.0 32.2 39.2

�(mm) 8.32 8.44 9.04

Table 5: Angles and standard deviations of 2 sides of a rotating box. These values are also in �gure
41. The distorted are left of the edge is left out of the calculations. Angles for the Kinect stay
similar to those in 3 while for the D-Imager the addition of the angles is now signi�cantly
less than 90� while in 4 this was around 90� or more.

What was noticed as well is that the grey-scale and depth images of the D-Imager are not
taken at the same moment. It looks like they are taken alternatingly. This asynchronous
behaviour of the D-Imager makes mapping the colour value to the depth pixel like happens
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Figure 42: Illustration of the D-Imager’s corner error on a static box.

in some Kinect applications di�cult if not impossible.

This test has shown multiple sensitivities to movement. For both cameras in depth e�ects
around the edge. The Kinect loses also some vertical consistency due to its rolling shutter.
For small objects like hands this should not be a big problem. But it can be for bigger objects
and/or when high accuracy is needed. The D-Imager looks all right but the change in total
angle is suspicious.
Comparing stereo cameras in this situation is slightly harder. This because for stereo the
necessary texture could blur due to the movement breaking the system earlier. Other aspects
di�er very much depending on the exact properties of the chosen stereo system. If the cameras
are not synchronized it will fail with respect to the depth value. The rolling shutter problem
can also show up for stereo systems.
Because of this the D-Imager beats the Kinect and stereo cameras on the aspect of movement
robustness.
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(a) Kinect, 0.79 m/s (b) Kinect, 1.58 m/s (c) Kinect, 2.2 m/s

(d) Kinect side view depthmap,
0.79 m/s

(e) Kinect side view depthmap, 1.58
m/s

(f) Kinect side view depthmap, 2.2
m/s

(g) D-Imager, 0.79 m/s (h) D-Imager, 1.58 m/s (i) D-Imager, 2.2 m/s

(j) D-Imager side view depthmap,
0.79 m/s

(k) D-Imager side view depthmap,
1.58 m/s

(l) D-Imager side view depthmap,
2.2 m/s

Figure 43: Depth images and side views of a rotating box. The Kinect shows a distortion on the
edge of the box caused by a rolling shutter in the camera. Both cameras have a shadow
e�ect next to the edge of box that comes into view.
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3.4 Colours and materials

For the basic complete set of tests, plain white objects have been used, either painted or
wrapped in printing paper. But as the reective or absorptive properties of di�erent surfaces
can have inuence on the functioning of cameras this aspect has to be covered as well. Shape
is of lesser inuence in this situation as long as it does not make the results more di�cult to
interpret. The shape is mostly dictated by the shape the material is found in.
Interesting things to test would be glass, stainless steel, neon cloth, something very black etc.
Due to time constraints only 2 small tests have been performed.

Bandshirt
Bandshirts are often black shirts with images or logos on them. For this test a black shirt
with an image with a wide range of contrasts is used as can be seen in the top right of �gure
44. This wide range of contrasts covers a signi�cant part of what is encountered in real world
situations. Active cameras can be susceptible to these di�erent contrasts to give di�erent
depth results while the points are on a plane. For this test the images are shot at about 130
centimeters in order that it is in the advised working range of all cameras.

As can be seen in �gure 44 this contrast has no obvious e�ect on the Kinect. On the D-Imager
the e�ect is very signi�cant as can be seen in �gure 45. Here the image results in depth values
ranging from 40 to 120 centimetres instead of a constant 130cm.
For stereo cameras something similar as the Kinect results are expected as it is a feature rich
surface.
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Figure 44: Kinect’s susceptibility for di�erent materials. As can be seen in the detail in the bottom
right corner. The image has no e�ect, there are only a few disparity step increases caused
by the shirt not being parallel to the image plane.
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Figure 45: Dimager’s susceptibility for di�erent materials. In the (coloured) depthmaps is seen that
the di�erent parts of the image on the shirt give very much relief from 40 to 120 centimetres
while it is a smooth surface. The scale in the bottom coloured depthmaps is in centimeters.
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Beach ball
The beach ball test has been performed on a partly transparent red beach ball with white dots
as visible in the light test results of the Kinect in �gure 46. The colour or greyscale output
is also provided when not black to give an idea of the scene. This beach ball incorporates a
number of di�erent challenges: it is reective, semi transparent and possibly absorbing infra
red light. The results are in �gure 46. For the D-Imager only the o�ce light results are shown
as the di�erence with darkness is not visible. For the Kinect in series of at least 100 frames
is examined for each combination of conditions and manually the frames with the least and
most detected points selected. This because the detections are constantly changing.
These results show that the Kinect has a lot of problems with this object while the D-Imager
performs reasonably well although there are some di�erences in detected depth as can be
seen from the 2 meters image. Detailed inspection of the depthmap showed that it is not
only irregular but also marked farther away than it really was. This could come from the
absorbing colour or the merge between di�erent measured depths in the transparent regions
normally seen as ghosting along the edges of objects.
Stereo cameras would probably also have problems with this object and detect mostly the
edges and lamp reections but more advanced algorithms might be able to �ll in the holes in
between these regions. This puts stereo cameras somewhere in between the Kinect and the
D-Imager.
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(a) Kinect, 2 meters, o�ce light. Depthmap and colour image. Maximal (left)
and minimal (right) detection.

(b) Kinect, 2 meters, darkness, maximal
(left) and minimal (right) detection.

(c) Kinect, 4 meters, o�ce light. Depthmap and colour image. Maximal (left)
and minimal (right) detection

(d) Kinect, 4 meters, darkness, maximal
(left) and minimal (right) detection.

(e) D-Imager, 2 meters, o�ce light. Depthmap and greyscale
image.

(f) D-Imager, 4 meters, o�ce light. Depthmap and greyscale
image.

Figure 46: Depthmaps of a beach ball at 2 and 4 meters showing the extreme results. The Kinect has
clearly problems as illustrated by the spread in amount of detected points and constant
variation in which points are detected. The D-Imager shows only a slight deformation
similar to that in the bandshirt test between the dots and transparent area as can be seen
in the colour di�erence on the ball on 2 meters.
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3.5 Aggregated results

The results found in this chapter are summarized in table 6. The �rst three rows cover
the illumination dependency. None of the cameras are able to work properly in all 3 options.
Passive cameras like stereo cameras need external light. Active cameras such as the D-Imager
and the Kinect need enough contrast between their own and the ambient light.
Resolution was already given beforehand but especially the cylinder and box test showed that
these objects became only a few pixels in the D-Imager’s output.
On the aspect of accuracy the Kinect wins as long as we consider the range up till 4 meters.
In that range the variation on its measurements were less than the D-Imagers. While stereo
cameras matches correctly their measurement accuracy is similar to the Kinect.
Because stereo cameras depend on the texture of the scene there is a risk of erroneous matches.
Because of this stereo cameras are ranked lower for reliability than the other cameras. Even
though the D-Imager is ranked equal to the Kinect, there is a slight preference to the latter
because of the ’mixed pixel e�ect’ around objects with the D-Imager (�gure 31).
On shape all systems score well as no problems have shown up.
Motion robustness is the second aspect on which the Kinect does not take the �rst place,
this time because of the deformation on the edge of the box that grew with speed due to its
rolling shutter. The D-Imager does not have this and if chosen correctly, neither have stereo
cameras.
Material sensitivity gives all camera systems some problems. Stereo camera’s inherent texture
dependency give them a bad ranking even though on the few examples the other cameras are
tested on they would probably not have done that bad. The problems the Kinect had on the
beach ball are quite severe but not as likely to appear as often as a surface with a colourful
print like the one the D-Imager imagined surface in. Because of this the Kinect is ranked
average and the D-Imager is ranked bad.

Over all aspects this makes the Kinect the best choice, as long as no direct daylight is
involved.

Attribute Kinect D-Imager Stereo camera
Sunlight sensitivity - - +

O�ce light sensitivity + + +
Darkness sensitivity + + -

Resolution + - +
Accuracy + 0 +

Depth value reliability + + 0
Shape independency + + +
Motion robustness 0 + +
Material sensitivity 0 - -

Table 6: Summary of the geometric evaluation of the chosen camera modalities on a -, 0, + scale.
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4 Test applications
This chapter will describe the applications used to test the cameras in situations resembling
practical situations to test the aspects relevant in these situations.
The �rst application is about gesture control on �nger level. This is an application that is of
interest as an alternative way to interact with computers. And to Philips especially for its
potential for retrieving and browsing patient data while maintaining sterility.
The second application is about the reconstruction of bodies based on multiple views of depth
cameras. This is of interest for applications like the virtual �tting of clothes. But also for
monitoring health care systems. The interest for Philips comes from the desire to know
whether it is already possible to perform reliable body fat measurements based on depth
images. Measurements like this would be done based on properties of the reconstructed
shape.

4.1 Finger based gesture control

Gesture control can be split into two main parts. Detecting big movements with arms or
even the whole body and subtle small signals done primarily with the hands. The second set
is slightly more complicated as it requires the detection of multiple smaller objects that are
close together, the �ngers. This �nger based gesture control is what will be considered for
testing here. An example of an application can be seen in �gure 47. Here the hand gestures
are used to move and resize images. The situation is considered when the camera is directly
in front of the hand giving a camera perspective like the bottom half of �gure 47. If used to
control something on a pc the camera would be placed on or below the screen like a webcam.
Alternatively the camera could be placed facing downwards above the workspace.

Finger based gesture control is about detecting the centre of the hand and whether the �ngers
are extended or folded in. With these basic components the grabbing and pointing gestures
can be build up to move, select and control objects on screen. For testing the mit-ros-pkg
’Finger Detection Demo’ is used in the version that is independent of stick�gures. This
algorithm works on some assumptions requiring the lower arm to be visible and farther away
than the hand to be able to detect a hand and its �ngers. For more details of the algorithm
see the pseudo code in algorithm 1, 2 and 3.

Algorithm 1 Algorithm used to detect hands and �ngers. Original code from Garratt
Gallagher in ROS Finger Detection demo. Highest level. Partial functions in algorithm 2, 3

1: Convert depth map into pointcloud
2: . remove points unrealistically close (errors) and points to far away
3: Detect hand (pointcloud; handcloud)
4: Detect �ngers (handcloud)

Based on this the metrics can be de�ned. The metrics are divided in a static and a dynamic
part. The static part is about the stability of detecting the hand and 0, 2 (thumb and index
�nger) or 5 �ngers. In principle this is tested on an inated glove as this is more accurate to
position and hold steady. That these kind of gloves are used practical situations like operating
theatres makes them signi�cant. To cover the material aspect of the latex and tape used to
shape the hands in one angle a real hand is used.
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Figure 47: Finger based gesture control for ’Minority report interface’ in
ROS. Extended example: http://www.ros.org/news/2010/12/
minority-report-interface-using-kinect-ros-and-pcl.html

The second parameter is the e�ect of the angle of the hand-arm line with respect to the
camera on the quality of the �nger detection. A third aspect is the e�ect of rotation of the
hand which will be covered for the best angle with 5 �ngers only.
The dynamic aspects are the opening and closing of the hand. This will be modelled by 4
snapshots from a recording of a closing hand.

The distance between the hand and the camera for these test will be chosen in the optimum
working area of the camera under test. For the Kinect this will be just past 50 centimetres
as there, just at the start of its working area, is the highest detail. For the D-Imager this
will be around 0.9 meters as this is the distance it just starts working properly on hands and
gloves.

Results

In �gure 48 the assembly can be seen for the static tests. The hand is mounted on a sliding
T bevel for setting the desired angle. The hand is squeezed between cardboard to correct the
shape. In �gure 48 is illustrated how the glove is adapted to fold in the �ngers. As there is
some exibility in this test assembly the angles have some margin. In the dynamic tests this
is replaced by a real arm.
The results for the static tests can be found in table 7. During the test the detection of the
hand itself failed now and then, these frames are kept out of the results as imperfections in
the hand detection are not the focus. An average is taken over 30 frames in which a hand is
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Algorithm 2 Algorithm used to detect hands and �ngers. Original code from Garratt
Gallagher in ROS Finger Detection demo. Detect hand detail.

1: function Detect hand (pointcloud; handcloud)
2: for (i=0; i<5; i++) do
3: Find point closest by camera/origin
4: Detect potential handcloud around that point
5: if (potential handcloud to small) then
6: Remove points from cloud
7: else
8: Break
9: end if

10: end for
11: if (potential handcloud to small) then
12: return False
13: end if
14: Determine centre of potential handcloud
15: Find points within 10cm from centre
16: Determine distance of the centroid of the potential handcloud.
17: Find points that are maximal centroid distance away.
18: if (Amount of points within centroid distance / potential handcloud size) > 0.3 then
19: Cloud is not a hand, to much other objects nearby
20: end if
21: Save potential handcloud as handcloud
22: end function

Figure 48: Assembly for static �nger detection tests. The hand is mounted on a sliding T bevel for
setting the desired angle. The hand is squeezed between cardboard to correct the shape.
As there is some exibility in this assembly the angles have some margin. The 2 images
on the right show how the �ngers are folded with matt tape to get the 2 and 0 �nger
poses.

detected. As can be seen, the results are not that di�erent. In both cases the 25� angles are
a bit of a challenge. The D-Imager has slightly less correct detections while the Kinect has
some more wrong detections. This is probably because the angle dependency of the Kinect as
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Algorithm 3 Algorithm used to detect hands and �ngers. Original code from Garratt
Gallagher in ROS Finger Detection demo. Detect �ngers detail.

1: function Detect fingers (handcloud)
2: Determine direction handcloud via eigenvalues
3: for (each point in handcloud) do
4: Find hand points within 3cm of point
5: if (size subcloud > density threshold) then
6: Add point to palm cloud
7: Mark points as not �nger . If over the threshold then density proofs it to be

part of the hand
8: end if
9: end for

10: Add all non palm hand points to potential �nger cloud
11: for (each point in potential finger cloud) do
12: Find points within tolerance distance as potential cluster
13: if (potential cluster > minimum size) then
14: Save potential cluster
15: end if
16: end for
17: for (each potential cluster) do
18: Merge if overlapping enough
19: end for
20: for (each cluster) do
21: if (Direction perpendicular to hand direction) then
22: Remove cluster as it is the wrist
23: end if
24: end for
25: end function

seen in the cylinder tests and the fact that Time-Of-Flight (TOF)/D-Imager average over a
larger area cause the Kinect to have more holes in the depth map around the edges of folded
in �ngers.
The glove or the hand does not break this pattern although the D-Imager seems to work a
bit better on the real hand.
At 85� the D-Imager has problems. This can even be seen for 0 �ngers in �gure 49a. Here
are the most common errors in the 0 �ngers 85� case illustrated. About half of the wrong
detections looked like thumbs and little �ngers (pinkies), but their ’joints’ stick out a bit
which happens less on a real hand. The real problem comes when there are �ngers to be
detected. At 85� they are not recognized any more as part of the hand even though at �rst
glance they seem �ne. Closer inspection shows that the detected �ngers are about 4 points
wide, the outer of these points lie further to the back due to the TOF shadowing e�ect making
the �ngers e�ectively 2 pixels wide. This is not related to the possible semi transparency of
the glove as the same e�ect shows up when the glove is worn instead of blown up as shown
for both modalities in table 7 in the rows marked ’real @ 65�’. Reducing the Kinect to the
same resolution does not give the same results. Due to the closer working distance the �ngers
are about 5 a 6 pixels wide and all pixel are around the same correct distance. The problem
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seems to appear only for 85� as at 65� the �ngers are slightly wider giving a width of 3 or at
the base even 4 detected pixels.
Of the detections in table 7 the wrong detections are mainly very noisy and do not last over
the frames. The correctly detected �ngers are more stable, especially for the Kinect which at
the right angles even detects practically all �ngers. This makes it reasonably easy to �lter out
the wrong detections. It would be interesting, especially for the D-Imager to look into more
advanced tracking of the �ngers based on detections in previous frames, the hand direction
and shape to extend with reasonable con�dence the detections.

0 2 5
Wrong Correct Wrong Correct Wrong

D-Imager

25� 1.07 0.23 0.87 1.33 0.10
45� 1.67 1.17 1.07 2.03 0.27
65� 0.93 1.23 0.50 2.90 0.13
85� 1.37 0.97 0.43 1.00 0.20

real @ 65� 0.40 1.77 0.23 4.23 0.53

Kinect

25� 1.57 0.87 0.60 1.63 1.10
45� 0.26 2.00 1.17 1.83 0.17
65� 1.80 2.00 1.17 4.83 0.17
85� 1.54 2.00 1.03 5.00 0.00

real @ 65� 2.20 2.00 1.37 4.87 0.20

Table 7: Results for the static �nger detection test over 30 frames for a number of hand positions
(0, 2 and 5 stretched �ngers) on a number of angles with the camera normal. Additionally
to exclude transparency e�ects a gloved hand is given for 65� . For each combination the
amount of correctly and wrongly detected �ngers is given. Frames where the hand is not
detected are not considered as imperfections in the hand detection are not the focus of this
test.

In table 8 the results for the tests for rotation are presented. From this and �gure 49b can
be concluded that it has no e�ect and only the angle to the camera normal matters as the
values are similar to detection of a medium angle between 45� and 65� for the Kinect which
in the image can be seen is a good estimation of the angle. The D-Imager was placed slightly
tighter and its results look like the 25� and 45� results.

Correct Wrong

D-Imager 45� 1.90 0.26
90� 1.60 0.03

Kinect 45� 4.87 0.00
90� 3.23 0.03

Table 8: Results of test of rotating the hand.

In �gure 50 are snapshots of the opening/closing of a hand. Sub-�gures a to d are from the
D-Imager. Sub-�gures e to h are from the Kinect. As can be seen for the D-Imager the
�ngers merge much earlier than for the Kinect. Because of this there are less detections, but
those that are are more likely noise, although not very obvious, one of the two detections in
sub-�gure a is the thumb, only the direction is a bit o�. The Kinect just detects the �ngers
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(a) Detection of false thumb and little �nger on the completely
closed hand at 85� with the D-Imager.

(b) Detection of �ngers on a 90� turned hand
with the Kinect e�ectively working the
same as a horizontal hand.

Figure 49: Examples of detected �ngers

very quickly, but has some problems with the directions then. All in all both cameras have
a quite clear di�erence between an open and closed hand and the dynamic aspect causes no
noticeable di�erences with the static test.

In conclusion the di�erence between the cameras might be smaller than might have been
expected. This di�erence between expectancy and reality can be explained by the fact that
the details the Kinect can properly handle, like detecting small curves cause it to �nd details,
like folded in �ngers, that it then still detects. Everything considered with both systems
can be worked, especially if some extra post processing on the detections is performed. For
example to remove noisy wrong detections or folded in �ngers. The D-Imager will demand
more care to create stability in the algorithm to keep the �ngers tracked over time with
high probability. Stereo cameras would probably perform reasonable as well. Hands have
a reasonable amount of texture, if only from the edges to be detectable. The gloves could
make it di�cult though. The speed of stereo cameras would need some attention because for
�ltering noisy �nger detections out, a reasonable speed is required. The fact that the Kinect
works well at 320 x 240 pixels suggests stereo cameras can do this as well. If the working
space in the stereo image can also be reduced, a high enough speed should be achievable.
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D-Imager

(a) (b) (c) (d)
Kinect

(e) (f) (g) (h)

Figure 50: Snapshots from the opening/closing of a hand. Top row sub-�gures a to d are from the
D-Imager. Bottom row sub-�gures e to h are from the Kinect.
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4.2 Body reconstruction

The body reconstruction application originates from the desire to have an optical system
to calculate a persons body fat percentage. In literature like [16, 24] there are formulas to
calculate this percentage and they require a 3D model of the subject through the volume
of this model. These fat calculations are beyond this test which focusses on calculating the
volume as this is a suitable metric.
The precision needed for reliable calculations is not yet known. This test is a �rst investigation
in the amount of detail that is achievable when getting a volume. To do this the subject
is imaged from three directions with cameras placed evenly spaced around the subject as
illustrated in �gure 51a. These images give point clouds that can be merged. Ideally this
merging is done algorithmically to avoid interpretations biased towards the desired volume.
But such an algorithm is not available, which should be taken into account when weighing
the value of the results. This merged point cloud can then be transformed into a surface after
which the volume enclosed by the surface can be calculated.

(a) Schematic of the test assembly of cameras, ob-
ject and reference object.

(b) View from one of the cameras on the object also show-
ing the white reference object on the oor.

Figure 51: Volume test assembly both schematic and a photo shot of the assembly.

To come to a reconstruction of the subject from the three point clouds a number of steps
have to be taken :

1. Align the point clouds of the three perspectives of the subject correctly.
2. Merge the aligned clouds to one cloud of the subject.
3. Reconstruct a surface on the cloud.
4. Gather evaluation data from the surface.

Results

By making the subject a static object the test assembly is simpli�ed to allow the use of only
a single camera. This way the images do not have to be shot all at once to be suitable for
merging. This static subject needs to have a known volume to use as reference value. The
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metric is then how close the volume calculated from the cameras shots is to the real volume.
Ideally the static object would be a mannequin but by lack of this the human shape is modelled
by stacking three moving boxes (standard size: 485 x 325 x 380 mm) as illustrated in �gure
51b allowing the calculation of the reference volume. As can be seen the stacking is not
completely perfect, remeasuring gives a hight of 1130 mm at one side and 1148 mm at the
other due to a tilt of the top box. As reference value is 0:485 � 0:325 � (1:130+1:148

2 ) � 0:179m3

taken.

To follow the steps to reconstruct the object the open source program Meshlab [5] is used.
This program is a toolbox for manipulation of unstructured 3D triangular meshes, but also
of (the underlying) point clouds.
Of each perspective one frame is transformed with Matlab into a (corrected) point cloud and
written in a ’.ply’ �le for importation into Meshlab. This is illustrated in �gure 52. Following
the plan to reconstruct the surface:

1. Align the point clouds of the three perspectives of the subject correctly. The results are
illustrated in �gure 53.

2. Merge and clean up the clouds to remove noisy outliers, close holes the cameras could
never reach etc. The results are illustrated in �gure 54

3. Calculate the normals per vertex on the point cloud as input for surface reconstruction.
4. Reconstruct a surface on the cloud. Poisson surface reconstruction produces a watertight

surface of the cloud with surface normals. The results are illustrated in �gure 55.
5. Gather evaluation data from the surface. The volume of a surface can be calculated if

the surface is watertight such as the result of the Poisson surface reconstruction. The
results of this can be found in table 9 together with the deviation of the reference value
in terms of percentages.

The deviations given in table 9 are of course relative to the total volume. Regions where
the surface is placed too far out can be partly compensated by those where it is too far
out potentially hiding a lesser accuracy than actually seems to be at �rst glance. In this
case with the boxes and the way the surfaces in �gure 55 look this might have occurred for
the D-Imager. This directly touches on a second metric that is less easy to quantify, shape
correctness. This is much better for the Kinect.

Figure 52: Kinects clouds of the three perspectives before merging.
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(a) Kinect. In the foreground the reference object can be
recognized nicely matching in the green and red per-
spective.

(b) D-imager. The reference object is not recog-
nizable in the noisy oor measurements.

Figure 53: Point clouds of the 3 perspectives brought into alignment before cleaning up.

(a) Kinect (b) D-Imager

Figure 54: Cleaned up merged clouds leaving only the merged point cloud of the object. The clouds
are closed on bottom by adding points. For the Kinect also the top is manually closed.
The D-Imagers slightly higher position and shadowing e�ect produced enough pixels on
the top.

To be noted here is that the choices made while moving the clouds together have a major
inuence on the result. It is di�cult to get a high con�dence in the results of the merger with
objects lacking much features and of which the perspectives not always have overlap such as
this stack of boxes. In the real case on humans this should not be a problem. For the overlap
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(a) Kinect (b) D-Imager

Figure 55: Closed surface constructed from objects merged point cloud. The more noisy output of
the D-Imager results in a much more erratic surface that at one side does not completely
�ll the cloud.

m3 % o�
Calculated 0.179 NA

Kinect 0.182 +1.3
D-Imager 0.169 -5.7

Table 9: Final results of the volume of the reconstructions and the deviation to the calculated value.

problem to be solved more cameras are needed, the addition of each one reduces the chance
of lack of overlap.
This showed up while merging the Kinect clouds as at the �rst try the object became much
bigger. There seems to be some noise along the vertical edges of the boxes where the other
side goes out of view. This noisy edge sticking over is illustrated in �gure 56a where the noisy
edge of the red side sticks out past the green side. Looking back at recordings for the static
box and this test these noisy edges can indeed be found as illustrated in �gure 56b. Checking
this with exact point values for the 2 meters o�ce light case in Matlab there is indeed a
horizontal extension of several centimetres found while in the vertical direction the size is
very accurate. Looking back at the cylinder test where horizontal versus vertical aspects
are placed, we see also that when the cylinder is vertical (and thus its diameter horizontal)
the values are slightly bigger. The explanation for this could be searched in the matching
algorithm but this is unavailable.
For the D-Imager the noisy results created some ambiguity in putting clouds in overlapping

positions but here just as the Kinect cloud the position with the least points lying outside
the overlap area, 90� inside angles and parallel walls should give the most trusted result.
In �gure 54b of the cleaned up merged point cloud of the D-Imager a curvature is visible in
both short sides. This looks like the remaining distortion that was also found in the plane
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(a) Noisy edge of red plane sticking out of
the box past the green plane.

(b) Colourcoded depthmap of box. Black marked
selection enhanced in �gure (c)

(c) Detail of noisy edge in box recording. The blue, purple and red are the background. The lila, white and yellow
the box. It can be seen that the edge is not straight.

Figure 56: Illustrations of noisy edges.

tests and illustrated in �gure 29.

An interesting observation in this is that even though the bounding box for the D-Imager
surface is in all dimensions bigger than the one for the Kinect the object is smaller. The
causes of this are the rounder corners and dents in the object which in turn are caused by
the more noisy depth map of the D-Imager.

Because in this test the the images were shot sequentially instead of parallel there have been
no interference issues. In an other test assembly with multiple Kinects this interference has
been experienced but can be avoid for this application by coordinating the data collection to
perform it serially but in very quick succession to avoid most movement distortions. For the
D-Imager the expectancy is the same. Stereo cameras would of course be una�ected.

Even though all the aspects mentioned made the merge di�cult the question remains whether
an algorithm could reach the same quality. The human overview of the whole problem is hard
to match. The performance of such an algorithm will have at least as big an inuence on the
result as the chosen cameras. For the camera aspects the Kinect seems to perform noticeably
better than the D-Imager in general, the bigger variations detected in previous test and lower
resolution being the main reasons. This noise of the D-Imager might increase the di�culty
for an algorithmic solution.

For rough estimation of the accuracy one set of images made of a human being has also been
merged. The results of this are in �gure 57. In �gure 57a the merger of the point clouds
is illustrated, as expected there are a few holes in this, for example under the feet. There
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is a hole on the top of the head as well as the subject is taller than the height the cameras
are placed on. It is clearly visible that the subject wears a sweater. This becomes clear by
the loose sleeves visible under the arms and the upstanding collar around the neck. These
aspects make it more complicated to calculate a correct volume. Reconstructing the surface
similarly to the stack of boxes results in the surface of �gure 57b. This method has problems
with keeping the arms and the legs separate. An alternative surface reconstruction based on
alpha shapes [17] gives a better result as illustrated in �gure 57c. This surface is a lot less
fused together, but contains a lot of holes preventing the calculation of a volume, but would
be a good starting position for future work to come to a well matching watertight volume.
The volume available is that of the poisson surface of �gure 57b. The volume of this surface
is 0.161m3. As a humans density is approximately 1000kg=m3 this suggests that the subject
weighs approximately 160kg. This is around 1.5 or 2 times as much as one would expect
of somebody of this size and posture. The explanation for this has to be found in a lot of
components: the areas that are fused together; the clothes; possible merge errors; the earlier
discovered widening of the images of the Kinect; etc.
This test has emphasized the need for an standardized merging system able to reduce the
unknown variation in merging results. This has also shown that at least for �rst development
the subjects should be recorded with a minimum of clothes. Finally it has shown that for this
system further investigation into suitable surface reconstruction techniques is required.

(a) Point cloud of the merged views
on a person.

(b) Poisson surface reconstructed on
point cloud of �gure (a)

(c) Alternative surface reconstruc-
tion. Better shape but not water
tight.

Figure 57: Point cloud and surfaces created from the depth images of a human.
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Future steps
To continue working on this application a number of aspects could do with additional inves-
tigation. First there is the predictability of the quality of the merges. If you merge multiple
people, is the margin reasonably constant. Something a lot easier to do when there is an
algorithm to merge, the second point that needs further investigation.
To do it algorithmically each crossing from one view to the other has to have overlap to min-
imize the di�erence on. Secondly the matching should be done for 2 distinct parts probably
requiring di�erent merging criteria: the oor with the reference object and the object to be
merged. Then the matching scores of the 2 parts should be weighted properly to �nd a joint
optimum. If additional features are necessary for the merging it would be possible with a
camera like the Kinect with an additional RGB camera to add the colour value to each 3D
point.
A potential third investigation could be to perform a proper shape consistency test. For this
there needs to be a model of the object to compare it to. Check for distance di�erences
between the real surface and the found surface. To get such a model either an item has to
be scanned by a calibrated high accuracy scanner. Alternatively you could start out with a
model and use a precise 3D printer to make a matching object to perform the tests on.
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5 Conclusions
This study has shown that the development of cameras has reached the point by now that
multiple technologies are, or soon will be, in the price quality range needed for consumer
applications. Allowing the choice for what speci�c technology to be based on the properties
of the scenes the application will have to function in. Is there enough texture? What is
the light condition? Can I control these properties? What is the budget in price, energy
consumption and computational complexity?

The geometric evaluation of chapter 3 has shown that there are just a few points distinguish-
ing the cameras. The light conditions in which they function distinguish the passive stereo
system from the active competitors. This because passive systems require ambient light to
function while active systems need to be able to distinguish their own signal amongst the
ambient illumination. On resolution the Time-Of-Flight (TOF) technology is still lacking
while structured light and stereo are mostly limited by how much data can be processed in
time. Stereo depth values are less reliable as its dependency on scene texture more easily
leads to incorrect matches and thus depth values. The Kinect showed one weakness the other
cameras have not when it comes to registering movement. Because it uses a rolling shutter
not all pixels values are taken at the same moment resulting in distorted shapes of moving
objects.
All the tested cameras have some quirks concerning materials. For the stereo camera the
problem appears mostly in the requirement of texture. The active cameras have some issues
with highly reective or absorptive materials. Not all these properties can be predicted be-
forehand. Because of this it is advised for all cameras to try them in the actual environment
as they all have their own quirks concerning material dependencies and not all are easily
predictable.

The application tests of chapter 4 have further con�rmed the results found in chapter 3. But
they have also put them in perspective. Even though its lower resolution and accuracy, it
should still be possible to get a �nger detection system with the D-Imager to perform as well
as the Kinect or stereo camera. Actually proving this by developing a trustworthy algorithm
has been beyond the goal of this thesis. But this shows that the weaknesses of TOF are not
that important for this kind of close range applications depending on interpretation of the
scene.
When looking at the body reconstruction application the D-Imager has to surrender. This is
an application that really depends on accurate measurements and thus demands both enough
resolution as a high accuracy on the measurements. The D-Imager’s weakness on these aspects
resulted in a reconstruction with lumps over noise. Because this problem already arises at a
simple shape like the boxes it is unlikely to work on more complex shapes. Resolution and
accuracy are aspects that the Kinect and stereo cameras can o�er and resulted in a smooth
reconstructed surface out of the Kinect images.

Summarizing these results the Kinect or more general structured light will probably often
be the most interesting choice. This even though most comparison between cameras for this
range has been between TOF and stereo as described in the overview of the di�erent optical
depth sensor technologies in chapter 2.
When the requirements are high and the budget allows it, each of the camera systems could
be taken in a more accurate, faster version that might even be less sensitive on its weaknesses.
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Alternatively a combination of cameras could be chosen to compensate for each others weak-
nesses at a price of more hardware, energy consumption and computational complexity.

In the end the choice for a camera system is part of the bigger design of an application.
Where does the reliability come from? A great, probably expensive, camera that internally
compensates for all kinds of noise and deformations allowing for a relatively simple application
or a very cheap camera that provides an output that requires careful processing, interpreting
the noisy image to �nd the features of interest.
This study is another tool to decide if these two extremes are really that far apart and
make a good choice for the situation at hand. A camera like the Kinect seems like a great
trade-o� already. Being both cheap and quite accurate. The same thing goes for the related
stereo cameras where the algorithms are still progressing and have already reached interesting
combinations of accuracy while maintaining multiple frames per second. Finally TOF, still
slightly behind but probably catching up with the coming generation of cameras. With the
maturing of the technology and increase in resolution it could become the equal of structured
light.
But for now, the Kinect is a clear winner as long as the sun stays out of it. If the sun does
get involved, take a stereo camera and control the environment to have enough features.

Future work
The limited choice of camera systems in cases where also bright ambient illumination is
possible warrants investigation if there are active systems capable of functioning in direct
sunlight as a comment in [8] suggest is possible for TOF. If they can be found then the
question is how they compare to the examples investigated in this study.

The basics of the �nger detection application are investigated on individual frames. To
continue this line of research it would be interesting to investigate the quality of existing
algorithms to recognize hand gestures and improve upon these based on the camera properties.
The algorithm used in this project has been a relatively simple one leaving much room for
further improvements which would improve the amount of successful detections.

The body reconstruction application is still in its infancy. Because of this there are many as-
pects that still require investigation to come to a working application. Automatically merging
the clouds is one aspect. Another is �nding a good solution for a watertight surface over the
merged application, probably depending on camera properties like the density of the point
cloud.
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A Additional statistical data

The spatial analysis is done by analysis of means and standard deviations of the measured
values in a single image. The set of data from the combination of variables in distance
and light can then be analysed either directly from the table or via plots of this data. The
underlying precise data is presented for referencing in this appendix.

The temporal analysis of the depth maps of the objects is done based upon the means of
standard deviation per pixel and an abundance of images. Histogram of standard deviations
per pixel over 100 frames showing the distribution of the measurement variations. Planes of
the minimal and maximal measured values per pixel illustrate the variation in a di�erent way
via showing the most extreme outliers.
The tables with raw data and the additional images are in this appendix for referencing.

A.1 Light and plane

Table 10 contains the data of the analysis of the cameras on a at wall (�gure 23). These
results are plotted in �gure 25. For each distance and light combination the mean, standard
deviation with respect to the mean, standard deviation with respect to a �tted plane and angle
of �tted plane to the image plane is given. Because the 0.5 meters shots blinded the cameras
measurements are taken on a less reective red wall. The double vertical lines indicate the
transition from the wall �lling the full image, to partial still touching a side, to a small center
part.
The data shows the higher accuracy of the Kinect at shorter distances up till 4 meters. After
which it has deteriorated in such a way that the D-Imager performs better.

0.5m 1m 2m 4m 6m 8m 10m

K
in

ec
t D

ar
k Normal �(mm) 505 1008 2024 4111 6197 8541 -

�(mm) 8.8 7.0 23.0 98.0 174.2 259.4 -

PlaneFit �(mm) 7.6 3.8 15.9 56.7 130.7 236.9 -
6 (�) 1.8 1.3 1.9 4.4 7.1 7.3 -

O
�

ce Normal �(mm) 504 1009 2017 4068 6257 8477 -
�(mm) 11.0 12.7 16.0 54.9 161.0 268.0 -

PlaneFit �(mm) 10.1 3.7 15.0 50.6 132.1 194.7 -
6 (�) 1.7 2.8 0.7 1.5 7.8 11.8 -

D
-I

m
ag

er D
ar

k Normal �(mm) 493 989 1996 3992 6020 8088 10238
�(mm) 26.3 37.0 39.3 66.0 77.2 123.4 119.9

PlaneFit �(mm) 13.5 21.7 35.2 38.0 65.0 92.3 103.5
6 (�) 8.2 5.2 1.8 3.3 2.8 4.3 3.5

O
�

ce Normal �(mm) 512 989 1999 3988 6007 8110 10247
�(mm) 24.0 31.6 48.4 82.3 101.2 115.9 133.5

PlaneFit �(mm) 13.9 23.4 35.1 41.5 76.1 87.4 128.8
6 (�) 6.9 3.7 3.1 4.4 3.9 4.1 2.1

Table 10: Spatial analysis of the results of the cameras on a at wall.
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Table 11 contains the data for the temporal analysis of the cameras on a at wall (�gure 23).
These results are plotted in �gure 26. This table covers the mean of standard deviations per
pixel on plane (millimetres). Because the 0.5 m shots blinded the cameras measurements are
taken on a less reective red wall. The double vertical lines indicate the transition from the
wall �lling the full image, to partial still touching a side, to a small center part.
The data shows the kinect to outclass the D-Imager up till 8 meters where on the spatial this
only lasted till 4 meters illustrating better temporal behaviour of the Kinect.

0.5m 1m 2m 4m 6m 8m 10m

Kinect Dark �(�(mm)) 0.4 0.4 2.0 12.8 32.3 67.9 -
O�ce �(�(mm)) 0.8 0.5 3.1 12.5 41.9 78.7 -

DImager Dark �(�(mm)) 7.1 7.0 15.2 27.4 52.0 77.6 87.9
O�ce �(�(mm)) 7.6 7.2 17.2 32.0 60.5 76.4 108.2

Table 11: Temporal analysis of the results of the cameras on a at wall.

Histograms of standard deviation and minimum and maximum maps
For clarity the histograms are regularly reduced to the area of interest, illustrating the outliers
by the values at the end of the axis.
In �gure 58 can be seen that at 1 meter the Kinect has much less variation than the D-Imager.
It also shows that extra ambient light has just a small e�ect on the variation. Figures 59 and
60 the spot in the D-Imager maps caused by some over illumination stands out immediatly.
No extreme values are noticeable.
In �gure 61 can be seen that at 4 meters the Kinect has a spread of about 10 times higher
than at 1 meter. For the D-Imager this is just a factor of about 2 - 2.5 and some higher
outliers. Extra ambient light has still the same small e�ect on the variation. Figures 62 and
63 show some minor distortions for the D-Imager, probably due to the lens. The Kinect’s are
as expected.
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(a) Kinect, darkness. Top zero bar around 180000 (b) D-Imager, darkness. Top zero bar around 160000

(c) Kinect, o�ce light (d) D-Imager, o�ce light

Figure 58: Histograms of standard deviations at 1 meter. Horizontal axis standard deviation values,
vertical occurrence numbers.
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(a) Kinect, minimum values. (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 59: Plots of min and max values at 1 meter in darkness
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(a) Kinect, minimum values. Small peak at 0 left out of scope. (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 60: Plots of min and max values at 1 meter in o�ce light
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(a) Kinect, darkness (b) D-Imager, darkness

(c) Kinect, o�ce light (d) D-Imager, o�ce light

Figure 61: Histograms of standard deviations at 4 meters
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 62: Plots of min and max values at 4 meters in darkness
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 63: Plots of min and max values at 4 meters in o�ce light
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A.2 Light and cylinder

Table 12 contains the spatial analysis data of the results of the cameras on a cylinder. These
results are plotted in �gure 32. These results are similar to the plane test results. The
minimum working distance for the Kinect is 55 cm. For the D-Imager 80 cm is used but
at this distance it is still slightly distorted. At 4 meters, there are very few pixels left on
the cylinder especially for the D-Imager. For the Kinect the disparity step size becomes a
problem as illustrated in �gure 33.

Kinect D-Imager
min 1m 2m 4m min 1m 2m 4m

D
ar

k Hor �(mm) 119 119 119 121 128 119 117 119
�(mm) 2.7 3.5 6.4 24.3 37.5 8.3 15.0 22.5

Vert �(mm) 120 119 120 119 135 119 119 113
�(mm) 3.4 3.5 7.8 26.3 33.6 7.8 21.0 24.0

O
�

ce Hor �(mm) 119 118 119 121 128 119 118 124
�(mm) 2.4 3.2 7.4 24.4 44.9 9.0 15.0 28.9

Vert �(mm) 121 120 121 123 129 115 120 121
�(mm) 2.5 2.7 10.3 27.7 42.4 8.4 16.2 29.4

Table 12: Spatial analysis of the results of the cameras on a cylinder.

Table 13 contains the temporal analysis data of the results of the cameras on a cylinder. The
values considered are the means of the standard deviation per pixel over about 100 frames.
The minimum working distance for the Kinect is 55 cm. For the D-Imager 80 cm is used
but at this distance it is still slightly distorted. At 4 meters, there are very few pixels left
on the cylinder especially for the D-Imager. For the Kinect the disparity step size becomes a
problem as illustrated in �gure 33. These results are very similar to those of the plane test.

minimum 1m 2m 4m

Kinect
Dark Horizontal �(�(mm)) 0.56 0.52 2.17 15.14

Vertical �(�(mm)) 0.55 0.77 2.46 12.97

O�ce Horizontal �(�(mm)) 0.47 0.94 3.20 25.94
Vertical �(�(mm)) 0.48 0.18 2.66 10.25

DImager
Dark Horizontal �(�(mm)) 6.30 7.38 14.39 33.90

Vertical �(�(mm)) 6.55 7.34 13.72 33.86

O�ce Horizontal �(�(mm)) 8.43 6.95 17.11 36.79
Vertical �(�(mm)) 9.66 7.94 17.13 29.75

Table 13: Temporal analysis of the results of the cameras on a cylinder.

Histograms of standard deviation and minimum and maximum maps
Only the area of the images containing the cylinder is considered in the cylinder test. For
clarity the histograms are regularly reduced to the area of interest, illustrating the outliers
by the values at the end of the axis.
In �gure 64 can be seen that at 1 meter the Kinect has much less variation than the D-
Imager. Comparing �gure 65 to 64 shows that the direction of the cylinder has no obvious
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e�ect. Figures 66, 68, 67 and 69 show no extreme outliers for the D-imager. But the edge
heights in the vertical images are a more similar distance than in the horizontal image. This
is probably caused by the ’mixed pixel e�ect’ for the D-Imager. In the case of the Kinect this
is probably caused by the pattern being easier to retrieve when there is a similarly distanced
other object touching on which the pattern can continue and thus be picked up.

(a) Kinect, darkness (b) D-Imager, darkness

(c) Kinect, o�ce light (d) D-Imager, o�ce light

Figure 64: Histograms of standard deviations at 1 meter of horizontal cylinder.

In �gure 70 can be seen that at 4 meters the Kinect still has a similar distribution as in �gure
64 but drawn out over a range of values 10 times as big. For the D-Imager this is less clear
due to the few pixels left on the cylinder. The distribution seems also similar but now only
drawn out over a range about 2 - 2.5 times as big. Comparing �gure 71 to 70 shows that the
direction of the cylinder has no obvious e�ect. Figures 72, 74, 73 and 75 is more di�cult to
read due to the few disparity steps of the Kinect at this distance and the few D-Imager pixels
but seem similar to 1 meter.
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(a) Kinect, darkness (b) D-Imager, darkness

(c) Kinect, o�ce light (d) D-Imager, o�ce light

Figure 65: Histograms of standard deviations at 1 meter of vertical cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 66: Plots of min and max values at 1 meter in darkness of horizontal cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 67: Plots of min and max values at 1 meter in o�ce light of horizontal cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 68: Plots of min and max values at 1 meter in darkness of vertical cylinder.
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(a) Kinect, minimum values. (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 69: Plots of min and max values at 1 meter in o�ce light of vertical cylinder.
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(a) Kinect, darkness (b) D-Imager, darkness

(c) Kinect, o�ce light (d) D-Imager, o�ce light

Figure 70: Histograms of standard deviations at 4 meters of horizontal cylinder.
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(a) Kinect, darkness (b) D-Imager, darkness

(c) Kinect, o�ce light (d) D-Imager, o�ce light

Figure 71: Histograms of standard deviations at 4 meters of vertical cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 72: Plots of min and max values at 4 meters in darkness of horizontal cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 73: Plots of min and max values at 4 meters in o�ce light of horizontal cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 74: Plots of min and max values at 4 meters in darkness of vertical cylinder.
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(a) Kinect, minimum values (b) Kinect, maximum values

(c) D-Imager, minimum values (d) D-Imager, maximum values

Figure 75: Plots of min and max values at 4 meters in o�ce light of vertical cylinder.
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