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Abstract

Sustainable and efficient management of a distribution system requires coordination between transportation planning and inventory control decisions. In this context, we consider a one warehouse multi-retailer inventory system with a time-based shipment consolidation policy at the warehouse. This means that there are fixed costs associated with each shipment, and retailer orders are consolidated and shipped periodically to groups of retailers sharing the same delivery routes. Customer demand is compound Poisson distributed and unsatisfied demand at each stockpoint is backordered and allocated on a First-Come First-Served basis. The system is centralized and inventory levels are reviewed continuously. The warehouse has access to real-time inventory information from the retailers, and uses a \((R,nQ)\) policy to replenish from an outside supplier/manufacturer. We derive the exact probability distributions for the inventory levels at the retailers, and use these to obtain exact expressions for the system’s expected shipment, holding and backorder costs, its average inventory levels and fill rates. Based on the analytical properties of the objective function, we construct an optimization procedure by deriving bounds on the optimal reorder levels and shipment intervals both for single-item and multi-item systems.
1 Introduction

The technological development of integrated supply chain information systems is making real-time point-of-sale and inventory information more and more accessible, also across multi-tier supply chains. In the process, administrative costs of sharing information and placing of orders are decreasing, thus reducing the economic incentives for aggregating demand information into orders. On the other hand, set up costs, batch processing, and shipment consolidation are important considerations in manufacturing and distribution of physical products. In freight transportation these issues are accentuated by fluctuating fuel prices and increasing emphasis on environmental concerns and sustainability. With respect to the latter, shipment consolidation can reduce the number of shipments (e.g. trucks) and thereby achieve both lower transportation costs and lower (carbon) emissions. However, consolidation typically means longer replenishment lead times and increased inventory costs. Thus, sustainability in terms of economic viability and environmental friendliness requires coordination and balancing of shipment and inventory decisions.

In this paper, we focus on these issues in the context of a divergent two-echelon inventory system with a central warehouse and multiple non-identical retailers facing compound Poisson demand. The system is characterized by a time-based shipment consolidation policy at the warehouse, in conjunction with real-time point of sale data and centralized inventory information. The consolidation policy means that outbound shipments from the central warehouse are dispatched periodically to groups of retailers sharing the same delivery routes (a group may consist of a single retailer). Thus, retailer orders are consolidated for the retailers on the same route over the time between shipments, referred to as the shipment interval. The delivery routes and grouping of retailers are determined exogenously and optimizing their design is beyond the scope of this paper. Inventory replenishments are based on continuous review information, batch ordering at the warehouse, and base stock ordering at the retailers. The contributions of our work include derivations of the probability distributions for all inventory levels in the system, and determination of the associated expected costs and retailer fill rates. We also provide optimality bounds that allow for joint optimization of the shipment intervals and the reorder levels in the system. The results encompass both the case of backorder costs per unit and time unit at the retailers, and the case of fill rate constraints. For the latter, the total costs only consist of the expected shipment and holding costs. The analysis is applicable to single-item as well as multi-item systems, although the focus in this work is placed on the former. The approach for analyzing the system is new, and can be used for analyzing other types of divergent inventory systems.

Initial motivation for our work stems from discussions with a large European company that manufactures and sells sheet metal products to the construction industry. The company produces both
to order and to stock, where the former typically involves customized solutions for large construction projects. Focusing on the latter, products are distributed from a central warehouse to a large number of retailers and market companies (hereafter jointly referred to as retailers) using connected IT and inventory control systems. This means that there is centralized access to point-of-sale data and inventory information in real time for the network. Currently, this information is not used for centralized control of the system, but there are ongoing discussions about how this may be done. Many of the company’s products are large and bulky with relatively low value to volume ratio. Thus, transportation costs are generally high, meaning that shipment consolidation, and efficient use of the transport capacity are important for the company. Consolidated shipments from the warehouse to the retailers are dispatched periodically to groups of retailers. The transportation planning is performed in-house, but the transports are contracted from external service providers. All outbound transports from the warehouse are made by truck, either a dedicated vehicle delivering to a group of retailers on a specified route, or a shared vehicle utilizing the transport provider’s network of terminals. Looking downstream, the majority of the company’s customers are construction companies of different sizes, which typically place batch orders dedicated to specific construction projects. As these projects vary in sizes so do the batch sizes. Thus, the customer demand is characterized by randomness both in the number of orders that arrive, and in the size of individual orders. Structurally, this corresponds well to a compound Poisson process, which motivates its use in our present work. Upstream, the warehouse replenishes most of its stock by placing orders with the company’s own manufacturing plants.

Further motivation for our work is based on contacts with several other companies (including some spare parts service providers) that use, or are in the position to use, different types of VMI (Vendor Managed Inventory) systems in combination with periodic shipment schedules. (For overviews of different types of VMI systems, see, for example, Cheung and Lee 2002 and Marques et al. 2010.) Although the details may vary, these systems are characterized by a supplier/central warehouse with the mandate to control inventories at different customer locations/retailers under specified service agreements. This control is typically facilitated by access to point-of-sale data and inventory information from the retailers. These centralized systems offer the supplier flexibility in planning production, distribution and replenishing activities. However, a recurring question these companies struggle with is how the centralized inventory information may be used for improved control of their multi-echelon inventory systems.

**Literature Review**

Our work is closely related to Marklund (2011), which considers a similar system under the more
restrictive assumption of Poisson demand. Marklund (2011) presents a fast recursive procedure for determining the exact average costs per time unit, and for optimizing the reorder levels at all inventory locations for a given set of shipment intervals. A heuristic for determining near optimal shipment intervals is also presented. Compared to Marklund (2011) our present work distinguishes itself in three major ways. Firstly, it is more general as we provide an exact approach for compound Poisson demand. Secondly, we use a new methodology for analyzing the system, which enables determination of the inventory level distributions and service levels at all locations, not just the expected costs as in Marklund (2011). Thirdly, we provide upper and lower bounds for the optimal shipment intervals and reorder points in the system, thereby enabling joint optimization of these decision variables.

Howard and Marklund (2011) and Howard (2013) build on the work in Marklund (2011) and use simulation to investigate the cost benefits of replacing the First-Come First-Served (FCFS) allocation assumption at the warehouse with state dependent myopic allocation policies under Poisson demand. Howard and Marklund (2011) deal with one retailer group whereas Howard (2013) considers multiple retailer groups and a policy that offers a performance guarantee over FCFS. Both studies conclude that some cost benefits exist for long retailer lead times, particularly, when the allocation decision is postponed to the moment of delivery, but in general the FCFS assumption performs very well. Gürbüz et al. (2007) also consider joint inventory and transportation decisions, but for a system where the warehouse is a stockless cross docking facility that orders for a set of retailers simultaneously. This policy is compared to three well-known policies including one with fixed replenishment intervals.

Our present work is also related to the general multi-echelon literature which does not take shipment consolidation decisions into consideration. Of particular interest is the stream of literature on analysis of continuous review one-warehouse multiple-retailer systems. For overviews, see for example, Axsäter (2003) and Axsäter and Marklund (2008). Early contributions include Simon (1971), Graves (1985) and Axsäter (1990), which consider systems with Poisson demand, complete backordering, FCFS allocation, and base-stock policies at all locations. Graves (1985) uses an exact approach similar to Simon (1971) for determining the probability distributions of the retailers inventory levels and the expected system costs. An accurate approximation is also presented. The analysis is based on determining the steady state probability distributions of the number of outstanding orders at each retailer by binomial disaggregation of the total number of outstanding orders. The approach is also commonly translated into disaggregation of the total number of warehouse backorders to obtain the distribution of warehouse backorders destined for each retailer (c.f., Axsäter 2006). Generalizing the method to handle compound Poisson demand is difficult and has so far not been done. The challenge is how to disaggregate the distribution of the total number of outstanding orders to specific retailers.
Axsäter (1990) provides exact and computationally efficient recursive expressions for the system’s expected inventory holding and backorder costs. His approach is based on tracking an arbitrary unit through the system, and determining the holding and backorder costs it incurs. The method does not involve the inventory level distributions at the retailers. Our work is related to both these approaches. As we are interested in the inventory levels in the system, we derive the exact probability distributions of warehouse backorders destined to each retailer. However, instead of disaggregating the total amount of backorders, we obtain these distributions by tracking what happens in the system backwards and forwards in time. The methodology of Axsäter (1990) has been extended in various ways to deal with more general divergent systems. For example, Axsäter (1993a, 1998) and Forsberg (1997) consider exact and approximate models with installation stock $(R, Q)$-policies and Poisson demand. In case of compound Poisson demand, Forsberg (1995) shows how to exactly calculate costs for base-stock policies at the retailers as weighted sums of the expected costs of $(S-1, S)$ systems with Poisson demand obtained from Axsäter (1990). Axsäter (1997) extends the model to echelon stock $(R, Q)$-policies (the echelon stock of an inventory location includes the stock at the location itself and at all downstream locations). In a parallel work, Chen and Zheng (1997) provide an alternative method for evaluating echelon-stock $(R, Q)$-policies that is exact for Poisson demand and approximate for compound Poisson demand. This approach is related to the disaggregation of warehouse backorders used by Simon (1971) and Graves (1985). Of particular interest for our work is Axsäter (2000), which provides exact analysis of the expected holding and backorder costs and the probability distributions for the inventory levels in a one-warehouse N-retailer system with installation stock $(R, Q)$-policies and compound Poisson demand. In the special case of no shipment consolidation and batch quantities equal to one at all retailers, our present work offers a different way to analyze the system in Axsäter (2000).

The literature on divergent continuous review systems also contains papers that investigate other warehouse ordering policies utilizing more detailed inventory and demand information. Marklund (2002) provides an exact analysis of a new type of service level policy at the warehouse (referred to as an $(\alpha_0, Q_0)$ policy) that uses real-time information about the individual inventory positions at all stockpoints. In a parallel work Moinzadeh (2002) investigates a generalized installation-stock $(R, Q)$ policy at the warehouse assuming identical retailers. Axsäter and Marklund (2008) derive a warehouse ordering policy that is optimal in the class of "position based" policies, which encompass all the policies discussed above. They also relax the FCFS assumption made in all previous models cited above. Marklund (2006) focuses on the use of advance order information, and provides exact and approximate analysis of warehouse reservation policies. These policies enable the warehouse to differentiate its service to the retailers through temporal allocation and prioritization. All the models
above assume the use of partial deliveries, i.e., all stockpoints ship what is available as soon as possible.

Apart from the exact results mentioned above there exist a large number of approximations for analyzing one-warehouse-N-retailer inventory systems, (c.f., Axsäter (2003) for an overview). One of the most common approximation techniques is to replace the stochastic delay due to stockouts by its average value. This idea originates from the METRIC model by Sherbrooke (1968) and has been developed and adapted to many different settings in e.g. Sherbrooke (1986), Zipkin (2005 p.335), Andersson et al. (1998), Andersson and Marklund (2000), Axsäter (2003) and Berling and Marklund (2013, 2014). This group of approximations is related to our work as the average waiting time usually is obtained by dividing the average total amount of backorders at the central warehouse with the average total demand per time unit. In some special cases this renders the correct mean, but in general the average waiting time per demanded unit at a warehouse is different across the retailers. Our analysis of the backorders at the central warehouse can be used for determining the correct average waiting time for each retailer. In this respect our work is related to Kiesmüller et al. (2004), which focus on an approximation model involving the first two moments of the waiting time.

The time-based dispatching and use of fixed shipment intervals links our present work to the research on divergent periodic review systems. A major difference compared to the traditional periodic review literature (see, for example, Federgruen and Zipkin 1984, Jackson 1988, Federgruen 1993, Axsäter 1993b, Graves 1996, Houtum et al. 1996, Heijden et al. 1997, Diks and de Kok 1998, 1999, Cachon 1999, Cachon and Fisher 2000, Axsäter et al. 2002, Özer 2003, Chu and Shen 2010, Marklund and Rosling 2012, Shang et al. 2014, and references therein) is that in our current model only shipments are made periodically, while inventory is reviewed and replenished continuously. Graves (1996), Axsäter (1993b), and Shang et al. (2014) have a closer relationship with our work because they assume a virtual (FCFS) allocation policy based on Poisson demand arrivals. This means that the inventory levels must be monitored continuously even though orders are generated periodically. Our model assumptions are less restrictive with respect to the compound Poisson demand and the \((R,Q)\)-policy at the warehouse. A distinguishing feature of Shang et al. (2014) compared to Graves (1996) and Axsäter (1993b), is that not only the base-stock levels but also the reorder intervals are decision variables. An important contribution is that the authors are able to provide bounds that facilitate optimization of all these decision variables to minimize the total expected costs. The reorder intervals are related to the shipment intervals in our model.

Finally, there is a connection between our work and the body of literature that investigates different types of consolidation policies for outbound shipments in a single-echelon context. The focus in this literature is placed on a VMI supplier (typically with a negligible replenishment lead time) that receives
orders from multiple retailers. The supplier wants to decide how and when to replenish and dispatch shipments in order to minimize its inventory and shipment costs. Examples from this literature include Çetinkaya and Lee (2000), Axsäter (2001), Çetinkaya and Bookbinder (2003), Çetinkaya et al. (2008), and Mutlu et al. (2010). In principle, these (and other) papers consider three types of consolidation strategies for Poisson or compound Poisson demand: (i) time-based consolidation policies where time dictates when shipments are dispatched, (ii) quantity-based policies where shipments are consolidated into fixed dispatch quantities, and (iii) time-and-quantity based policies where shipments leave either when a dispatch quantity is reached or when a certain time has passed since the last dispatch. None of these papers provide an exact analysis similar to our present work.

The remainder of this paper is organized as follows. Section 2, describes the detailed model assumptions and the associated total cost function for the single-item model. Section 3 presents exact analysis of the inventory level distributions as well as the backorder distributions at the central warehouse. Section 4 explains the optimization procedure. Section 6 extends the model formulation, cost analysis and optimization procedure to the multi-item case. Finally, Section 7 discusses possible extensions, future research directions and conclusions. The electronic companion of this paper containing all proofs and appendices is available together with the online version that can be found at http://or.journal.informs.org/.

2 Problem Formulation Single-Item Model

As explained above, the system under consideration is a centralized continuous review inventory system with one warehouse and \( N \) non-identical retailers. Initially (in Sections 2, 3 and 4), we limit our attention to single-item systems. Extensions to multi-item systems are described in Section 6. The warehouse replenishes its inventory from one or several outside suppliers with constant lead time \( L_0 \). The retailers order solely from the central warehouse (no lateral transshipments between retailers are allowed). All stockpoints use complete backordering and FCFS allocation of items to demands. Customer demand occurs at the retailers and follows stationary compound Poisson processes with discrete compounding distributions. Thus, customer orders at retailer \( i \) arrive according to a Poisson process, and the size of each order is random with a discrete probability mass function (referred to as a compounding distribution). The demand processes across different retailers can be different but they are assumed to be mutually independent. An important rational for using the compound Poisson process is that it offers the flexibility to model highly variable customer demand processes with order size uncertainty. This is a characterizing feature of the industry example motivating this work, but it also applies to many other real world systems (e.g. Kapuscinski et al.(2004)). For practical examples
of using compound Poisson processes to model real world demand we refer to, for example, Eaves (2002), Berling and Marklund (2013) and Lengu et al. (2014). Theoretically, the compound Poisson process is interesting because of its generality. For instance, it can be shown (Feller 1966, Axsäter 2006) that any demand process, where the cumulative demand follows a non-decreasing stochastic process with mutually independent increments (a common assumption in the inventory literature), can be represented by a limit of an appropriate sequence of compound Poisson processes.

Inventory control at the retailers is accomplished by base-stock policies with order-up-to level $S_i$ for retailer $i$. The use of base-stock policies is not an assumption per se, but a consequence of the assumption that POS (Point Of Sale) information is immediately transferred to the warehouse without any fixed costs associated with each transaction. Thus, there are no incentives to batch demand information from consecutive customers into consolidated orders. However, there are fixed costs associated with the transportation of physical products. These costs are considered centrally in the shipment consolidation of deliveries from the warehouse to the retailers over time and across groups of retailers sharing common delivery routes. In accordance with the referred literature on continuous review multi-echelon inventory systems all stockpoints apply a partial delivery policy. At the retailers, this means that a customer that orders more than what is on hand at the retailer will receive the units on hand and the remaining demand is backordered. Similarly at the warehouse, if only part of a retailer order (corresponding to a customer order) is on hand when a shipment is about to leave, the available units will be shipped immediately and the rest later. Partial deliveries are commonly used in practice (for instance, in the industry examples motivating this work) as it represents the fastest way to satisfy the customer demand. It dominates the obvious alternative of only delivering complete orders provided that there are no, or very small, costs associated with order splitting. This holds for example in a distribution system where there are only variable shipment costs (including picking, loading, transporting and receiving) per unit handled. Or as in our case with periodic shipments, where there are variable and fixed shipment costs, but the latter are associated with the planned shipments, which are unaffected by order splitting. If splitting an order leads to an extra shipment associated with fixed costs, a partial delivery policy may be costly. Our method can be modified to deal with complete instead of partial deliveries analogously to the analysis in Howard and Stenius (2013).

The central warehouse uses a continuous review $(R_0, nQ_0)$ policy to control its inventory replenishments. This means that as soon as the (installation stock) inventory position (defined below) falls to or below $R_0$ an order of $nQ_0$ units is placed with an outside supplier/manufacturer. Here $n$ is the smallest integer that raises the inventory position above $R_0$. The batch quantity $Q_0$ is presumed
to be given with the restriction that it must be a positive integer (in our motivating example it is
typically determined by set up costs and restrictions at the outside supplier/manufacturer, but it can
also be determined by a deterministic EOQ method, as suggested in Zheng 1992 and Axsäter 1996).
Even though \(Q_0\) is not a decision variable in our model, the presented method can of course be used
repeatedly to evaluate different \(Q_0\) options. Extensions to other replenishment policies at the central
warehouse are discussed in Section 7. The use of continuous review base stock policies at the retailers
implies that from a control perspective, there is no difference between using an installation stock policy
and an echelon-stock policy at the warehouse. Thus the former concept is used in this paper.

The shipment consolidation policy for outbound warehouse deliveries means that there is a ship-
ment leaving the central warehouse to retailer \(i\) every \(T_i\) time units. Henceforth, \(T_i\) is referred to as the
shipment interval of retailer \(i\). Periodic shipments are often seen in practice as they facilitate planning
of dispatching activities, such as picking, loading, transportation and receiving, and can therefore re-
duce the costs (see, for example, Gaur and Fisher 2004, and Kuhn and Sternbeck, 2013). In addition
to consolidation of outbound deliveries to a single retailer over the shipment intervals, the model allows
for consolidation of shipments to groups of retailers sharing the same delivery routes. This is done by
synchronizing the shipment intervals (the lengths and moments of shipments) to all retailers on the
same route, allowing the same vehicle(s) to service all retailers in that group with a joint shipment.
Note that because of the FCFS allocation, synchronization of shipment intervals across retailer groups
is of no relevance in our model. With slight abuse of notation we let \(T_k\) denote the shipment interval
to retailer group \(k\). The retailer groups and the routing within the groups are taken as given input
to our model and need to be determined exogenously. However, the model can of course be used to
evaluate different groupings and routing alternatives. In the industry examples motivating this work,
restrictions in transport capacity has not been considered an issue as it is bought from third party
logistics providers/forwarders. Therefore no such restrictions are included in the model.

The shipment time from the warehouse to retailer \(i\), \(L_i\), includes not only handling activities such as
picking, loading, transporting and receiving, but also the time to visit the preceding retailers on
the same route. The replenishment lead times for retailer orders are stochastic and depend on the
shipment times, the shipment intervals and the stock availability at the warehouse. Note that the
latter two affect the delay at the warehouse before a unit is shipped. The replenishment lead time for
the central warehouse, \(L_0\), is assumed constant.

To further explain the sequence of events in the replenishment and delivery processes, consider the
system as a customer arrives to retailer \(i\) at time \(t\), and demands \(x\) units. The retailer then tries to
satisfy the demand from its stock on-hand, and if there are less than \(x\) units on hand, the shortage is
backordered. These backorders are cleared in a FCFS sequence as forthcoming replenishments arrive from the warehouse. When the customer arrives at time $t$, the demand instantaneously translates into an order of $x$ units from retailer $i$ to the warehouse, which then reserves $x$ units for delivery to retailer $i$. If there is unreserved stock on-hand at the warehouse, these units are reserved first and are added to the reserved stock on-hand awaiting the next shipment to retailer $i$, $W_i$. If there is less than $x$ unreserved units on-hand, the remaining units are backordered (reserved units that are outstanding at time $t$). As replenishments arrive, the backorders are cleared in a FCFS sequence and the units are added to the reserved stock on-hand. When the next shipment is dispatched to retailer $i$, the reserved stock on-hand for this retailer, $W_i$, goes to zero as all these units leave the warehouse on a shipment to retailer $i$. Focusing on the replenishment process at the warehouse, the reservation of $x$ units at time $t$ lowers the warehouse’s inventory position, defined as the outstanding orders + unreserved stock on-hand − backorders, by the same amount. When the inventory position falls to or below $R_0$, an order of $nQ_0$ units is placed with the outside supplier, bringing the inventory position back between $R_0 + 1$ and $R_0 + Q_0$. Note that the reserved stock on-hand is excluded from the inventory position as these units cannot be used for satisfying future retailer orders. The reserved stock-on hand at the warehouse can for all practical purposes be seen as units on route to specific retailers.

Analogous to the inventory position above, the inventory level at the central warehouse, $IL_0$, is defined as the unreserved stock on-hand minus the backorders. Note, if $T_i \to 0 \ \forall \ i = 1, \ldots, N$ and the warehouse uses partial deliveries to satisfy retailer orders, $IL_0$ represents the traditional installation-stock inventory level. The total stock on hand at the warehouse is the sum of the unreserved stock on-hand, $\max(IL_0, 0)$, and the reserved stock-on hand awaiting shipment to different retailers, $\sum_{i=1}^{N} W_i$. The inventory level of retailer $i$, $IL_i$, is defined as the stock on hand minus the amount of backorders at this retailer. The inventory position at retailer $i$ is the inventory level plus all outstanding orders, and it is kept at the base stock level $S_i$ at all times.

The FCFS allocation policy is commonly used in practice. It is generally considered as a “fair” allocation policy that is easy to implement. In the current model, it also provides an incentive for the retailers to share their point-of-sale information immediately with the warehouse. However, it is clearly not an optimal allocation policy. Inventory allocation in divergent multi-echelon systems with stochastic demand is an inherently difficult problem, and no general optimality results exist. FCFS allocation allows tractability and is a standard assumption in the continuous review literature. To our knowledge relaxations are only analyzed exactly in Marklund (2006) and Åxsäter and Marklund (2008) both assuming Poisson demand. FCFS allocation is also used in numerous periodic review models of divergent systems starting with Graves (1996) coining the term virtual allocation. Turning
to our current model setting, Howard and Marklund (2011) and Howard (2013) have investigated the performance of FCFS allocation in comparison to four state dependent myopic allocation policies (two in each paper) under the assumption of Poisson demand. The two policies in Howard (2013) have a performance guarantee over FCFS. In each paper, the two policies analyzed are based on postponing the allocation to the moment of shipment, and the moment of delivery respectively. The numerical results obtained by simulation show that when allocation is performed at the moment of delivery, the cost savings of using the more sophisticated policies instead of FCFS can be significant: on average 5.6% in Howard and Marklund (2011) and 6.7% in Howard (2013). Allocation at moment of delivery is for practical reasons very challenging to implement and is associated with additional costs for inventory handling and IT, which are not included in the analysis. When allocation is performed at the moment of shipment, which is much cheaper and easier to implement, the savings are quite small: 1.6% and 2.4% respectively. The compound Poisson assumption in our present work implies larger demand variability than in the studied models with Poisson demand. However, there are no indications in these studies that a larger standard deviation to mean ratio of the demand per time unit (i.e. a lower customer arrival rate) has any significant impact on the FCFS performance. Still, further investigation of the performance of FCFS allocation for compound Poisson demand is an interesting venue for future research. In a separate study, Graves (1996) finds a lower bound on the costs in a distribution system with periodic replenishments for any allocation policy. A numerical study indicates that the cost increase of using FCFS (referred to as virtual allocation) is modest. Thus our choice of FCFS allocation is motivated by its wide spread use in practice and in theory, but also by its analytical tractability and seemingly good performance.

We use the following notation to express the system stock levels and demand structure:

- \( N \): Number of retailers
- \( K \): Number of retailer groups \((\leq N)\)
- \( N_k \): Set of retailers belonging to retailer group \( k \)
- \( \lambda_i \): Arrival rate of customers at retailer \( i \)
- \( Y_i \): Number of units demanded by an arbitrary customer at retailer \( i \), stochastic variable,
  
  \[ \mu_i = E[Y_i] \] (Note by assumption \( Y_i > 0 \) and thus \( P(Y_i = 0) = 0. \))
- \( \lambda_0 \): Arrival rate of retailer orders at the warehouse
- \( Y_0 \): Number of units in a retailer order at the warehouse, stochastic variable
- \( \lambda_{ic} \): Arrival rate of retailer orders at the warehouse excluding orders from retailer \( i \)
- \( Y_{ic} \): Number of units in a retailer order at the warehouse excluding orders from retailer \( i \), stochastic variable
$D_i(t_1,t_2)$: Customer demand at retailer $i$ in the time interval $(t_1, t_2]$, where $t_1 \leq t_2$

$D_i(x)$: Total customer demand at retailer $i$ during $x$ units of time (for simplicity $D_i \equiv D_i(1)$)

$D_0(x)$: Aggregate demand at the warehouse during $x$ units of time ($D_0 \equiv D_0(1)$)

$S$: Vector of retailer order-up-to levels = $(S_1, ..., S_N)$

$T_i$: Shipment interval to retailer $i$ ($= T_k$ for all retailers $i \in N_k$)

$T$: Vector of shipment intervals to all retailers = $(T_1, ..., T_N)$

$IL_i(t)$: Inventory level at retailer $i$ at time $t$ (= stock on hand − backorders)

$W_i(t)$: Reserved stock on hand at the warehouse destined for retailer $i$ at time $t$

$IL_0(t)$: Inventory level at the warehouse at time $t$ (= unreserved stock on-hand − backorders)

$IP_0(t)$: Inventory position of the warehouse at time $t$ ($IL_0(t)$ + outstanding orders)

$x^+ = \max(x, 0)$

$x^- = \max(-x, 0)$

As the retailer order processes are identical to the customer demand processes, $\lambda_0 = \sum_{i=1}^{N} \lambda_i$ and $Y_0 = \sum_{i=1}^{N} \chi_i Y_i$, where $\chi_i$ is an indicator function that is 1 if a given order is from retailer $i$ and 0 otherwise. The probability that a given order emanates from retailer $i$ is $P\{\chi_i = 1, \chi_j = 0 \ \forall \ j \neq i\} = \frac{\lambda_i}{\lambda_0}$ for all $i \in N$. Analogously $\lambda_c = \sum_{j \in N \setminus i} \lambda_j$ and $Y_c = \sum_{j \in N \setminus i} \chi_j Y_j$. Based on the definitions above, the probability mass function (pmf) of the demand during $x$ time units at retailer $i$ is

$$P\{D_i(x) = y\} = \sum_{n=1}^{y} \frac{(\lambda_i x)^n}{n!} e^{-\lambda_i x} P\{Y_i^n = y\}, \ y \geq 0 \tag{1}$$

where $Y_i^n$ represents the total amount of units demanded by $n$ customer orders arriving to retailer $i$. More precisely, $Y_i^n$ is the sum of $n$ i.i.d. customer orders, $Y_i$, and the pmf of $Y_i^n$ is determined by the $n$-fold convolution of the pmf of $Y_i$. $P\{D_0(x) = y\}$ and $Y_0^n$ are determined analogously.

With respect to cost parameters, the model considers inventory holding costs per unit and time unit at all inventory locations, denoted $h_i$ for $i = 0, 1, ..., N$, and backorder costs per unit and time unit at all retailers, denoted $\beta_i$ for $i = 1, ..., N$. Moreover, a shipment cost of $\omega_k$ is incurred for each scheduled shipment leaving the central warehouse for retailer group $k$. This reflects, for example, the use of a third party logistics provider or forwarder (as in our motivating industry example) with a fixed cost as part of the contract. Note that $\omega_k$ should capture the fixed costs for all retailers in group $k$, and is incurred even if there are no units to ship. There are also per unit costs for shipping to a specific retailer. However, due to the complete backordering, all demanded units will eventually be shipped. Thus the shipment costs per unit do not affected the optimization and are therefore excluded from the analysis.
The objective is to minimize the long-run average total cost, \( TC(R_0, S, T) \), in (2) with respect to \( R_0, S \) and \( T \). This total cost consists of: (i) The expected warehouse holding cost per time unit, \( h_0(E[IL^+_0] + \sum_{i=1,...,N} E[W_i]) \), (ii) the expected holding and backorder costs per time unit at retailer \( i \), \( h_i E[IL^+_i] \) and \( \beta_i E[IL^-_i] \), and (iii) the expected shipment cost per time unit \( SC(T) = \sum_{k=1,...,K} \frac{\omega_k}{T_k} \). Note that the latter is independent of \( R_0 \) and \( S \) and only depends on the shipment intervals.

\[
TC(R_0, S, T) = h_0(E[IL^+_0] + \sum_{i=1,...,N} E[W_i]) + \sum_{i=1,...,N} (h_i E[IL^+_i] + \beta_i E[IL^-_i]) + \sum_{k=1,...,K} \frac{\omega_k}{T_k} \tag{2}
\]

In a system with fill rate constraints, the objective is to minimize the total costs while meeting the fill rate constraint for each retailer. In this case there will be no backorder costs at the retailers and the total cost function will only consist of holding and shipment costs, that is, the term \( \beta_i E[IL^-_i] \) disappears from (2). The fill rate is defined as the portion of the total demand that can be satisfied from stock on hand. How to analyze the fill rates is described at the end of Section 3.2.

3 Analysis

In this section, we provide an exact analysis of the probability mass function of the inventory levels and the expected inventory holding and backorder costs for the single-item system. The analysis is valid for any combination of the decision variables \( R_0, S \) and \( T \). In Section 3.1 we determine the average stock on hand (both unreserved and reserved) at the central warehouse. Section 3.2 explains how to compute the average stock on hand, backorders and fill rates at each retailer \( i \). This analysis assumes that the probability mass functions of the backorders at the central warehouse, designated to retailer \( i \) \( \forall i \in N \) are known. Section 3.3 provides an exact approach for determining these probabilities. All proofs are deferred to the online Appendix B, and an illustrative numerical example is available in the online Appendix C. All online appendices are found in the electronic companion.

3.1 The Stock on Hand at the Central Warehouse

As explained above, the stock on hand at the central warehouse consist of unreserved stock on hand, \( IL^+_0 \), and reserved stock on hand for each retailer \( i \), \( W_i \). Note that the shipment consolidation policy has no impact on the unreserved stock on hand or the backorders at the central warehouse. The inventory level at the central warehouse, \( IL_0 \), (per definition excluding the reserved stock on hand) can therefore be analyzed as a single-echelon system without shipment consolidation. Thus, in steady state \( IL_0 = IP_0 - D_0(L_0) \). Moreover, because of the centralized access to POS information (manifested
by the continuous review base-stock policies at the retailers) the order process at the warehouse is a superposition of the compound Poisson demand process at the retailers. Assuming that not all customer demand sizes are multiples of some integer larger than one, the inventory position in steady state is uniform on \([R_0 + 1, R_0 + Q_0]\) (see Axsäter 2006 p.88). It follows that

\[
E[IL_0^+] = \frac{1}{Q_0} \sum_{IP_0=R_0+1}^{R_0+Q_0} E[(IP_0 - D_0(L_0))^+].
\]  

The expected reserved stock on hand destined for retailer \(i\), \(W_i\), is given in Proposition 1.

**Proposition 1.** *The expected stock on hand at the central warehouse reserved for retailer \(i\) is*

\[
E[W_i] = \frac{1}{2} \lambda_i \mu_i T_i. \tag{4}
\]

### 3.2 Inventory Levels at the Retailers

To derive the probability mass function for the inventory level at a given retailer, consider a shipment destined for this retailer (group) that leaves the warehouse at time \(t_0\). This shipment arrives at retailer \(i\) at time \(t_0 + L_i\) and the next shipment will arrive at \(t_0 + L_i + T_i\). We call this recurring time interval, \((t_0 + L_i, t_0 + L_i + T_i]\), a replenishment cycle for retailer \(i\) (see Figure 1).

\[\begin{align*}
&\text{Replenishment cycle} \\
&\text{for retailer \(i\) in group \(k\)} \\
&t_0 \\
&\text{Shipment leaves the central warehouse for} \\
&\text{retailer group \(k\)} \\
&t_0 + L_i \\
&\text{Shipment arrives at} \\
&\text{retailer \(i\)} \\
&t_0 + L_i + T_i \\
&\text{Arrival of next} \\
&\text{shipment at} \\
&\text{retailer \(i\)} \\
&\text{time}
\end{align*}\]

Figure 1: Replenishment cycle for retailer \(i\)

The inventory level for retailer \(i\) at \(t_0 + L_i + t\) \((0 < t \leq T_i)\) is determined by the inventory level at \(t_0 + L_i\), just after the considered shipment has arrived, and the demand in \((t_0 + L_i, t_0 + L_i + t]\).

Defining \(B_i(t_0)\) as the number of backordered units for retailer \(i\) at the central warehouse at \(t_0\),

\[
IL_i(t_0 + L_i + t) = IL_i(t_0 + L_i) - D_i(t_0 + L_i, t_0 + L_i + t)
= S_i - B_i(t_0) - D_i(t_0, t_0 + L_i + t), \quad 0 < t \leq T_i. \tag{5}
\]

Note that \(B_i(t_0)\) and \(D_i(t_0, t_0 + L_i + t)\) are independent since \(B_i(t_0)\) depends on the demand before
time $t_0$. The pmf of the inventory level of retailer $i$ at $t_0 + L_i + t$ can then be obtained as

$$P\{IL_i(t_0 + L_i + t) = j\} = \sum_{r=0}^{S_i-j} P\{B_i(t_0) = r\} P\{D_i(L_i + t) = S_i - j - r\}, \quad j \leq S_i. \quad (6)$$

The challenging part in (6) is to determine the probabilities $P\{B_i(t_0) = r\}$. Section 3.3 explains how this can be done. For now we assume that these probabilities are known and focus on determining the expected stock on hand, and the expected backorders at retailer $i$. The former is obtained as the expected stock on hand during a replenishment cycle divided by the cycle length, see (7).

$$E[IL_i^+] = \frac{1}{T_i} \int_0^{T_i} E[IL_i(t_0 + L_i + x)^+] dx$$

$$= \frac{1}{T_i} \sum_{j=1}^{S_i} \sum_{s=1}^{S_i-s-j} j P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = S_i - j - r\} dx \quad (7)$$

The expected inventory level can be determined analogously,

$$E[IL_i] = S_i - E[B_i(t_0)] - \lambda_i \mu_i \left( L_i + \frac{T_i}{2} \right). \quad (8)$$

Based on these results, the expected number of backorders at retailer $i$ can be obtained from (9).

$$E[IL_i^-] = E[IL_i^+] - E[IL_i] \quad (9)$$

The fill rate for retailer $i$, denoted by $\gamma_i$, can then be determined from (10). This expression follows from analysis of single-echelon systems with compound Poisson demand, see, for example, Axsäter (2006). The difference between the stock on hand at the beginning and at the end of the replenishment cycle renders the amount of demand satisfied directly from stock. This amount is divided by the total expected demand during a cycle. Recall that in systems with fill rate constraints we assume that there are no backorder costs, and the total cost consists of the sum of the holding and shipment costs.

$$\gamma_i = \frac{E[IL_i(t_0 + L_i)^+] - E[(IL_i(t_0 + L_i) - D(t_0 + L_i, t_0 + L_i + T_i))^+]}{\lambda_i \mu_i T_i} \quad (10)$$
3.3 Distribution of the Warehouse Backorders

Consider the central warehouse at time $t_0$ when a shipment is leaving the central warehouse. We are interested in the pmf of $B_i(t_0)$, the number of backordered units destined for retailer $i$. The analysis focuses on the inventory level at the warehouse, $IL_0$ (where all the backorders at the central warehouse are included). The backorders at time $t_0$ depend on the inventory position a replenishment lead time earlier, $IP_0(t_0 - L_0)$, and the demand during the lead time. Since the inventory position in steady state is uniformly distributed on $[R_0 + 1, R_0 + Q_0]$, the pmf of $B_i(t_0)$ can be obtained as

$$P\{B_i(t_0) = r\} = \frac{1}{Q_0} \sum_{S_0=R_0+1}^{R_0+Q_0} P\{B_i(t_0) = r|IP_0(t_0 - L_0) = S_0\}$$ (11)

The remaining analysis focuses on deriving expressions for $P\{B_i(t_0) = r|IP_0(t_0 - L_0) = S_0\}$ and is divided in two cases: $S_0 > 0$ (in Section 3.3.1) and $S_0 \leq 0$ (in Section 3.3.2).

3.3.1 The Case of $S_0 > 0$

Note first that backorders at time $t_0$ can only occur when the demand during the replenishment lead time, $D_0(L_0)$, is larger than $S_0$. Thus, the total amount of units backordered at time $t_0$, $B_0(t_0)$, is

$$B_0(t_0) = (D_0(L_0) - S_0)^+.\quad (12)$$

Because of the FCFS policy, it will always be the last units demanded in $(t_0 - L_0, t_0]$ that are backordered. To track these units, we therefore study the retailer orders during $(t_0 - L_0, t_0]$. We define:

$\Phi_0$: Total number of retailer orders arriving to the central warehouse (i.e., number of customers arriving to the system) during $(t_0 - L_0, t_0]$.  

$\Psi^n$: The nominal inventory position = the inventory position at the central warehouse at time $t_0 - L_0$ minus the aggregate demand of the $n$ first retailer orders after time $t_0 - L_0$, $Y_0^n$,

$$\Psi^n = S_0 - Y_0^n.\quad (13)$$

The nominal inventory position helps us to track which retailer orders are backordered at time $t_0$. Note that $\Psi^0 = S_0$ and $\Psi^{\Phi_0} = IL_0(t_0)$, but for all other values $0 < n < \Phi_0$, $\Psi^n$ can neither be seen as the inventory position nor the inventory level.

For the analysis we divide the backorders in two categories; partial backorders, $\hat{B}_0(t_0)$, and complete backorders, $\check{B}_0(t_0)$, such that $B_0(t_0) = \hat{B}_0(t_0) + \check{B}_0(t_0)$. The partial backorders (at time $t_0$) result...
from a retailer order that brings the nominal inventory position from a strictly positive value to a non-positive value. Hence, there can be at most one retailer order that is partially backordered, but it may involve many units that are all referred to as partial backorders. All orders after the nominal inventory position has reached zero will be completely backordered and all these units are referred to as complete backorders, see Figure 2(a).

Figure 2: Illustration of two possible sample paths for the nominal inventory position, $\Psi^n$, at the central warehouse and the associated number of partial and complete backorders

Starting with the analysis of the partial backorders for retailer $i$ we define

$\hat{B}_i^n(t_0)$ : Number of partial backorders for retailer $i$ at $t_0$, when the $n^{th}$ retailer order after $t_0 - L_0$ brings the nominal inventory position to a non-positive value.

Lemma 1. The probability of $u$ partial backorders for retailer $i$ at time $t_0$, when the $n^{th}$ customer order after $t_0 - L_0$ brings the nominal inventory position to 0 or below, $P\{\hat{B}_i^n(t_0) = u\}$, is for $u > 0$

$$P\{\hat{B}_i^n(t_0) = u\} = P\{\Phi_0 \geq n\} \sum_{x=1}^{S_0-n+1} P\{\Psi^{n-1} = x\} \frac{\lambda_i}{\lambda_0} P\{Y_i = u + x\},$$  \hspace{1cm} (14)$$

and for $u = 0$

$$P\{\hat{B}_i^n(t_0) = 0\} = P\{\Phi_0 \geq n\} \sum_{x=1}^{S_0-n+1} P\{\Psi^{n-1} = x\} \left(\frac{\lambda_i}{\lambda_0} P\{Y_i = x\} + \frac{\lambda_c}{\lambda_0} P\{Y_i^c \geq x\}\right).$$  \hspace{1cm} (15)$$

Turning to the retailer orders that are completely backordered, we know that after the nominal inventory position has reached zero for the $n^{th}$ retailer order, all subsequent orders are classified as complete backorders. Consequently, the distribution of the complete backorders is dependent on $n$.

$\tilde{B}_{i,n}(t_0)$ : Number of complete backorders for retailer $i$ at $t_0$, given that the nominal inventory position is taken from a positive to a non-positive value by the $n^{th}$ retailer order after time $t_0 - L_0$ and $\Phi_0 \geq n$. 
\( \hat{\Phi}_{i,n} \): Number of orders from retailer \( i \) before \( t_0 \) but after the \( n^{th} \) retailer order has arrived to the warehouse, given \( \Phi_0 \geq n \).

\( Z_i^m \): number of orders from retailer \( i \) given \( m \) orders in total.

Note that \( Z_i^m \) is binomially distributed due to the Poisson arrivals of customer orders:

\[
P\{ Z_i^m = a \} = \binom{m}{a} \left( \frac{\lambda_i}{\lambda_0} \right)^a \left( \frac{\lambda_0 - \lambda_i}{\lambda_0} \right)^{m-a}.
\]  

(16)

**Lemma 2.** The probability of \( v \) complete backorders for retailer \( i \) given that the \( n^{th} \) retailer order after \( t_0 - L_0 \) brings \( \Psi^n \) to a non-positive value, \( P\{ \hat{B}_{i,n}(t_0) = v \} \), can be obtained as

\[
P\{ \hat{B}_{i,n}(t_0) = v \} = \sum_{a=1}^{v} P\{ \hat{\Phi}_{i,n} = a \} P\{ Y_i^a = v \},
\]  

(17)

where

\[
P\{ \hat{\Phi}_{i,n} = a \} = \sum_{m=a}^{\infty} \frac{P\{ \Phi_0 = n + m \}}{P\{ \Phi_0 \geq n \}} P\{ Z_i^m = a \}
\]  

(18)

Denoting the probability that the nominal inventory position never reaches zero by \( p_0 \), we have

\[
p_0 = \sum_{n=0}^{S_0-1} P\{ \Phi_0 = n \} P\{ \Psi^n > 0 \}.
\]  

(19)

The pmf of the number of backordered units for \( S_0 > 0 \) can now be obtained from Proposition 2.

**Proposition 2.** The probability that the central warehouse has \( r \) backordered units allocated to retailer \( i \) at \( t_0 \) when the inventory position is \( S_0 > 0 \) can be obtained for \( r > 0 \) as

\[
P\{ B_i(t_0) = r | IP_0(t_0 - L_0) = S_0 \} = \sum_{n=0}^{S_0} \sum_{u=0}^{r} P\{ \hat{B}_i^n (t_0) = u \} P\{ \hat{B}_{i,n}(t_0) = r - u \},
\]  

(20)

and for \( r = 0 \) as

\[
P\{ B_i(t_0) = 0 | IP_0(t_0 - L_0) = S_0 \} = p_0 + \sum_{n=1}^{S_0} P\{ \hat{B}_i^n (t_0) = 0 \} P\{ \hat{B}_{i,n}(t_0) = 0 \}.
\]  

(21)

**Remark.** The expected amount of backorders is not always proportional to the demand per time unit resulting in different average waiting times per unit due to stockouts across the retailers. The expected amount of complete backorders are proportional to the demand per time unit, but this is not always true for the expected amount of partial backorders.
3.3.2 The Case of $S_0 \leq 0$

When the initial inventory position is less than or equal to zero, all units ordered during the time interval $(t_0 - L_0, t_0]$ will be completely backordered at time $t_0$. We denote this part of the backorders $\hat{B}_0(t_0)$ and the units ordered by retailer $i$, $\hat{B}_i(t_0)$. In addition to this, the last $-S_0$ units ordered before time $t_0 - L_0$ will also be backordered at time $t_0$. We denote this part of the backorders as $\tilde{B}_0(t_0)$ and the units ordered by retailer $i$ $\tilde{B}_i(t_0)$, see Figure 2(b). It follows that $B_0(t_0) = \hat{B}_0(t_0) + \tilde{B}_0(t_0)$, $B_i(t_0) = \hat{B}_i(t_0) + \tilde{B}_i(t_0)$ and $B_0(t_0) = \sum_{i=1}^{N} B_i(t_0)$. Note that $\hat{B}_0(t_0)$ only consists of units from completely backordered retailer orders (ordered after $t_0 - L_0$), while $\tilde{B}_0(t_0) (= -S_0)$ can consist of units both from completely backordered retailer orders, and from a partially backordered retailer order. As $\tilde{B}_i(t_0)$ depends on the demand before time $t_0 - L_0$, and $\hat{B}_i(t_0)$ depends on the demand during $(t_0 - L_0, t_0]$, they are independent. The probability of $r$ units backordered at the warehouse for retailer $i$ at time $t_0$, when $S_0 \leq 0$ is thus

$$P\{B_i(t_0) = r | IP_0(t_0 - L_0) = S_0\} = \sum_{u=0}^{\min(r, -S_0)} P\{\tilde{B}_i(t_0) = u\} P\{\hat{B}_i(t_0) = r - u\}, \quad S_0 \leq 0. \quad (22)$$

Because all units ordered in time interval $(t_0 - L_0, t_0]$ will be completely backordered, the probability that $v$ units are backordered for retailer $i$ at $t_0$ is simply

$$P\{\tilde{B}_i(t_0) = v\} = P\{D_i(t_0 - L_0, t_0) = v\}. \quad (23)$$

Turning to the analysis of $\tilde{B}_i(t_0)$, note first that for $S_0 = 0$, there can be no backorders ordered before $t_0 - L_0$. Consequently $\tilde{B}_i(t_0) = 0 \forall i$, which means that $P\{\tilde{B}_i(t_0) = 0\} = 1 \forall i$ and (22) simplifies to $P\{B_i(t_0) = r | IP_0(t_0 - L_0) = 0\} = P\{\hat{B}_i(t_0) = r\}$. In order to determine $\tilde{B}_i(t_0)$ for $S_0 < 0$ we study the system backwards in time from $t_0 - L_0$. We define

$\Psi^{-m}$ : Nominal inventory position before $t_0 - L_0$, defined as the inventory position at time $t_0 - L_0$ plus the accumulated demand of the last $m$ retailer orders before $t_0 - L_0$.

$\tilde{B}_i^{-m}(t_0)$ : Backordered units to retailer $i$ at $t_0$ ordered before $t_0 - L_0$, when the nominal inventory position reaches a non-negative value by the occurrence of the $m^{th}$ retailer order before $t_0 - L_0$ (i.e., counting backwards from $t_0 - L_0$, the $m^{th}$ retailer order is the first order that is backordered; either completely or partially).

$V_i^{-m}$ : The number of units ordered by retailer $i$, given that a total of $m$ retailer orders have occurred.
Because the nominal inventory position can reach zero only once, \( \tilde{B}_i^{-m}(t_0) \) for \( m \in [1, -S_0] \) represent mutually exclusive events. Thus, we get

\[
P\{\tilde{B}_i(t_0) = u\} = \begin{cases} 
\sum_{m=1}^{S_0} P\{\tilde{B}_i^{-m}(t_0) = u\}, & S_0 < 0 \\
1, & u = 0 \text{ and } S_0 = 0, \\
0, & \text{otherwise} 
\end{cases}
\]

(24)

where \( P\{\tilde{B}_i^{-m}(t_0) = u\} \) can be determined from Lemma 3.

**Lemma 3.** The probability for \( u \) backordered units at \( t_0 \), ordered by retailer \( i \) before time \( t_0 - L_0 \), when the \( m^{th} \) customer order before \( t_0 - L_0 \) is the first to be backordered, is

\[
P\{\tilde{B}_i^{-m} = u\} = \sum_{x=S_0+m-1}^{-1} \frac{\lambda_i^c}{\lambda_0} P\{Y_i^c \geq -x\} P\{V_i^{m-1} = u \text{ and } \Psi^{-(m-1)} = x\} + \frac{\lambda_i}{\lambda_0} P\{Y_i \geq -x\} P\{V_i^{m-1} = u + x \text{ and } \Psi^{-(m-1)} = x\},
\]

(25)

where

\[
P\{V_i^{m-1} = u \text{ and } \Psi^{-(m-1)} = x\} = \sum_{a=0}^{m-1} P\{Z_i^{m-1} = a\} P\{Y_i^a = u\} P\{Y_i^{m-1-a} = x - S_0 - u\}.
\]

(26)

\[ P\{B_i(t_0) = r | IP_0(t_0 - L_0) = S_0\} \text{ for } S_0 \leq 0 \text{ follows from (22), (23), (24) and Lemma 3.} \]

### 4 Optimization

In this Section we present a method for optimizing the system parameters \( R_0, S \) and \( T \) both in systems with backorder costs, and in systems with fill rate constraints. We assume, as before, that the order quantity \( Q_0 \) is given by the outside supplier/manufacturer. The method is explained for the single-item case and is extended to the multi-item case in Section 6. The objective is to minimize the total cost function (2), or the sum of expected shipment and holding costs subject to fill rate constraints. We know from Section 3.1 that the stock on hand, and therefore also the holding costs, at the warehouse can be separated into unreserved stock on hand, \( IL_0^+ \), which depends on \( R_0 \) but is independent of \( T \) and \( S \), and the reserved stock on hand that depends on \( T \) but is independent of \( R_0 \) and \( S \). We define the costs directly related to retailer group \( k \) (including the holding cost of the
reserved stock on hand going to the retailers in the retailer group) as

$$TC_k(R_0, S, T_k) = \frac{\omega_k}{T_k} + \sum_{i \in N_k} h_0 E[W_i] + h_i E[IL_i^+] + \beta_i E[IL_i^-].$$  \tag{27}$$

Recall that, with slight abuse of notation, we let $T_k$ denote the shipment interval for all retailers in retailer group $k$ ($T_k = T_i \forall i \in N_k$). The total cost function can thus be expressed as

$$TC(R_0, S, T) = h_0 E[IL_0^+] + \sum_{k \in K} TC_k(R_0, S, T_k).$$  \tag{28}$$

The total cost function is not jointly convex in $R_0$, $S$ and $T$ which can be shown by example. Thus, the proposed optimization method is based on bounding $R_0$ and $T_k \forall k$, using Proposition 4 and Proposition 5 respectively, and searching this bounded region using the convexity property of the retailer order-up-to levels specified in Proposition 3. The approach for obtaining the bounds in Propositions 4 and 5 is to assert when further changes of the considered decision variable can no longer decrease the total cost below the lowest cost known so far, $\overline{TC}$.

**Proposition 3.** For fixed $R_0$ and $T$ the total cost function $TC(R_0, S, T)$ is convex and separable in the retailer order-up-to levels $S$.

### 4.1 Optimization procedure

The first step in the optimization procedure is to determine lower bounds for the optimal total costs directly related to each retailer group $k \in K$, $TC_k^l$ valid for all $T$, $R_0$ and $S$. Explanations of how $TC_k^l \forall k$ can be obtained are given in Section 4.2. The second step is to define $\overline{TC}$ as the lowest total cost under all currently known policies, and use a heuristic to determine a good initial value for $\overline{TC}$ (a close to optimal initial solution will provide tighter bounds). The heuristic solution is determined by first fixing the shipment intervals to some near optimal values $T$, i.e. $T_k = \overline{T}_k \forall k$, and then optimizing $R_0$ and $S$. Values for $\overline{T}_k \forall k$ can be obtained from the deterministic Economic Order Interval (EOI) heuristic, presented in Marklund (2011). It does not allow for shortages and assumes that the demand per time unit at retailer $i$ is constant and equal to $\lambda_i\mu_i$. Noting that the shipment interval affects the inventory both at the warehouse and at the retailers, the expected cost per time unit for retailer group $k$ can be expressed as $\sum_{i \in N_k} (h_0 + h_i)\overline{T}_k \frac{\lambda_i\mu_i}{2} + \frac{\omega_k}{\overline{T}_k}$. Minimizing this cost with respect to $\overline{T}_k$ renders

$$\overline{T}_k = \sqrt{\frac{2\omega_k}{\sum_{i \in N_k} (h_0 + h_i)\lambda_i\mu_i}}.$$  \tag{29}$$
Given the shipment intervals \( T_k \forall k \), \( R_0 \) and \( S \) are optimized by searching the possible values of \( R_0 \) starting from \( R_0^1 = -Q_0 \) (this bound is known from previous research, see for example Marklund 2011 and Axsäter 1998), and using the convexity property in Proposition 3 to optimize \( S_i \forall i \) for each value of \( R_0 \). The search is limited by the upper bound \( R_0^u \) in Proposition 4. Note that \( \overline{TC} \) and thereby \( R_0 \) are updated during the search as better solutions with lower expected costs are found.

**Proposition 4.** An upper bound for the optimal reorder point at the central warehouse, \( R_0^u \), is obtained for the smallest value of \( R_0 \) satisfying the condition

\[
h_0 E[I L_0^+] \geq \overline{TC} - \sum_{k \in K} TC^d_k.
\]  

(30)

For systems with fill rate constraints at the retailers, the optimization of \( R_0 \) and \( S \) (given \( T \)) is achieved by searching the interval \([R_0^l, R_0^u]\), and for each \( R_0 \) determine the smallest \( S_i \forall i \) satisfying the fill rate constraint at retailer \( i \), utilizing that the expected holding costs are increasing in \( S_i \).

The third step in the optimization procedure is to determine lower and upper bounds for the optimal \( T_k \forall k \in K \), using Proposition 5.

**Proposition 5.** For the optimal shipment interval of retailer group \( k \), a lower bound is obtained by

\[
T^l_k = \frac{\overline{TC} - \sum_{\kappa \neq k} TC^l_{\kappa} - \sqrt{(\overline{TC} - \sum_{\kappa \neq k} TC^l_{\kappa})^2 - 2 \omega_k \sum_{i \in N_k} h_0 \lambda_i \mu_i}}{\sum_{i \in N_k} h_0 \lambda_i \mu_i},
\]

and an upper bound by

\[
T^u_k = \frac{\overline{TC} - \sum_{\kappa \neq k} TC^l_{\kappa} + \sqrt{(\overline{TC} - \sum_{\kappa \neq k} TC^l_{\kappa})^2 - 2 \omega_k \sum_{i \in N_k} h_0 \lambda_i \mu_i}}{\sum_{i \in N_k} h_0 \lambda_i \mu_i}.
\]

(31)

(32)

Finally, the optimal solution with respect to \( T \), \( R_0 \) and \( S \) is obtained by searching all combinations of \( T_k \) within the bounded region, (using some step size \( \tau \)) and optimizing \( R_0 \) and \( S \) for every combination according to the same procedure as for the initial solution (where \( T_k = \overline{T}_k \forall k \)) explained above. As better solutions with lower total expected costs are found, \( \overline{TC} \) is updated and the bounds on the shipment intervals and \( R_0 \) are tightened. When the search is complete, the optimal solution is found (the optimal system parameters for \( T_k \forall k \), \( R_0 \) and \( S_i \forall i \) are denoted \( T^*_k, R^*_0 \) and \( S^*_i \) respectively) and the associated minimum expected cost, \( TC^* \), equals \( \overline{TC} \). Note that the probability mass functions of the warehouse backorders, which can be time consuming to calculate, are independent of \( T_k \) and \( S \) and only need to be determined once for each \( R_0 \in [R_0^l, R_0^u] \). Moreover, as \( \overline{TC} \) is updated during the optimization \( R_0^u \) never increases. Thus, the probability mass functions of the warehouse backorders
for the initial solution is sufficient for the entire optimization.

4.2 Lower Bound for Costs Directly Related to Retailer Group $k$

The presented bounds on $T_k$ and $R_0$ are based on the existence of a lower bound for all costs directly related to retailer group $k$, $TC^l_k$, valid for all values of $R_0$ and $T_k$. Lemma 4 provides such a bound which is applicable both for systems with backorder costs and fill rate constraints.

**Lemma 4.**

$$TC^l_k = \sqrt{2h_0\omega_k \sum_{i \in N_k} \lambda_i \mu_i}. \quad (33)$$

The optimization of the retailer order-up-to levels is more time consuming for systems with backorder costs than for systems with fill rate constraints, as a numerical integration is needed when evaluating the expected retailer costs for each value of $S_i$. To compensate for this, Lemma 5 provides tighter bounds for $TC^l_k$ in backorder cost systems.

**Lemma 5.** A lower bound for the costs directly related to retailer group $k$, $TC_k(R_0, S, T_k)$ for all $R_0$, can for systems with backorder costs be obtained by minimizing these costs with respect to $T_k$ and $S_i$ for a system where there are no backorders at the central warehouse ($R_0 \to \infty$):

$$TC^l_k = \min_{T_k, S_i, \forall i \in N_k} [TC_k(B_i(t_0) = 0, \forall i \in N_k)] \leq TC_k(R_0, S, T_k), \forall R_0, S, T_k. \quad (34)$$

$$TC^l_k = \min_{T_k, S_i} (TC_k|B_i(t_0) = 0, \forall i), \text{ may be computed by the algorithm in the online Appendix A.}$$

5 Numerical Results

This section summarizes some of the results from a numerical study detailed in Appendix D found in the electronic companion to this paper. The purposes of this study are to investigate: the behavior of the optimal solutions, investigate the quality of the optimality bounds, and the performance of the EOI heuristic for determining the shipment intervals. This section focuses on results concerning the latter two. It also includes a discussion about computational issues. The study covers 128 problems representing all combinations of a high and a low value for the parameters $N, L_i, \rho_i$ (variance to mean ratio of the demand per time unit), $\beta_i, \omega_k, L_0$ and $Q_0$. More precisely, the number of retailers, $N = 3$ or 6; where in both cases we have two retailer groups. When $N = 3$, retailers $\{1, 2\}$ constitute one group and retailer 3 a second. When $N = 6$, retailers $\{1,2,3,4\}$ constitute one group and retailers $\{5, 6\}$ a second. The expected demand per time unit, $E[D_i]$, is $\{2,1,3\}$ when $N = 3$, and $\{2,1,2,1,4,2\}$
when $N = 6$. The shipment times, $L_i = \{1, 2, 1\}$ or $\{2, 4, 2\}$ when $N = 3$, and $\{1, 1, 2, 2, 1, 2\}$ or $\{2, 2, 4, 4, 2, 4\}$ when $N = 6$. We also consider $\rho_i = 1$ (Poisson demand) or 5 (compound Poisson demand with logarithmic compounding distributions) $\forall i \in N$, $\beta_i = 10$ or 100 $\forall i \in N$, $\omega_k = 10$ or 100 $\forall k \in K$, $L_0 = 1$ or 5, $Q_0 = 2$ or 20, and $h_i = 1 \forall i$.

For every problem, $T_k \forall k \in K$, $R_0$ and $S_i \forall i \in N$ are optimized using the method in Section 4 (with step size $\tau = 0.01$ time units for $T_k \forall k$). For the optimal solution we compute the distance to the optimality bounds, $\Delta R_0^u = R_0^u - R_0^*$, $\Delta T_k^l = T_k^l - T_k^*$ and $\Delta T_k^u = T_k^u - T_k^*$. We also determine the relative difference between optimal shipment intervals and those obtained by the EOI heuristic, $\Delta T_k = (T_k^* - T_k^*/T_k^*$, and the relative increase in the associated costs, $\Delta C = (TC^* - TC^*)/TC^*$. The average, maximum and minimum results across all problems are presented in Table 1. From there we can see that the upper bound, $R_0^u$, which is the most important bound computationally, is rather tight; on average 7.41 units above $R_0^*$. The importance of $R_0^u$ stems from the fact that the warehouse backorder distributions are the most time consuming to compute (especially when $R_0 + Q_0$ is large). Fortunately, they only need to be computed once for each $R_0$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>111.51</td>
<td>19.89</td>
<td>19.41</td>
<td>3.15</td>
<td>0.14%</td>
<td>2.99%</td>
<td>7.41</td>
<td>2.19</td>
<td>23.55</td>
</tr>
<tr>
<td>Minimum</td>
<td>31.61</td>
<td>-10</td>
<td>7.67</td>
<td>1.09</td>
<td>0.00%</td>
<td>-9.79%</td>
<td>0</td>
<td>0.91</td>
<td>7.05</td>
</tr>
<tr>
<td>Maximum</td>
<td>264.19</td>
<td>68</td>
<td>38.33</td>
<td>6.11</td>
<td>0.66%</td>
<td>18.60%</td>
<td>24</td>
<td>4.23</td>
<td>51.26</td>
</tr>
</tbody>
</table>

Looking at the bounds for $T_k$, Table 1 shows that $T_k^l$ is on average 2.19 time units below the optimal value $T_k^*$, while $T_k^u$ exceeds it with on average 23.55 time units. Thus, the lower bound tends to be rather close to the optimum, while the upper bound is looser. Fortunately, from a computational perspective it is less important to provide tight bounds on $T_k^*$ than on $R_0^u$.

Table 1 indicates that the EOI heuristic performs well and offers a viable option to the optimal solution. On average it overestimates the shipment intervals by 2.99%, but the average cost increase is only 0.14% with a maximum of 0.66%. This suggests that the total cost is insensitive to the choice of shipment intervals around the optimum as long as $R_0$ and $S$ are adjusted accordingly.

The computational complexity of the presented method is directly related to the number of combinations that need to be considered in the cost and fill rate evaluations (follows from the analysis in Section 3 and 4). Consequently, evaluation and optimization of large systems, with many retailers, high demand items, and long lead-times can be time consuming. Looking at the computation times for the problems in the numerical study they range from seconds to several hours, with changes in $L_0$ and $N$ having the biggest impact. On average, the computation times are 19 times longer for the problems with $L_0 = 5$ than for $L_0 = 1$, and 6.5 times longer for problems with $N = 6$ (with $E[D_0] = 12$) than
for \( N = 3 \) (with \( E[D_0] = 6 \)). In contrast, 10 fold increases of \( \beta_i, \omega_k \) and \( Q_0 \) increase the computation times on average by 26\%, 7\%, and 30\% respectively. To investigate the computational impact of larger expected warehouse demand for fixed \( N \), we solved 64 additional problems with \( N = 3 \) for which the expected demand per time unit at each retailer was doubled rendering \( E[D_0] = 12 \) (keeping the compounding distributions and everything else fixed). On average the computation times then increase by a factor \( 2.2 \). Thus, the computational times increase significantly with both \( N \) and \( E[D_0] \).

Increasing the number of retailer groups \( K \) (for fixed \( N \)) increases the number of candidate solutions to search in the optimization, but it only affects the inventory cost and fill rate calculations if the bounds \( T^l_k \) and \( T^u_k \) change so new \( T_i \) - values need to be considered. For given optimality bounds and step sizes \( \tau_k \), there are \( (R^u_0 - R^l_0) \prod_{k=1}^{K} ((T^u_k - T^l_k)/\tau_k) \) combinations of \( R_0 \) and \( T \) to consider. This means that the search space (and thereby the computation times) increases rapidly with \( K \) if \( \tau_k \) is small compared to \( (T^u_k - T^l_k) \) for all \( k \), but more modestly otherwise.

6 Multi-Item Systems

This section extends the analysis to multi-item systems, where \( J \) items are controlled simultaneously. The items are distributed via a central warehouse to \( N \) retailers (The model is also applicable to situations where different items are located at different central warehouses and shipments from these warehouses are consolidated). The items may be distributed in any way across the retailers. However, without loss of generality, we assume that each item is sold by at least one of the retailers and each retailer sells at least one of the items. Shipments may be consolidated to \( K \) consolidation groups across items and retailers. A consolidation group consists of a number of items jointly distributed to a collection of retailers. In principle there can be different consolidation groups associated with different items, but \( K \leq N \times J \). Note that in the single-item case a consolidation group is equivalent to a retailer group. From a practical perspective, the possibility to consolidate shipments across items as well as retailers increases both the practical applicability and the possible gain. We define:

- \( R_{0,j} \): reorder point at the central warehouse for item \( j \)
- \( S_j \): vector with order-up-to levels for all retailers for item \( j \) \( (S_{1,j},...,S_{N,j}) \)
- \( T_{i,j} \): shipment interval for item \( j \) to retailer \( i \) (= \( T_k \) for all items and retailers in group \( k \))
- \( T \): matrix with shipment intervals for all items to all retailers \( (T_{1,1},...,T_{1,j};...,T_{N,1},...,T_{N,j}) \)
- \( HC_{0,j}(R_{0,j}, T) \): holding costs at central warehouse for item \( j \)
- \( HC_{i,j}(R_{0,j}, S_j, T) \): holding costs at retailer \( i \) for item \( j \)
- \( BC_{i,j}(R_{0,j}, S_j, T) \): backorder costs at retailer \( i \) for item \( j \)
$TC_M$: the total cost function in the multi-item system

As explained in Section 2, the fixed shipment costs are incurred for every scheduled shipment that leave the warehouse. In the multi-item case, the fixed cost for every scheduled shipment to consolidation group $k$, $\omega_k$, may, for example, be determined as the sum of the fixed shipment costs per retailer and item belonging to this group. This way to model the costs will assure that consolidation can be obtained both across retailers and items in group $k$ by using the same shipment intervals, and by synchronizing their start. In the cost functions for multi-item systems, the total shipment costs per time unit can still be determined as $SC(T) = \sum_{k \in K} \omega_k T_k$.

Given $T$, the holding and backorder costs as well as the fill rates for item $j$ are independent of the other items and can be determined as in the single-item case. The total cost function for the multi-item system with backorder costs is

$$TC_M = \sum_{j \in J} \left[ HC_{0,j}(R_{0,j},T) + \sum_{i \in N} \left[ HC_{i,j}(R_{0,j},S_j,T) + BC_{i,j}(R_{0,j},S_j,T) \right] \right] + SC(T). \quad (35)$$

For a multi-item system with fill rate constraints, each item $j$ at retailer $i$ may have an individual fill rate constraint while the backorder costs are excluded from the total cost function. The fill rate of item $j$ at retailer $i$, $\gamma_{i,j}$, can be determined analogously to the single-item case using (10).

The optimization of multi-item systems is similar to the single-item optimization but with the coupling constraint that all items in a consolidation group use the same shipment interval. The shipment intervals are the only way in which the different items affect each other. The bounds for the warehouse reorder points need to be determined separately for each item, while $T^l_k$ and $T^u_k$ are only determined once for each consolidation group, taking all items into consideration. Propositions 4 and 5 can still be used to determine these bounds, provided that $TC$ is redefined as the lowest total cost for all items under all currently known policies, and $TC^l_k$ is redefined as a lower bound for the total costs of all items related to consolidation group $k$. $TC^l_k$ can be obtained from Lemma 4 by including the holding costs for the reserved stock on hand of all items in group $k$.

The optimization procedure is analogous to the single-item case. First, $TC^l_k$ is determined. Second, an initial total cost, $\overline{TC}$, is obtained by optimizing a system where the shipment intervals, $T_k \forall k \in K$, are determined by a straightforward extension of the heuristic in (29). In this extension, the total holding cost is a summation of the holding costs of all items associated with the considered consolidation group. The optimization, given $T_k$, is performed separately for each item $j \in J$ according to the single-item procedure. Given $\overline{TC}$, initial values for $T^l_k$ and $T^u_k \forall k \in K$ can be determined and
the bounds are tightened as $\overline{Tc}$ is updated. Finally, an optimal solution is found by searching all combinations of shipment intervals within the bounds, optimizing the reorder points and order-up-to levels at all retailers for all items separately, and choosing the solution with the lowest total cost.

7 Summary, Extensions and Future Research

In this paper we have presented a method for exact analysis of the inventory level distributions, fill rates and expected costs in one warehouse multi-retailer inventory systems with time based shipment consolidation and compound Poisson demand. An optimization procedure is also provided based on bounding the optimal decision variables; the warehouse reorder point, the retailer base-stock levels, and the shipment intervals. The method is applicable for both single- and multi-item systems.

The analysis can be extended to other related systems, for example with different replenishment policies at the central warehouse. The same technique for analyzing the inventory levels, costs and fill rates at the retailers (via the backorder distribution at the warehouse) can be used for any warehouse replenishment policy for which the inventory position and lead time distributions are known. One such extension is the use of an $(s, S)$ policy at the warehouse. For this system, the lead time ($L_0$) is constant and the distribution of the warehouse inventory position can for instance be obtained by the technique in Axsäter (2006, p. 107–109). With this distribution known, the cost analysis of the entire system can be obtained analogously to the approach presented in this paper. Assuming that $S - s$ is fixed, the optimization can be handled analogously as well. Relaxing this assumption offers interesting challenges for further research.

Another possible extension is to let the warehouse use, what we refer to as, synchronized $(R, nQ)$ replenishments. This implies that replenishment orders from the central warehouse are placed only when there is a shipment leaving (to any retailer group) exactly $L_0$ time units later. To elaborate, consider a situation when the inventory position at the warehouse falls below $R_0$ at time $t_0$ and the first shipment from the warehouse after time $t_0 + L_0$ leaves at $t_0 + L_0 + \Delta$. If the replenishment order of $Q_0$ units is placed at time $t_0$ (as our policy prescribes) it will arrive $\Delta$ time units before it is needed. Under the synchronized policy the warehouse delays the order placement $\Delta$ time units, and will thereby reduce its inventory with $Q_0$ units for $\Delta$ time units. Because of the periodic shipment schedule, this delay does not affect the service to the retailers. The analysis of the retailers in this system therefore remains the same as in our current model. However, the analyses of the warehouse inventory (both the reserved and unreserved stock on hand) and the optimization bounds are severely complicated and beyond the scope of this paper to solve. Note that, theoretically, the synchronized policy offers a performance guarantee over the presented $(R, nQ)$ policy. Intuitively, the difference in
performance will depend on how often shipments are dispatched. This is influenced, for example, by the number of retailer/consolidation groups, the length of the shipment intervals and the coordination of dispatching times. Frequent shipments suggests smaller opportunities for savings. From a practical perspective, there are two drawbacks with the synchronized policy: (1) it is sensitive to variations in the replenishment lead times, \( L_0 \), and (2) the receiving and loading activities of all items at the central warehouse are concentrated to the same time instances. Other possible extensions would be periodic \((R, nQ)\) replenishments, and synchronized or periodic \((s, S)\) policies.

The exact approach presented in this paper can be computationally challenging to apply to large systems. Thus, another direction for future research is to consider computationally more efficient methods for cost analysis and optimization. In addition, we believe that our analysis provides a good foundation for future research on both exact methods and accurate heuristics for analyzing similar divergent systems. Other possible future areas of research using extensions of this approach includes \(N\)-echelon distribution systems, periodic replenishments to the central warehouse or demand with other distributions than compound Poisson.

**Electronic Companion**

An electronic companion, containing all proofs and appendices, is available together with the online version of this paper at http://or.journal.informs.org/.
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Appendix A: Algorithm for Determining $TC^d_k$

To find the lower bound for the total costs directly associated with retailer group $k$, $TC_k$, in Lemma 5,

$$TC_k = \min_{T_k, S_i} (TC_k | B_i(t_0) = 0, \forall i),$$  \hspace{1cm} (A1)

we go through the following steps:

1. Determine a near optimal shipment interval for retailer group $k$, $T_k$, using (29)

2. Given $T_k$, determine near optimal reorder points for each retailer $S_i$. This is done by optimizing each retailer separately as a single-echelon system. Note that the convexity property in Proposition 3 holds also for systems where $B_i = 0$ ($R_0 \to \infty$).

3. Calculate $TC_k = TC_k(T_k, S_i)$.

4. Obtain upper and lower bounds for $T_k$ for the optimization. These bounds are obtained analogously to the bounds in Proposition 5 as

$$T^d_k = \frac{TC_k - \sqrt{TC_k^2 - 2 \omega_k \sum_{i \in N_k} h_0 \lambda_i \mu_i}}{\sum_{i \in N_k} h_0 \lambda_i \mu_i}$$  \hspace{1cm} (A2)

$$T^u_k = \frac{TC_k + \sqrt{TC_k^2 - 2 \omega_k \sum_{i \in N_k} h_0 \lambda_i \mu_i}}{\sum_{i \in N_k} h_0 \lambda_i \mu_i}$$  \hspace{1cm} (A3)

5. Search through all values of $T_k$ in this interval and optimize $S_i$ for each $T_k$ to find the lower bound, $TC_k$.

Appendix B: Proofs

Proof of Proposition 1

Proof. The reserved stock on hand at the warehouse increase whenever an unreserved unit on hand is reserved or a backordered unit arrives to the central warehouse. Thus the process by which the reserved stock on hand accumulates depends on the customer demand process, and the warehouse replenishment process. For fixed policies these two processes are in the current system independent of the shipment process, i.e., the length of the shipment interval, and when shipments leave the central warehouse. Hence, the same holds for the accumulation process of the reserved stock on hand. Moreover, as all unsatisfied demand is backordered, and all units will be reserved stock on hand at the warehouse at some point in time, the average rate by which the reserved stock on hand for retailer $i$ accumulate is equal to the demand rate at retailer $i$, $\lambda_i \mu_i$. Consequently, if the previous shipment to retailer $i$ left at time $t$, the expected number of units on hand at the warehouse reserved by retailer $i$, at $t + \tau$, for any $\tau \in (0, T_i]$, is $\lambda_i \mu_i \tau$. This means that the expected amount of reserved stock on hand for retailer $i$ will increase linearly between two consecutive shipments from 0 to $\lambda_i \mu_i T_i$. Taking the average over time renders (4).
Proof of Lemma 1:

Proof. Conditioning on at least \( n \) retailer orders during \((t_0 - L_0, t_0]\), \( \Phi_0 \geq n \), and that \( \Psi^{n-1} = x \), for \( x > 0 \), there will be \( u > 0 \) partial backorders for retailer \( i \) caused by the \( n^{th} \) retailer order if two conditions are fulfilled: (i) The \( n^{th} \) retailer order originates from retailer \( i \). The probability for this is \( \frac{\lambda_i}{\lambda_0} \). (ii) The quantity of this order is \( x + u \). The probability for this is \( P\{Y_i = x + u\} \). This renders for \( u > 0 \),

\[
P\{\hat{B}^n_i(t_0) = u|\Phi_0 \geq n \text{ and } \Psi^{n-1} = x\} = \frac{\lambda_i}{\lambda_0} P\{Y_i = x + u\}, \forall x > 0. \tag{B1}
\]

(14) follows from unconditioning with respect to \( \Phi_0 \) and \( \Psi^{n-1} \). The latter by considering all possible positive values \( x \in [1, S_0 - n + 1] \).

In order to have 0 partial backorders for retailer \( i \), when the \( n^{th} \) retailer order after \( t_0 - L_0 \) brings the nominal inventory position to a non-positive value, the proof is analogous. In this case, however, there are two different scenarios; either the \( n^{th} \) customer arrives from retailer \( i \) and demands exactly \( x \) units to move the nominal inventory position to 0, or the \( n^{th} \) customer arrives from another retailer and demands more than or equal to \( x \) units.

Proof of Lemma 2:

Proof. The distribution of complete backorders depends on \( n \), the retailer order that brings the nominal inventory position to a non-positive value. However, because of the memoryless property of the compound Poisson demand, the complete backorders are independent of which retailers these \( n \) first orders originated from, and the sizes of these orders.

Given that there are \( a \) orders to retailer \( i \) after the \( n^{th} \) retailer order, i.e., \( \Phi_{t,n} = a \), it is clear that \( P\{\hat{B}_{i,n}(t_0) = v|\Phi_{t,n} = a\} = P\{Y_{i,a} = v\}. \tag{17} \) follows by taking the expectation over all possible outcomes of \( \Phi_{t,n} \).

To arrive at (18) we note that given \( m \) retailer orders that are completely backordered, the probability that \( a \) of these originates with retailer \( i \) is \( P\{Z_m^i = a\} \). Moreover, the probability of \( n + m \) retailer orders in \((t_0 - L_0, t_0]\) given at least \( n \) orders in \((t_0 - L_0, t_0]\) is \( P\{\Phi_0 = n + m\}/P\{\Phi_0 \geq n\} \). (18) follows as an expectation over all possible values of \( m \).

Proof of Proposition 2:

Proof. By definition \( P\{\hat{B}_i^n(t_0) = u\} \) is the probability that the \( n^{th} \) retailer order brings \( \Psi^n \) to a non-positive value, causing \( u \) partial backorders for retailer \( i \). Also, by definition \( P\{\hat{B}_{i,n}(t_0) = r - u\} \) is the probability that there are \( r - u \) complete backorders for retailer \( i \) conditioned on that the \( n^{th} \) retailer order brings \( \Psi^n \) to a non-positive value. Taking the expectation over all possible values of \( n \) and \( u \) (noting that \( u \leq r \)) renders (20).

For \( r = 0 \) we also need to consider the probability that the inventory position never reaches zero during the replenishment lead time, \( p_0 \), rendering (21).
Proof of Lemma 3:

Proof. In order for $\tilde{B}_i^{-m}(t_0) = u$ there are two possible scenarios; (a) The $m^{th}$ order before $(t_0 - L_0)$ arrives from retailer $j \neq i$ and the size of this order is at least $-\Psi^{-m-1} = -x$ units $(x < 0)$, and (b) the $m^{th}$ order originates with retailer $i$ and is for at least $-\Psi^{-m} = -x$ units. Starting with (a) the probability that the $m^{th}$ customer arrives from retailer $j \neq i$ and demands more than $-x$ units is $(\lambda_j/\lambda_0)P\{Y_i \geq x\}$. In order for $\tilde{B}_i^{-m}(t_0) = u$ in this scenario, the $m – 1$ next customer orders need to contain $u$ units to retailer $i$ and need to assure that the nominal inventory position is $x$, which can be expressed as the probability $P\{V_i^{m-1} = u \text{ and } \Psi^{-(m-1)} = x\}$. A summation over all possible values of $x$ $(x \in [S_0 + m - 1, -1])$ generates the first part of (25).

The probability for scenario (b) is $(\lambda_i/\lambda_0)P\{Y_i \geq -x\}$. In this scenario, $-x$ units of the $m^{th}$ order will be backordered at $t_0$. Thus, in order for $\tilde{B}_i^{-m}(t_0) = u$, the next $m – 1$ customers need to order $u - (-x) = u + x$ units to retailer $i$ and ensure that $\Psi^{-(m-1)} = x$, which can be expressed as the probability $P\{V_i^{m-1} = u + x \text{ and } \Psi^{-(m-1)} = x\}$. A summation over all possible values of $x$ renders the second part of (25).

In order for $V_i^{m-1} = u$ and $\Psi^{-(m-1)} = x$, the last $m – 1$ customer orders before $t_0 - L_0$ need to include $u$ units to retailer $i$ and $x - S_0 - u$ units to all other retailers (recall $S_0 < 0$ and $x < 0$). With $Z_{i}^{m-1}$ defined as in Section 3.3.1 and determined by (16) we get (26).

□

Proof of Proposition 3:

Proof. Neither the shipment costs, $\sum_{k=1}^{K} \frac{\omega_k}{T_k}$, nor the holding costs at the central warehouse are affected by $S_i$. Furthermore, the holding cost and backorder cost at retailer $i$ are unaffected by the order-up-to levels at other retailers. Thus, for fixed $R_0$, $T$, $TC(R_0, S, T)$ is separable in the retailer order-up-to levels. To assert the convexity in $S_i$ we define the holding and backorder costs at retailer $i$ as

$$RC_i(R_0, S_i, T_i) = h_i E[IL_i^+(s)] + \beta_i E[IL_i^-(s)].$$

(B2)

It is sufficient to show convexity for $RC_i(R_0, S_i, T_i)$ with respect to $S_i$ for each retailer $i$. We define the difference function $\Delta G(s)$ as follows:

$$\Delta G(s) = RC_i(R_0, s + 1, T_i) - RC_i(R_0, s, T_i).$$

(B3)

To prove convexity, we need to show that $\Delta G(s) - \Delta G(s - 1) \geq 0$. First, by using (7), (8) and (9), we rewrite $RC_i(R_0, s, T_i)$ as:

$$RC_i(R_0, s, T_i) = (h_i + \beta_i) E[IL_i^+(s)] - \beta_i E[IL_i(s)],$$

$$= (h_i + \beta_i) \frac{1}{T_i} \sum_{j=1}^{s} \sum_{r=0}^{s-j} j P\{B_i(t_0) = r\} \int_{0}^{T_i} P\{D_i(L_i + x) = s - j - r\}dx,$$

$$-\beta_i(s - E[B_i(t_0)]) - \lambda_i \mu_i L_i.$$  

(B4)

Note that the probability mass function and expectation of $B_i(t_0)$ does not depend on the order-up-to
levels of the retailers. Next, we derive $RC_i(R_0, s + 1, T_i)$ in terms of $RC_i(R_0, s, T_i)$:

$$RC_i(R_0, s + 1, T_i) = \left( h_i + \beta_i \right) \frac{1}{T_i} \sum_{j=1}^{s+1} \sum_{r=0}^{s+1-j} j P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s + 1 - j - r\} dx$$

$$- \beta_i(s + 1 - E[B_i(t_0)] - \lambda_i \mu_i L_i),$$

$$= (h_i + \beta_i) \frac{1}{T_i} \sum_{z=0}^{s} \sum_{r=0}^{s-z} (z + 1) P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s - z - r\} dx$$

$$- \beta_i(s + 1 - E[B_i(t_0)] - \lambda_i \mu_i L_i),$$

$$= (h_i + \beta_i) \frac{1}{T_i} \sum_{z=0}^{s} \sum_{r=0}^{s-z} z P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s - z - r\} dx$$

$$+ (h_i + \beta_i) \frac{1}{T_i} \sum_{z=0}^{s} \sum_{r=0}^{s-z} P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s - z - r\} dx$$

$$- \beta_i(s - E[B_i(t_0)] - \lambda_i \mu_i L_i) - \beta_i,$$

$$= (h_i + \beta_i) \frac{1}{T_i} \sum_{z=0}^{s} \sum_{r=0}^{s-z} P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s - z - r\} dx$$

$$- \beta_i + RC_i(R_0, s, T_i). \quad (B5)$$

As a result the first order difference is equal to:

$$\Delta G(s) = (h_i + \beta_i) \frac{1}{T_i} \sum_{j=0}^{s} \sum_{r=0}^{s-j} P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s - j - r\} dx - \beta_i. \quad (B6)$$

By following the similar line of thought, we get the following for the second order difference:

$$\Delta G(s) - \Delta G(s - 1) = (h_i + \beta_i) \frac{1}{T_i} \sum_{r=0}^{s} P\{B_i(t_0) = r\} \int_0^{T_i} P\{D_i(L_i + x) = s - r\} dx \geq 0. \quad (B7)$$

Proof of Proposition 4:

Proof. It is clear from (3) that $h_0 E[IL_0^+]$ is increasing in $R_0$ for all values of $R_0 \geq -Q_0$ and that the total cost $TC(R_0, S, T) = h_0 E[IL_0^+] + \sum_{k \in K} TC_k(R_0, S, T_k) \geq h_0 E[IL_0^+] + \sum_{k \in K} TC_k^d$. With $R_0^d = \min\{R_0 : h_0 E[IL_0^+] + \sum_{k \in K} TC_k^d \geq TC\}$ it follows that for all $R_0 > R_0^d$, $TC(R_0, S, T) \geq TC$ and searching this region cannot reduce the costs.

$$\square$$
Proof of Proposition 5:

Proof. Let
\[ \Theta_k(T_k) = h_0 \sum_{i \in N_k} E[W_i] + \frac{\omega_k}{T_k} = \frac{1}{2} \sum_{i \in N_k} h_0 \lambda_i \mu_i T_k + \frac{\omega_k}{T_k}, \]  
(B8)
be the costs directly related to shipment interval \( T_k \). Note that \( \Theta_k(T_k) \) is strictly convex in \( T_k \) as (for \( T_k > 0 \))
\[ \frac{\partial^2 \Theta_k}{\partial T_k^2} = \frac{\partial^2}{\partial T_k^2} \left( \frac{1}{2} \sum_{i \in N_k} h_0 \lambda_i \mu_i T_k + \frac{\omega_k}{T_k} \right) = 0 + 2 \frac{\omega_k}{T_k^3} > 0. \]  
(B9)
Note also that
\[ TC(R_0, S, T_k) = h_0 E[IL_0^+] + \sum_{\kappa \in K} TC_{\kappa}(R_0, S, T_k) \geq TC_k(R_0, S, T_k) + \sum_{\kappa \in K \setminus \{k\}} TC_{\kappa}^d. \]  
(B10)
It follows that no \( T_k \) satisfying
\[ \Theta_k(T_k) \geq TC - \sum_{\kappa \in K \setminus \{k\}} TC_{\kappa}^d \]  
(B11)
can render a lower total expected cost than \( TC \). From (B8), (B11) and the convexity of \( \Theta_k(T_k) \) we arrive at (31) and (32) by solving
\[ \frac{1}{2} \sum_{i \in N_k} h_0 \lambda_i \mu_i T_k + \frac{\omega_k}{T_k} = TC - \sum_{\kappa \in K \setminus \{k\}} TC_{\kappa}^d \]  
(B12)
with respect to \( T_k \). When \( T_k \) is smaller than the smallest root, \( T_k^l \), or larger than the largest root, \( T_k^u \), (B11) is always satisfied and these regions do not need to be searched. \( \Box \)

Proof of Lemma 4:

Proof. From Proposition 5 we know that the costs directly related to the shipment interval \( T_k \),
\[ \Theta_k(T_k) = \sum_{i \in N_k} E[W_i] + \frac{\omega_k}{T_k} \]  
is convex in \( T_k \). Hence, the shipment interval \( T_{k,l} \) that minimizes \( \Theta_k(T_k) \) is obtained from the first order optimality condition
\[ \frac{\delta \Theta_k}{\delta T_k} = \frac{\delta}{\delta T_k} \left( \frac{1}{2} \sum_{i \in N_k} h_0 \lambda_i \mu_i T_k + \frac{\omega_k}{T_k} \right) = 0, \]  
(B13)
which renders
\[ T_{k,l} = \sqrt{\frac{2\omega_k}{\sum_{i \in N_k} h_0 \lambda_i \mu_i}}. \]  
(B14)(33) follows from
\[ TC_k(T_k) \geq \Theta_k(T_k) \geq \Theta_k(T_{k,l}) = \sqrt{2h_0\omega_k \sum_{i \in N_k} \lambda_i \mu_i}. \]  
(B15)\( \Box \)

Proof of Lemma 5:

Proof. From (27) \( TC_k(R_0, S, T_k) = \frac{\omega_k}{T_k} + \sum_{i \in N_k} h_0 E[W_i] + h_i E[IL_+^i] + \beta_i E[IL_-^i] \). Note that neither \( W_i \) nor \( \frac{\omega_k}{T_k} \) depend on \( R_0 \). Moreover, the retailer costs, \( RC_i(R_0, S_i, T_k) = h_i E[IL_+^i(s)] + \beta_i E[IL_-^i(s)] \),
depend on $R_0$ solely through the backorder distribution, $B_i(t_0)$. From (6) we can show that the probability of an inventory level $j$ at time $t_0 + L_i + t$ at retailer $i$ when $B_i(t_0) = b_i$ is
\[
P\{I_i(t_0 + L_i + t) = j\} = P\{b_i + D_i(t_0, t_0 + L_i + t) = S_i - j\}
= P\{(b_i + 1) + D_i(t_0, t_0 + L_i + t) = (S_i + 1) - j\},
\] (B16)
which implies that
\[
RC_i(S_i, T_k|B_i(t_0) = b_i) = RC_i(S_i + 1, T_k|B_i(t_0) = b_i + 1).
\] (B17)

For reasons of exposition and without loss of generality we renumber the retailers in retailer group $k$, $\{1, 2, \ldots, N_k\}$. Now, let $S_{N_k}$ denote the vector of all order-up-to levels within retailer group $k$, $\{S_1, \ldots, S_{N_k}\}$, and $B_{N_k}(t_0)$ denote the vector of backordered units to each retailer in retailer group $k$ at $t_0$, $\{B_1(t_0), \ldots, B_{N_k}(t_0)\}$. The total costs for retailer group $k$, $TC_k(R_0, S_{N_k}, T_k)$, for any values of $R_0$, $S_{N_k}$ and $T_k$ can then be seen as a sum over weighted averages of costs for all possible backorder combinations:
\[
TC_k(R_0, S_{N_k}, T_k) = \sum_{b_1=0}^{\infty} \ldots \sum_{b_{N_k}=0}^{\infty} P\{B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}\} TC_k(S_{N_k}, T_k|B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}).
\] (B18)

This gives us for any value of $R_0$
\[
TC_k(R_0, S, T_k) \geq \min_{T_k, S_{N_k}} \left[ TC_k(R_0, S, T_k) \right]
= \min_{T_k, S_{N_k}} \left[ \sum_{b_1=0}^{\infty} \ldots \sum_{b_{N_k}=0}^{\infty} P\{B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}\} TC_k(S_{N_k}, T_k|B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}) \right]
\geq \sum_{b_1=0}^{\infty} \ldots \sum_{b_{N_k}=0}^{\infty} P\{B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}\} \min_{T_k, S_{N_k}} \left[ TC_k(S_{N_k}, T_k|B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}) \right]
= \sum_{b_1=0}^{\infty} \ldots \sum_{b_{N_k}=0}^{\infty} P\{B_{N_k}(t_0) = \{b_1, \ldots, b_{N_k}\}\} \min_{T_k, S_{N_k}} \left[ TC_k(S_{N_k}, T_k|B_{N_k}(t_0) = \{0, \ldots, 0\}) \right]
= \min_{T_k, S_{N_k}} \left( TC_k|B_i(t_0) = 0, \forall i \in N_k \right).
\] (B19)

The first equality follows from (B18). The second inequality is a consequence of relaxing the constraint forcing the same values of $T_k$ and $S_{N_k}$ for all values of $B_{N_k}(t_0)$. The second equality follows from (B17) and the fact that only the retailer costs are affected by the backorder distribution. The last equality follows directly as probabilities must sum to 1, completing the proof of (34) \[\square\]
Appendix C: A Small Numerical Example

To illustrate the analysis we consider a system consisting of 3 retailers belonging to 2 retailer groups; retailers \( \{1, 2\} \) constitute the first group (and therefore have equal shipment intervals) and retailer 3 the second. Each retailer face compound Poisson demand with a logarithmic compounding distribution, i.e. with a variance to mean ratio of the demand at retailer \( i \) of \( \rho_i = \text{Var}[D_i]/\text{E}[D_i] \) we have: \( P\{Y_i = y\} = -\alpha_i^y/(\ln(1-\alpha_i)y) \) and \( \lambda_i = -\text{E}[D_i](1-\alpha_i)\ln(1-\alpha_i)/\alpha_i \), where \( \alpha_i = 1 - \rho_i^{-1} \). The considered problem parameters are presented in Table 2.

As seen in Section 3.2, to analyze retailers \( i \) \( (i = 1, 2, 3) \) we need to determine the probability of \( r \) warehouse backorders designated to retailer \( i \), \( P\{B_i(t_0) = r\} \), for all \( r = [0, S_i - 1] \), and the expected amount of backorders to retailer \( i \), \( \text{E}[\text{B}_i(t_0)] \). The computations are based on the analysis in Section 3.3. Two examples of the backorder distribution to retailer 1 conditioned on the inventory positions are \( P\{B_1(t_0) = r|\text{IP}_0(t_0 - L_0) = -1\}, r = 0, 1, 2, 3 \} = \{0.607, 0.262, 0.057, 0.028\} \) and \( P\{B_1(t_0) = r|\text{IP}_0(t_0 - L_0) = 3\}, r = 0, 1, 2, 3 \} = \{0.942, 0.023, 0.012, 0.008\}. Taking the average over all possible inventory positions \( (\text{IP}_{0}(t_0 - L_0) = [-1, 3]) \) we get the steady state distributions of the backorders designated to each retailer, presented in Table 3. Exemplifying the Remark on page 20, Table 3 also presents the expected backorders designated to each retailer and illustrates their disproportions to the demand per time unit. One result of this is that the delay in the expected replenishment lead time to retailer 1, caused by backorders at the central warehouse, will be higher than the delay experienced by retailers 2 and 3.

Knowing the backorder distributions, the expected stock on hand, \( \text{E}[^{+}\text{IL}_0] \), the expected backorders, \( \text{E}[^{-}\text{IL}_0] \), and the fill rates, \( \gamma_0 \), at the retailers can be determined from (7), (9) and (10) respectively. Calculating the expected stock on hand at the central warehouse using (3) and (4), the total cost of the system can be determined from (2). The results, determined analytically by the suggested approach, and simulated in a discrete event simulation program (Extend), are presented in Table 4.

Table 2: Values for parameters and decision variables in the illustrative example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{E}[D_i] )</td>
<td>{1, 1, 1}</td>
</tr>
<tr>
<td>( R_0 )</td>
<td>-2</td>
</tr>
<tr>
<td>( T_i )</td>
<td>{0.5, 0.5, 1}</td>
</tr>
<tr>
<td>( L_i )</td>
<td>{0.5, 0.5, 1, 0.5}</td>
</tr>
<tr>
<td>( \beta_i )</td>
<td>{10, 10, 10}</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>{4, 2, 1.5}</td>
</tr>
<tr>
<td>( Q_0 )</td>
<td>5</td>
</tr>
<tr>
<td>( S_i )</td>
<td>{4, 4, 4}</td>
</tr>
<tr>
<td>( h_i )</td>
<td>{1, 1, 1, 1}</td>
</tr>
<tr>
<td>( \omega_k )</td>
<td>{2, 2}</td>
</tr>
</tbody>
</table>

Table 3: Distribution of warehouse backorders designated to each retailer

<table>
<thead>
<tr>
<th>Retailer (i)</th>
<th>( {P{B_i(t_0) = r}, r = 0, 1, 2, 3} )</th>
<th>( \text{E}[\text{B}_i(t_0)] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{0.824, 0.096, 0.032, 0.017}</td>
<td>0.399</td>
</tr>
<tr>
<td>2</td>
<td>{0.773, 0.144, 0.048, 0.002}</td>
<td>0.373</td>
</tr>
<tr>
<td>3</td>
<td>{0.754, 0.165, 0.054, 0.018}</td>
<td>0.367</td>
</tr>
</tbody>
</table>

Table 4: Results from exact analysis and simulation (Sim)

<table>
<thead>
<tr>
<th></th>
<th>( \text{E}[\text{IL}_{0}^+] )</th>
<th>( \text{E}[\text{IL}_{0}^{-}] )</th>
<th>( \text{E}[\text{IL}_{1}^{-}] )</th>
<th>( TC )</th>
<th>( \gamma_0(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>1.639</td>
<td>{3.087,2.541,2.704}</td>
<td>{0.236,0.165,0.071}</td>
<td>20.691</td>
<td>{72.6,79.5,88.1}</td>
</tr>
<tr>
<td>Sim(^1)</td>
<td>1.639</td>
<td>{3.087,2.541,2.704}</td>
<td>{0.236,0.165,0.071}</td>
<td>20.691</td>
<td>{72.6,79.5,88.1}</td>
</tr>
</tbody>
</table>

\(^1\)The Standard deviations of the simulated results were < 0.001.
Appendix D: Numerical Study

For all 128 problem settings defined in Section 5, the shipment intervals, $T_k \forall k \in K$, the reorder points at the central warehouse, $R_0$, and the order up to levels at the retailers, $S_i \forall i \in N$, are optimized using the method described in Section 4. For optimizing the shipment intervals we have used a step size of 0.01 time units. The complete results for all settings are available from the authors upon request. Table 5 summarizes the results in terms of average effects on: the optimal total cost, $TC^*$, the optimal reorder point at the central warehouse, $R_0^*$, the average of the optimal order-up-to level at the retailers, $S_i^*$, and the average of the optimal shipment intervals, $T_k^*$. It also includes the relative difference between the heuristic shipment intervals and the optimal, $\Delta T$, the relative increase in the associated costs, $\Delta C$, the difference between the upper bound on $R_0$, $R_0^u$, and the optimal value, $R_0^*$, $\Delta R_0^*$, the difference between the optimal value on $T_k$, $T_k^*$, and the lower bound, $T_k^l$, $\Delta T_k^l$, and the difference between the upper bound on $T_k$, $T_k^u$, and the optimal value, $T_k^*$, $\Delta T_k$. The results associated with $\rho_i = 1$ are averages across all 64 problems where $\rho_i = 1$, and analogously for all other parameters.

Table 5: Average results for the test series, for low and high values of $N$, $\rho_i$, $\beta_i$, $\omega_k$, $L_0$, $L_i$ and $Q_0$ as well as averages over all problems and minimum and maximum values

<table>
<thead>
<tr>
<th>$\rho_i$</th>
<th>$E[TC^*]$</th>
<th>$E[R_0^u]$</th>
<th>$E[S_i^o]$</th>
<th>$E[T_k^*]$</th>
<th>$E[\Delta C]$</th>
<th>$E[\Delta T]$</th>
<th>$E[\Delta R_0^u]$</th>
<th>$E[\Delta T_k^l]$</th>
<th>$E[\Delta T_k^u]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>82.02</td>
<td>19.11</td>
<td>15.08</td>
<td>3.24</td>
<td>0.12%</td>
<td>-0.60%</td>
<td>4.91</td>
<td>2.05</td>
<td>15.81</td>
</tr>
<tr>
<td>5</td>
<td>141.00</td>
<td>20.67</td>
<td>23.75</td>
<td>3.05</td>
<td>0.16%</td>
<td>6.57%</td>
<td>9.92</td>
<td>2.33</td>
<td>31.28</td>
</tr>
<tr>
<td>$\beta_i = 10$</td>
<td>93.66</td>
<td>18.19</td>
<td>15.88</td>
<td>3.30</td>
<td>0.08%</td>
<td>-2.27%</td>
<td>7.42</td>
<td>2.21</td>
<td>18.88</td>
</tr>
<tr>
<td>$\beta_i = 100$</td>
<td>129.37</td>
<td>21.59</td>
<td>22.94</td>
<td>2.99</td>
<td>0.21%</td>
<td>8.24%</td>
<td>7.41</td>
<td>2.17</td>
<td>28.21</td>
</tr>
<tr>
<td>$\omega_k = 10$</td>
<td>81.96</td>
<td>21.25</td>
<td>15.97</td>
<td>1.54</td>
<td>0.13%</td>
<td>1.90%</td>
<td>7.28</td>
<td>1.25</td>
<td>19.07</td>
</tr>
<tr>
<td>$\omega_k = 100$</td>
<td>141.07</td>
<td>18.53</td>
<td>22.85</td>
<td>4.75</td>
<td>0.15%</td>
<td>4.07%</td>
<td>7.55</td>
<td>3.13</td>
<td>28.02</td>
</tr>
<tr>
<td>$N = 3$</td>
<td>84.78</td>
<td>10.86</td>
<td>20.45</td>
<td>3.68</td>
<td>0.15%</td>
<td>3.18%</td>
<td>6.53</td>
<td>2.52</td>
<td>25.82</td>
</tr>
<tr>
<td>$N = 6$</td>
<td>138.24</td>
<td>28.92</td>
<td>18.38</td>
<td>2.61</td>
<td>0.14%</td>
<td>2.79%</td>
<td>8.30</td>
<td>1.86</td>
<td>21.27</td>
</tr>
<tr>
<td>$L_0 = 1$</td>
<td>108.36</td>
<td>1.27</td>
<td>18.86</td>
<td>3.11</td>
<td>0.17%</td>
<td>4.41%</td>
<td>5.06</td>
<td>2.11</td>
<td>22.05</td>
</tr>
<tr>
<td>$L_0 = 5$</td>
<td>114.66</td>
<td>38.52</td>
<td>19.96</td>
<td>3.18</td>
<td>0.11%</td>
<td>1.56%</td>
<td>9.77</td>
<td>2.27</td>
<td>25.04</td>
</tr>
<tr>
<td>$L_i = 1$ and $2$</td>
<td>107.98</td>
<td>20.45</td>
<td>17.26</td>
<td>3.10</td>
<td>0.18%</td>
<td>4.94%</td>
<td>7.48</td>
<td>2.13</td>
<td>22.96</td>
</tr>
<tr>
<td>$L_i = 2$ and $4$</td>
<td>115.04</td>
<td>19.33</td>
<td>21.57</td>
<td>3.19</td>
<td>0.11%</td>
<td>1.03%</td>
<td>7.34</td>
<td>2.26</td>
<td>24.14</td>
</tr>
<tr>
<td>$Q_0 = 2$</td>
<td>110.40</td>
<td>24.50</td>
<td>19.13</td>
<td>3.13</td>
<td>0.15%</td>
<td>3.49%</td>
<td>6.33</td>
<td>2.15</td>
<td>22.96</td>
</tr>
<tr>
<td>$Q_0 = 20$</td>
<td>112.63</td>
<td>15.28</td>
<td>19.69</td>
<td>3.16</td>
<td>0.14%</td>
<td>2.48%</td>
<td>8.50</td>
<td>2.23</td>
<td>24.13</td>
</tr>
<tr>
<td>Average</td>
<td>111.51</td>
<td>19.89</td>
<td>19.41</td>
<td>3.15</td>
<td>0.14%</td>
<td>2.99%</td>
<td>7.41</td>
<td>2.19</td>
<td>23.55</td>
</tr>
<tr>
<td>Minimum</td>
<td>31.61</td>
<td>-10</td>
<td>7.67</td>
<td>1.09</td>
<td>0.00%</td>
<td>-9.79%</td>
<td>0</td>
<td>0.91</td>
<td>7.05</td>
</tr>
<tr>
<td>Maximum</td>
<td>264.19</td>
<td>68</td>
<td>38.33</td>
<td>6.11</td>
<td>0.66%</td>
<td>18.60%</td>
<td>24</td>
<td>4.23</td>
<td>51.26</td>
</tr>
</tbody>
</table>

$^1 \rho_i = 1$ corresponds to Poisson demand at all retailers and $\rho_i = 5$ to compound Poisson demand with logarithmic compounding distributions so that the variance-to-mean ratio of the demand per time unit at retailer $i$ is $5 \forall i \in N$.

Focusing first on the computational aspects and the optimality bounds, it is relevant to know that the optimization times for studied problems were between 0.2 and 120 minutes on a Dell Latitude 6400 lap top. The parameters that seem to affect the computational times the most are $\lambda_0$, $L_0$, $N$ and $K$. An important observation is that the fairly time consuming calculations of the backorder distributions at the central warehouse only needs to be computed once for each value of $R_0$ (in a given problem). Especially for the computationally more demanding problems, most of the computational time was spent on calculating these distributions. An explanation for this is that the complexity of determining these distributions increase with $R_0 + Q_0$. As a result, the upper bound on the reorder level at the central warehouse, $R_0^u$ is the most important bound. Table 5 shows that this bound is rather tight, exceeding the optimal value $R_0^*$ by on average with only 7.41 units. It is especially tight in the cases where $\rho_i = 1$ (on average only 4.91 units above optimum) and when $L_0 = 1$ (on average only 5.06 units above optimum). In fact, in the 32 problem settings investigated, where $\rho_i = 1$ and $L_0 = 1$,
The fact that $E[\Delta R_{0}]$ is lower in systems where $L_0$ is lower is intuitive, as the optimal reorder level, $R_{0}^{*}$, is much lower for these systems. The effect of $\rho_i$ on the performance of the bound is perhaps less obvious. In order to explain this, recall that this bound is based on an estimation of the minimum costs at the retailers, $TC_k$, that assumes no backorders at the central warehouse (see Proposition 4). When the demand has a higher variance-to-mean ratio, a higher $R_0$-value is required for reaching this situation and the bound will therefore become looser.

Turning to the bounds on $T_k$, Table 5 shows that the lower bound is on average 2.19 time units below the optimal value (which is on average 3.15). The upper bound is looser as it is on average 23.55 time units above the optimal value. These bounds play a less important role in reducing the computational time than the upper bound on $R_0$.

Shifting our attention to the EOI heuristic, Marklund (2011) shows that it performs very well for Poisson demand. Based on Table 5 this seems to hold also for compound Poisson demand. The expected relative cost increase for all problem settings is only 0.14%, although the heuristic tends to overestimate the optimal shipment intervals with on average 2.99%. The relative cost increase is also only slightly higher in the systems where the variability in the demand is high 0.16% compared to 0.12% for the Poisson systems. There is a stronger tendency to overestimate the shipment intervals for the systems where $\rho_i = 5$ ($E[\Delta T] = 6.57\%$), but because the total costs are much higher in these systems, the relative increase is still small. The parameter that seems to have the biggest influence on the performance of the heuristic is, in fact, the backorder costs. In systems where the backorder costs are high $E[\Delta C] = 0.21\%$. An explanation may be the desire to increase the flexibility in these systems by reducing the shipment intervals (the shipment intervals are overestimated by 8.24% in systems where $\beta_i = 100$ when using the heuristic).

Considering the behavior of the optimal solutions, Table 5 illustrates that when the variability increases (i.e. comparing $\rho_i = 1$ to $\rho_i = 5$), the biggest difference in the control parameters is seen in the order-up-to levels of the retailers, which increase from on average 15.08 to 23.75. However there are also effects on the shipment intervals and reorder points at the central warehouse. The optimal warehouse reorder point increases from on average 19.11 to 20.67, thus raising the amount of available units at the central warehouse to handle the variability. The shipment intervals decrease from on average 3.24 to 3.05 with the effect that there is more flexibility in the system (the system can react faster if there is a big order at a specific retailer). Similar effects can be seen when increasing the backorder cost ($\beta_i$). The largest effect on the the optimal control parameters is an increase in the average order-up-to levels at the retailers from 15.88 to 22.94. However, we also see an increase in the average reorder point at the central warehouse from 18.19 to 21.59 and a decrease in the average shipment intervals (from 3.30 to 2.99), increasing the flexibility.

With regards to the shipment costs, we can see from Table 5 that as $\omega_k \forall k$ increase, the system reacts by increasing the shipment intervals (from on average 1.54 to 4.75). Moreover, the order-up-to levels at the retailers need to be raised accordingly in order to ensure stock for a longer replenishment cycle. Maybe less intuitively, the average optimal reorder points at the central warehouse decreases for these systems. This can be explained by the fact that increased shipment intervals results in longer replenishment lead times to the retailers, which may reduce the relative impact of inventory pooling at the central warehouse. Another contributing factor may be that the consolidation stock at the central warehouse increases with the shipment intervals. Thus, in order to avoid too much stock at the warehouse, the reorder point is reduced. For the other parameters, $N$, $L_0$, $L_i$ and $Q_0$, the behavior of the optimal solutions did not offer any insights beyond the obvious.