The time-dependent capacitated profitable tour problem with time windows and precedence constraints

Citation for published version (APA):

DOI:
10.1016/j.ejor.2017.07.004

Document status and date:
Published: 01/02/2018

Document Version:
Accepted manuscript including changes made at the peer-review stage

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl

providing details and we will investigate your claim.

Download date: 16. Oct. 2020
The time-dependent capacitated profitable tour problem with time windows and precedence constraints

Peng Sun\textsuperscript{a,}\textsuperscript{*}, Lucas P. Veelenturf\textsuperscript{a}, Said Dabia\textsuperscript{b}, Tom Van Woensel\textsuperscript{a}

\textsuperscript{a} School of Industrial Engineering, Operations, Planning, Accounting and Control (OPAC), Eindhoven University of Technology, Eindhoven 5600 MB, The Netherlands
\textsuperscript{b} Department of Information, Logistics and Innovation, Vrije Universiteit Amsterdam, Amsterdam 1081 HV, The Netherlands

\textbf{A R T I C L E   I N F O}

Article history:
Received 16 August 2016
Accepted 3 July 2017
Available online xxx

Keywords:
Transportation
Profitable tour problem
Pickup and delivery problem
Tailored labeling algorithm
Time-dependent travel times

\textbf{A B S T R A C T}

We introduce the time-dependent capacitated profitable tour problem with time windows and precedence constraints. This problem concerns determining a tour and its departure time at the depot that maximizes the collected profit minus the total travel cost (measured by total travel time). To deal with road congestion, travel times are considered to be time-dependent. We develop a tailored labeling algorithm to find the optimal tour. Furthermore, we introduce dominance criteria to discard unpromising labels. Our computational results demonstrate that the algorithm is capable of solving instances with up to 150 locations (75 pickup and delivery requests) to optimality. Additionally, we present a restricted dynamic programming heuristic to improve the computation time. This heuristic does not guarantee optimality, but is able to find the optimal solution for 32 instances out of the 34 instances.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The effective usage of empty vehicles’ space is an important opportunity to increase the efficiency of urban transportation systems and to reduce traffic congestion, fuel consumption, and pollution. Companies (e.g., Uber) can generate extra income by renting out vehicles’ empty space rising in their transportation processes. Several mobile applications are developed to improve the last-mile deliveries by involving the city’s residents. For instance, Roadie created an on-the-way delivery network which is an online market where people post their required shipments and where anyone can offer to execute the shipment. DHL launched a platform called MyWays, enabling individuals to deliver packages with products ordered online directly to other end consumers. For those individuals with limited transportation resources, it is important to know which parcels are profitable to collect and deliver. On the one hand, serving a request may be attractive because it generates revenue. On the other hand, there is additional cost for serving the request. Consequently, it might not always be economically beneficial to serve a request. Moreover, customers are not always available to receive the ordered goods (i.e., shops are not open 24/7 or e-commerce customers are not always home). Therefore, these customers propose specific time windows in which they want to be served. These extra constraints make it a challenge for the independent courier to be everywhere on time. He has to select a subset of the requests to be served within the requested time windows. Furthermore, due to the limited capacity of the road network and increased traffic congestion, the travel speed is seriously affected by these traffic fluctuations. This results in great variations in travel times and thereby on the arrival times at customers. Therefore, the travel time between locations is dependent on the time the driver departs (e.g., in rush hours traveling takes more time). Not considering the time-dependent travel time results in too late arrivals at the customers (see e.g., Taş, Dellaert, van Woensel, & de Kok, 2014). All these complex situations illustrate the need for the independent couriers to have a tool to help them out in making decisions on which request to serve and which time to depart. However, scarce literature can be found that focus on this area.

This paper aims at building such a tool by modeling and solving a time-dependent capacitated profitable tour problem with time windows and precedence constraints. We consider a single vehicle with capacity limit and a set of requests which have a pick-up and a delivery node. Each pickup node and delivery node has its own time window in which it should be served. Moreover, a delivery node of a request can only be served after its pickup node is visited. For each served request a profit is collected. To capture travel speed variation during a day, a time-dependent travel time function is assigned to each edge linking two nodes. The objective is to determine the vehicle’s tour starting and ending at the depot, and
maximizing the difference between the total collected profits and total travel cost (see Fig. 1). Following the literature in this area, the tour’s total travel cost is equal to the tour’s duration.

The described problem is NP-hard because it is an extension of the traveling salesman problem with pickup and delivery (TSPPD), which itself is an extension of the traveling salesman problem (TSP). In contrast to the TSPPD and the TSP, in our problem, it is not necessary to visit all the requests.

The main contributions of this paper are summarized as follows. First, we introduce a new model which extends the classical TSPPD by having time-dependent travel times and the option to reject requests. Secondly, we propose an exact solution method for this problem by developing a tailored labeling algorithm in which novel and strong dominance criteria are used. Finally, a restricted dynamic programming heuristic is proposed with a high solution quality and lower computation times than the labeling algorithm.

The remainder of the paper is structured as follows. Section 2 provides a brief review of related existing work. Section 3 defines the problem and introduces a mathematical formulation of the problem. In Section 4, we present the tailored labeling algorithm and in Section 5 the restricted dynamic programming heuristic is introduced. Finally, computational results are reported in Section 6, followed by conclusions in Section 7.

2. Literature review

There are three classes of problems closely related to the problem studied in this paper: the traveling salesman problem with pickup and delivery (TSPPD), the time-dependent vehicle routing problem (TDVRP) and the traveling salesman problem with profits (TSP with profits).

2.1. The traveling salesman problem with pickup and delivery (TSPPD)

Our problem extends the TSPPD by considering time-dependent travel times. The TSPPD is firstly introduced by Ruland and Rodin (1997) and is proven to be of great use in applications like dial-a-ride systems and courier services. Although the pickup and delivery problem (PDP), in which the TSPPD can appear as a subproblem, is extensively studied in the literature, only limited research focuses on the TSPPD.

Currently, the most popular methodology for solving the TSPPD is branch-and-cut. Ruland (1994) and Ruland and Rodin (1997) considered the undirected case of this problem and developed four classes of valid inequalities that are embedded in a branch-and-cut algorithm. The algorithm is tested on instances with up to 15 pickup and delivery requests. Recently, Dumitrescu, Ropke, and Cordeau (2010) studied the same problem, the authors analyzed its polyhedral structure and proposed new valid inequalities that are shown to be facets for the TSPPD polytopes. Their algorithm is capable of solving instances with up to 35 pickup and delivery requests to optimality.

The TSPPD appears as pricing problem for the PDP and in that situation usually named as the elementary shortest path problem with time windows, capacity and pickup and delivery (ESPPTCPD). Sol (1994), Sigurd and Pisinger (2004) and Ropke, Cordeau, and Laporte (2009) presented labeling algorithms with several different dominance rules to solve this problem to optimality.

2.2. The time-dependent vehicle routing problem with time windows (TDVRP)

Another related problem is the TDVRP. Although the TDVRP has attracted the attention of many researchers, literature on this subject remains scarce. The pioneering work is done by Malandraki and Daskin (1992) and Malandraki and Dial (1996). In these papers mixed integer linear programs and several heuristics to solve the problem are proposed. The First-In-First-Out (FIFO) property, which implies that for every arc a later departure time results in a later (or equal) arrival time, is an intuitive and desirable property for time dependent routing problems. Ichoua, Gendreau, and Potvin (2003) and Dabbah, Ropke, van Woensel, and de Kok (2013) considered the TDVRP with travel time variability modeled by “constant speed” time periods, which ensures the FIFO property. The idea of constant speed time periods is adopted in our problem as well.

Due to the complexity of the time-dependent problem, most of the existing algorithms are based on heuristics. In van Woensel, Kerbache, Peremans, and Vandaele (2008) a tabu search heuristic is used to solve the capacitated vehicle routing problem with time dependent travel times. An approximation based on queueing theory and the number of vehicles on a link is used to determine travel speeds. Donati, Montemanni, Casagrande, Rizzolo, and Gambardella (2008) developed a multi-ant colony system for the TDVRP and Ibaraki et. al. (2008) proposed an iterated local search heuristic for the time-dependent vehicle routing problem with time windows (TDVRPTW). Recently, Dabbah et. al. (2013)
developed a branch-and-price algorithm for the TDVRP TW, where a tailored labeling algorithm is presented to solve the time-dependent shortest path problem with resource constraint (TDSP-PRC), which is the pricing problem in the algorithm.

2.3. The traveling salesman problem with profits (TSP with profits)

The proposed problem extends the traveling salesman problem with profits (TSP with profits), in which profits are associated with each request and the overall goal is to find the shortest tour with the maximum collected profits. This means that in contrast to the original TSP, not all nodes have to be visited. In comparison with our study, it does not include time dependency and requests with pickup and delivery nodes.

According to Feillet, Dejax, and Cendreau (2005), TSPs with profits can be categorized into three generic problems depending on the way the terms profits and travel time are addressed in the objective function and constraints. They can be classified in the following categories: the profitable tour problem (PTP), the prize-collecting traveling salesman problem (PCTSP), and the orienteering problem (OP). Dell’Amico, Maffioli, and Varbrand (1995) studied the profitable tour problem (PTP) where both the profits and the travel time are combined in the objective function. Our study builds upon the PTP by having the profits and the travel time in the objective as well. In the prize-collecting TSP (PCTSP) the objective is similar to PTP but a constraint is added to ensure that a minimum amount of profits is collected within the tour. In the original definition of the PCTSP by Balas (1989) there were also penalty values for unvisited nodes within the objective function. An abundant number of publications is devoted to the orienteering problem (OP), which aims to maximize the collected profits subject to a constraint on the maximum allowed tour length. This problem is also known as the selective traveling salesman problem (Laporte & Martello, 1990).

A variant of the OP is the time-dependent orienteering problem (TDOP) which includes time-dependent travel times. Fomin and Lingas (2002) provided a $(2 + \epsilon)$-approximation algorithm for the TDOP which runs in polynomial time if the ratio between the minimum and maximum travel time between any two sites is constant. Li (2011) designed a novel dynamic labeling algorithm for the TDOP in which time is measured in discrete units. Therefore, the FIFO property may not be satisfied in their model. Verbeeck, Aghezzaf, and Vansteenwegen (2014) provided a fast solution method for the TDOP based on an ant colony optimization algorithm. Recently, Verbeeck, Vansteenwegen, and Aghezzaf (2016) presented an ant colony optimization based algorithm for the stochastic variant of the TDOP, which is addressed as the stochastic time-dependent orienteering problem with time windows. For more details about the OP and its variants, readers are referred to Vansteenwegen, Souffriau, and Oudheusden (2011) and Gunawan, Lau, and Vansteenwegen (2016).

To the best of our knowledge, no literature is found that handles a combination of precedence in pickup and delivery, profit-maximizing selection and time-dependent travel time routing cost minimization at the same time. Thus, in this study, we introduce the time-dependent capacitated profitable tour problem with time windows and precedence constraints, which takes care of these three challenges simultaneously. Moreover, both exact and heuristic methods are proposed to solve this problem.

3. Problem description and mathematical formulation

In this section, we first define the problem and introduce the notation used throughout the paper. Afterwards, we present a mathematical formulation for the problem.

3.1. Problem definition

The time-dependent capacitated profitable tour problem with time windows and precedence constraints is defined as follows. We consider a set of $n$ requests $R_1, \ldots, R_n$, where $R_i$ ($i = 1, \ldots, n$) is associated with the pickup node $i$ and the corresponding delivery node $n+i$. Let $G = (N, A)$ be a directed graph, where $N = \{0, 1, \ldots, 2n+1\}$ is the set of all nodes, and $0$ and $2n+1$ represent the origin and destination depot of the vehicle. We define the subsets $N_p = \{1, \ldots, n\}$ and $N_d = \{n+1, \ldots, 2n\}$ as the pickup and delivery nodes, respectively. With each pickup node $i \in N_p$ a profit $r_i$ and a load $q_i$ are associated, and with each delivery node a load $q_{n+i}$ is associated. For the requests, it must hold that $q_i = -q_{n+i}$. There is no inventory at the depots and therefore $q_0 = q_{2n+1} = 0$. To serve the requests we have one vehicle available with limited capacity $Q$.

A hard time window $[e_i, l_i]$ is associated with each node $j \in N_p \cup N_d$, where $e_i$ and $l_i$ represent the earliest and latest time, respectively, at which the service at node $j$ may start. The service time is denoted by $s_j$. A vehicle needs to wait until time $e_j$, if it is arriving at node $j$ before time $e_j$; and arriving later than $l_j$ is not allowed.

Let $\tau_{ji}(t)$ denote the travel time from node $i$ to node $j$, which depends on the departure time $t_i$ at node $i$. Then, we can define the set of feasible arcs as $A = \{(i,j) \in N \times N : i \neq j \text{ and } e_i + s_i + \tau_{ij}(e_j + s_j) \leq l_j\}$. This means that an arc from node $i$ to node $j$ is only included if it is possible to go from node $i$ to $j$ while respecting the time windows of both nodes.

The notation is summarized in Table 1.

The planning horizon is divided into several time periods. Each arc $(i,j) \in A$ has a speed profile associated with it, which consists of

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R = {1, \ldots, n}$</td>
<td>Set of requests</td>
</tr>
<tr>
<td>$N$</td>
<td>Set of nodes</td>
</tr>
<tr>
<td>$A$</td>
<td>Set of arcs</td>
</tr>
<tr>
<td>$N_p$</td>
<td>Set of pickup nodes</td>
</tr>
<tr>
<td>$N_d$</td>
<td>Set of delivery nodes</td>
</tr>
<tr>
<td>$(i, n + i)$</td>
<td>A transportation request $R_i$</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Profit of request $R_i$</td>
</tr>
<tr>
<td>$q_i$</td>
<td>Demand of request $R_i$</td>
</tr>
<tr>
<td>$Q$</td>
<td>Carrying capacity of the vehicle</td>
</tr>
<tr>
<td>$[e_i, l_i]$</td>
<td>Time window of node $i$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>Service time at node $i$</td>
</tr>
<tr>
<td>$t_i$</td>
<td>Departure time from node $i$</td>
</tr>
<tr>
<td>$\tau_{ji}(t_i)$</td>
<td>Travel time from node $i$ to node $j$ with departure time $t_i$ at node $i$</td>
</tr>
</tbody>
</table>
a constant speed within each time period. By using those stepwise speed functions, the FIFO property holds for every arc in the graph $G$ (i.e., a later departure always leads to a later arrival and therefore overtaking will not occur). The speed profiles can be different for each arc.

Fig. 2 depicts a speed profile and the corresponding travel time function for some arc $(i, j)$. Using the idea described in Ichoua et al. (2003), we denote the points $a$, $b$, $c$, $d$, and $e$ where the speed changes as speed breakpoints. There are also travel time breakpoints in the travel time function. These are the departure times which ensure an arrival at node $j$ exactly at the time of a speed breakpoint (e.g., $a'$ is the departure time at node $i$ to arrive at node $j$ at time $a$).

The travel time function is piecewise linear and can be represented by the breakpoints values. Note that in case of time-dependent travel times, the triangle inequality does not necessarily hold. Intuitively, when the direct link between node $h$ and $l$ is heavily congested, we may reach destination node $l$ earlier by taking a diverted route (i.e., via one or several other nodes) than by the direct link from node $h$.

Because of the FIFO property of the travel time functions, a later departure at the depot 0 always results in a later arrival time at node $i$. Therefore, if a path is infeasible for a certain departure time $t_0$ at the origin depot (i.e., a time window of a node in the path is violated), it will also be infeasible for any departure time $t \geq t_0$ at the origin depot. Given a path $p = (v_0, v_1, \ldots, v_k)$ with $v_0 = 0$ and $v_1$ being the node at position $i$ in the path $p$, we define $\delta_{v_i}^p(t)$ as the ready time function at node $v_i$ in path $p$ given a departure time $t$ at node $0$. This ready time function is nondecreasing in $t$ and can be calculated recursively for each node in the path as follows:

$$\delta_{v_i}^p(t) = \begin{cases} \max\{e_{v_0} + s_{v_i}, \delta_{v_{i-1}}^p(t) + r_{v_{i-1}, v_i}, \delta_{v_{i-1}}^p(t) + s_{v_i}\} & \text{if } i = 0, \\ \delta_{v_{i-1}}^p(t) & \text{otherwise.} \end{cases}$$

The ready time function is piecewise linear and this means that we can represent the ready time function by using the ready time function breakpoints. These are the breakpoints of the ready time function of the predecessor node, breakpoints of the travel time function, and the boundary values of the time window of node $v_i$.

The duration of the path given a departure time $t$ at node 0 can be calculated as $\delta_{v_i}^p(t) - t$, which is again a piecewise linear function. In this problem we minimize the total duration of the selected tour instead of the sum of the arc cost. As the duration is a piecewise linear function of the departure time, it is clear that the minimum duration of a tour can be computed by only considering the breakpoints of the ready time function.

### 3.2. Mathematical formulation

For every arc $(i, j) \in A$, we denote $T_{ij}$ as the set of time periods of the corresponding travel time function $r_{ij}(t)$. A time period $T_{ij} \in T_{ij}$ is defined by two consecutive travel time breakpoints, $T_{ij} = \{w_m, w_{m+1}\}$. As $r_{ij}(t)$ is linear in each time period, using $w_m$, $w_{m+1}$, $r_{ij}(w_m)$ and $r_{ij}(w_{m+1})$. We can easily calculate the corresponding slope $\theta_m$ and its intersection $\eta_m$ with the $y$-axis. Therefore

$$r_{ij}(t) = \theta_m t + \eta_m \quad \forall t \in T_{ij}$$

Furthermore, let $x_{ij}^m$ be a binary variable that takes value 1 if and only if the vehicle traverses the arc $(i, j) \in A$ with a departure time in time period $m$. A variable $t_{ij}^m$ is introduced to denote this departure time of traveling from $i$ to $j$ in time period $T_{ij}$. This means that $t_{ij}^m$ is such that

$$t_{ij}^m = \begin{cases} t_i & \text{if } x_{ij}^m = 1, \\ 0 & \text{otherwise.} \end{cases}$$

Consequently, when traveling from $i$ to $j$, we have that:

$$t_i = \sum_{j \in N^i \cup N^j} \sum_{m=0}^{\text{|V|}} t_{ij}^m. \quad (4)$$

It means that the travel time function $r_{ij}(t_i)$ of arc $(i, j)$ at node $i$ can be written as:

$$r_{ij}(t_i) = \sum_{m=0}^{\text{|V|}} (\theta_m t_{ij}^m + \eta_m x_{ij}^m). \quad (5)$$

Let $y_j$ be a binary variable that equals 1 if and only if node $i \in N^p \cup N^p$ is visited. Furthermore, let $Q_i, i \in N$ be a nonnegative integer variable that is the load of the vehicle upon departure from node $i$. Then the mixed integer programing formulation is given as follows:

\[
\max \sum_{j \in N^p} r_{fj} y_j - (f_{2n+1} - f_0) \tag{6}
\]

subject to

\[
\sum_{j \in N^p} x_{ij}^m = 1 \quad (7)
\]

\[
\sum_{i \in N^p} \sum_{m=0}^{\text{|V|}} x_{ij}^m = 1 \quad (8)
\]

\[
\sum_{i \in N^i \cup N^j} \sum_{m=0}^{\text{|V|}} x_{ij}^m = y_j \quad \forall j \in N \setminus \{0\} \tag{9}
\]

\[
\sum_{i \in N^i \cup N^j} \sum_{m=0}^{\text{|V|}} x_{ij}^m - \sum_{j \in N^p \cup N^p} \sum_{m=0}^{\text{|V|}} x_{kj}^m = 0 \quad \forall k \in N \setminus \{0, 2n + 1\} \tag{10}
\]

\[
\sum_{i \in N^i \cup N^j} \sum_{m=0}^{\text{|V|}} x_{ij}^m - \sum_{j \in N^p \cup N^p} \sum_{m=0}^{\text{|V|}} x_{kj}^m = 0 \quad \forall i \in N^p \tag{11}
\]
\[ t_j \geq (1 + \theta_m) t_{ij}^m + \eta_{m} x_{ij}^m + s_j x_{ij}^m \quad \forall i \in N \setminus \{2n + 1\}, j \in N \setminus \{0\} \]  
(12)

\[ Q_i + q_j \leq Q_j + M(1 - x_{ij}^m) \quad \forall i, j \in N, \forall m, m + 1 \in \{T_{ij}\} \]  
(13)

\[ t_{n+1} \geq t \quad \forall i \in N_p \]  
(14)

\[ t_i = \sum_{j \in N \setminus \{0\}} \sum_{m=0}^{t_{ij}^m} \forall i \in N \setminus \{2n + 1\} \]  
(15)

\[ w_{m+1} x_{ij}^m \leq t_{ij}^m \leq w_{m} x_{ij}^m \quad \forall i, j \in N, \forall m, m + 1 \in \{T_{ij}\} \]  
(16)

\[ e_i y_i \leq t_i \leq l_i y_i \quad \forall i \in N_p \cup N_d \]  
(17)

\[ \max\{0, q_i\} \leq Q_i \leq \min\{Q, Q + q_i\} \quad \forall i \in N \]  
(18)

\[ x_{ij}^m, y_i \in \{0, 1\} \quad \forall i, j \in N, \forall m \in \{T_{ij}\} \]  
(19)

The objective function (6) aims to find a tour that maximizes the collected profits minus the total traveling duration. Constraints (7)-(8) guarantee that the path starts at the origin depot 0 and ends at the destination depot 2n + 1. Constraints (9) guarantee that every node, except the nodes representing the start and end depots, is visited at most once. Constraints (10) keep the flow conservation. Constraints (11) ensure that it is not possible to visit only the pickup node or only the delivery node of a certain request. Constraints (12) guarantee that the departure time at a node in the route is larger or equal than the sum of the departure time from the previous node, the travel time between these two nodes and the required service time. Constraints (13) determine the consistency of the load variables. Precedence constraints (14) ensure that for each request i, the pickup node is visited before the delivery node. Constraints (15) are formulated as mentioned before in (4). Constraints (16) and (17) force the departure time of each request to be in the given time period and the given time window. Finally, Constraints (18) ensure that the load in the vehicle is never larger than the capacity of the vehicle.

Due to the computational inefficiency of solving large-scale instances with a commercial ILP solver, we develop a tailored labeling algorithm to solve this problem.

4. A tailored labeling algorithm

In order to solve our problem, we introduce a new exact dynamic programming algorithm, that is named as the tailored labeling algorithm. Ropke et al. (2009) developed a labeling algorithm to solve the pickup and delivery problems with time windows (PDPTW). However, this time-independent algorithm is only efficient if the triangle inequality holds. More recently, Dabia et al. (2013) proposed another labeling algorithm for the time-dependent vehicle routing problem with time windows. Their algorithm has great potential for the time-dependent routing problem without precedence constraints.

In our situation the triangle inequality does not necessarily hold due to the time dependent travel times and furthermore precedence constraints are present. Therefore, we need to develop a new algorithm. Note that the proposed algorithm can be generalized to solve other time-dependent routing problems with precedence constraints.

The algorithm starts generating labels from the depot 0. It progressively extends all feasible labels until they reach the end depot 2n + 1. Moreover, to speed up our tailored labeling algorithm, instead of starting the label extension only from the origin depot 0 in a forward direction, we simultaneously generate labels in backward direction from the destination depot to its predecessors as well. Where both forward labels and backward labels are extended to some time t_m (e.g., the middle of the planning horizon) but not further. At the end, complete paths are generated by merging the partial paths of forward and backward labels. All complete paths are evaluated and the path with the best objective function value is the optimal path. This bidirectional approach has shown great potential for improving the running time of related resource constrained shortest path problems (see, e.g., Righini and Salani, 2006; Dabia et al., 2013).

The forward labeling algorithm is introduced in Section 4.1, followed by the backward labeling algorithm in Section 4.2. If labels are dominated by the criterion introduced in Sections 4.1.3 and 4.2.3, they are removed from the list. Note that if in the procedure none of the labels are dominated, this algorithm is equal to the complete enumeration of all feasible paths. Therefore the dominance criterion is very important. Finally, we discuss the way to merge the partial paths of forward and backward labels in Section 4.3.

4.1. The forward labeling algorithm

In the forward labeling algorithm we start generating labels from the start depot. The definition of a forward label is discussed in Section 4.1.1. The labels are extended if the extension is feasible as discussed in Section 4.1.2. The dominance criterion for forward labels is discussed in Section 4.1.3.

4.1.1. Forward label

For each forward label \( L_f \), we use the following notation:

- \( p(L_f) \) the partial path of label \( L_f \).
- \( v(L_f) \) the last node visited on the partial path \( p(L_f) \).
- \( L_f^{-1} \) the parent label from which \( L_f \) originates by extending it with \( v(L_f) \).
- \( O(L_f) \) the set of incomplete requests in \( p(L_f) \), i.e., the pickup node is visited but not the delivery node.
- \( U(L_f) \) the set of requests for which the pickup nodes are already visited along the partial path \( p(L_f) \). It contains both the complete and the incomplete requests. Therefore, \( O(L_f) \subseteq U(L_f) \).
- \( P(L_f) \) the set of pickup nodes not visited in \( p(L_f) \), i.e., \( j \in N_p \) and \( R_j \notin p(L_f) \).
- \( D(L_f) \) the set of delivery nodes of incomplete requests in \( p(L_f) \), i.e., \( j \in N_d \) and \( R_j \notin p(L_f) \).
- \( q(L_f) \) the load of the vehicle after visiting node \( v(L_f) \).
- \( \delta_{ij}(t) \) the piecewise linear function that represents the ready time at \( v(L_f) \) if the vehicle departed at the origin depot at \( t \) and reached \( v(L_f) \) through partial path \( p(L_f) \). Moreover, \( \delta_{ij}(0) \) is the earliest ready time at \( v(L_f) \) since the earliest departure time at the origin depot is 0.
- \( r(L_f) \) the overall profits collected by serving the requests visited on the partial path \( p(L_f) \).

Only the items marked with a * are stored in the label. The set \( D(L_f) \) and \( P(L_f) \) can be deduced from the sets \( O(L_f) \) and \( U(L_f) \). Furthermore, the partial path can be deduced from iteratively checking the last node visited in the parent label of which the this label was an extension.
4.1.2. Label extension

We extend a label \( L'_f \) along an arc \((\psi(L'_f), j)\), only when the extension is feasible in terms of time windows and capacity. First, the following two conditions should be met:

\[
\delta_{L'_f}(0) + \tau_{\psi(L'_f), j}(\delta_{L'_f}(0)) + s_j \leq \min\{t_m, l_j + s_j\} \quad \text{and} \quad j \in N \setminus \{0\}
\]

\[
q(L_f) + q_j \leq Q \quad \text{and} \quad j \in N \setminus \{0\}
\]

Condition (20) ensures that an extension to node \( j \) can only be performed if node \( j \) can be reached within its time window and guarantees that the extension is stopped before \( t_m \) is exceeded. Condition (21) ensures that an extension to node \( j \) is only possible if there is enough capacity to deal with the load of node \( j \).

Secondly, \( L'_f \) and \( j \) must also satisfy one of the following three conditions:

\[
j \not\in U(L'_f) \quad \text{and} \quad j \in N_P
\]

\[
j - n \in V(L'_f) \quad \text{and} \quad j \in N_D
\]

\[
O(L'_f) = \emptyset \quad \text{and} \quad j = 2n + 1
\]

Condition (22) states that \( j \) should not have been visited before, if it is a pickup node. Condition (23) indicates that if \( j \) is a delivery node, the corresponding pickup node should have been visited already. The last condition, Condition (24), states that if \( j \) is the end depot then all visited requests should have been completed. In the presence of those conditions, only elementary paths that satisfy precedence constraint (11) are generated.

At last, we need to check that all delivery nodes of requests for which the pickup node is already visited in \( p(L'_f) \) can still be reached. In case the triangle inequality holds, a node is unreachable if traversing the direct arc from \( j \) to this node is not possible by capacity, time window or precedence constraints. However, time-dependent travel times cannot guarantee the triangle inequality. Therefore, a node that is unreachable via the direct arc from node \( j \) by the time window constraints might still be reachable indirectly via a diverted route. First, we need to know the earliest ready time at node \( j \) after following partial path \( p(L'_f) \) before visiting node \( j \), which will be denoted by \( t_r(L'_f, j) \). It holds that \( t_r(L'_f, j) = \max\{e_j + s_j, \delta_{L'_f}(0) + \tau_{L'_f, j}(\delta_{L'_f}(0)) + s_j\} \). Then, we need for any unvisited node \( k \) the earliest arrival time given that the vehicle visits node \( j \) and \( k \) consecutively after partial path \( p(L'_f) \), which can be computed by \( t_r(L'_f, j) + \tau_{k}(t_r(L'_f, j)) \). Finally, the earliest possible time the vehicle could reach a node after node \( j \) is given by \( t_r(L'_f, j) + \min_{k \in \mathcal{N}(L'_f), k \neq j}(\tau_{k}(t_r(L'_f, j)) + \tau_{j}(L'_f, j)) \). This means that any node \( k \) with the latest allowed arrival time \( l_k \) earlier than this time (i.e., \( l_k < t_r(L'_f, j) \)) is unreachable from \( j \), also in an indirect way as no node could be reached before \( t_r(L'_f, j) \). If a delivery node \( k \) is unreachable after \( j \) and its corresponding pickup node is already visited (i.e., \( k - n \in O(L'_f) \)), the extension to \( j \) is not feasible as the picked up item cannot be delivered anymore. Therefore, as stated in condition (25), all delivery nodes of requests of which the pickup node is already visited in \( p(L'_f) \) should still be reachable to make sure that extending label \( L'_f \) to \( j \) is feasible. Note that this test can be done quickly, but we might fail to find all unreachable delivery nodes.

\[
l_k \geq t_r(L'_f, j) \quad \forall k \in D(L'_f) : k \neq j
\]

If the extension along the arc \((\psi(L'_f), j)\) is feasible according to all described conditions, then a new label \( L_f \) is created. The information in label \( L_f \) is updated as follows:

\[
L^{-1}(L_f) = L'_f
\]

\[
\psi(L_f) = j
\]

\[
\delta_{L_f}(t) = \max\{e_j + s_j, \delta_{L'_f}(t) + \tau_{L'_f, j}(\delta_{L'_f}(t)) + s_j\}
\]

\[
q(L_f) = q(L'_f) + q_j
\]

\[
r(L_f) = \begin{cases} r(L'_f) + r_j & \text{if } j \in N_P, \\ r(L'_f) & \text{otherwise.} \end{cases}
\]

\[
O(L_f) = \begin{cases} O(L'_f) \cup \{j\} & \text{if } j \in N_P, \\ O(L'_f) \setminus \{j - n\} & \text{if } j \in N_D. \end{cases}
\]
\[U_L(t) = \begin{cases} U(L) \cup \{j\} & \text{if } j \in N_0, \\ U_L(t) & \text{otherwise}. \end{cases} \] (32)

Eqs. (26) – (30) set the last visited node, the ready time function, the load, and the collected profits of the new label, respectively. Eq. (31) updates the set of incomplete requests \(O(L)\) and Eq. (32) updates the set of visited pickup requests \(U_L(t)\).

4.1.3. Label dominance

Let \(dom(L)\) and \(img(L)\) be the domain and image of the ready time function \(\delta_L\), respectively. If the partial path is feasible, a departure at time 0 from the origin depot is always feasible. Therefore, \(dom(L)\) is always of the form \([0, t]\) for some \(t \geq 0\). When \(v(L) = 2n + 1\), the objective function value of the path corresponding to \(L\) is:

\[\text{obj}(L) = r(L) - \min_{t \in \text{dom}(L)}\{\delta_L(t) - t\} \tag{33}\]

In the labeling algorithm, all possible extensions are processed and stored for each label. However, the number of labels that can be processed is typically very expensive and computationally expensive. Therefore, a dominance test is established between pairs of labels that have the same last visited node. The number of labels is reduced by only storing the non-dominated labels. Before the dominance criterion is introduced some definitions need to be provided.

First, similar to the idea of Feillet, Dejax, and Cendreau (2004), we introduce for every label \(L\) the set \(U_L(t)\) which extends \(U_L(t)\) by adding requests of which the pickup node is unreachable from \(v(L)\). Similar to the discussion in Section 4.1.2 it can be derived that the earliest possible time the vehicle could reach a pickup node after \(v(L)\) is given by:

\[t_L = \min_{t \in \text{dom}(L)}\{\delta_L(t) + t + \tau_{L(L)}(1, 0)\}.\]

This means that any pickup node \(j\) with the latest allowed arrival time \(t\), earlier than this time (i.e., \(t_L < \delta_L(j)\)), is unreachable from \(v(L)\). Therefore, the corresponding request cannot be served anymore and can be added to the set \(U_L(t)\). Note that the check \(t_L < \delta_L(j)\) does not guarantee to find all unreachable pick up nodes.

Secondly, we define the interval

\[I = (\min(\text{dom}(L^1)), \max(\text{dom}(L^2))]. \tag{34}\]

Based on \(L\), we also define a real number \(\phi(L^1, L^2)\):

\[\phi(L^1, L^2) = \max\{x \in I : \delta_L^1(\max\{0, t + x\}) \leq \delta_L^2(t)\}. \tag{35}\]

When \(\phi(L^1, L^2)\) is positive, it indicates that the vehicle can depart at maximum \(\phi(L^1, L^2)\) time units later when traversing partial path \(p(L^1)\) instead of traversing \(p(L^2)\), to still reach node \(v(L^1)\) earlier via path \(p(L^1)\) then via partial path \(p(L^2)\). When it is negative, it indicates that the vehicle should depart at least \(\phi(L^1, L^2)\) time units earlier when traversing partial path \(p(L^1)\) instead of traversing \(p(L^2)\), to be able to reach node \(v(L^1)\) earlier via path \(p(L^1)\) then via partial path \(p(L^2)\).

In Fig. 3, we depict several simple examples: if there is no intersection between labels \(L^1\) and \(L^2\), \(\phi(L^1, L^2)\) is positive when \(\max(\text{dom}(L^1)) > \max(\text{dom}(L^2))\) (see Fig. 3(a)), or negative when \(\max(\text{dom}(L^1)) < \max(\text{dom}(L^2))\) (see Fig. 3(b)). Otherwise, \(\phi(L^1, L^2)\) can only be negative (see Fig. 3(c)).

Finally, the dominance test is stated in Proposition 4.1 as follows:

**Proposition 4.1.** Label \(L^2\) is dominated by label \(L^1\) if

1. \(v(L^2) = v(L^1)\)
2. \(U_L^1) \subseteq U_L^2)\)
3. \(O(L^2) = O(L^2)\)
4. \(\delta_L^1(0) \leq \delta_L^2(0)\)
5. \(r(L^2) \geq r(L^2) - \phi(L^1, L^2)\)
6. \(q(L^2) \leq q(L^2)\)

**Proof of Proposition 4.1.** Consider two labels \(L^1\) and \(L^2\) that satisfy the six conditions in Proposition 4.1. We need to show that (i) any feasible extension \(L^1\) that extends \(p(L^2)\) to \(2n + 1\) is also a feasible extension for \(p(L^2)\) to \(2n + 1\) and (ii) that for all these feasible extensions \(L^1\) it holds that \(obj(L^1, L^2) \geq obj(L^2, L^2)\). Let \(L^1 \cup L\) be the label resulting from extending \(L^2\) with \(L\).

With regards to point (i). first, capacity will not be violated along the path \(p(L^2 \cup L)\) as it was not violated on path \(p(L^2 \cup L)\) and by condition 6 it holds that \(q(L^1) \leq q(L^2)\). Secondly, the path \(p(L^1 \cup L)\) is elementary. By conditions 2 and 3, all nodes visited in \(p(L^2)\) are either nodes visited in \(p(L^2)\) or nodes which could not be reached by any extension of label \(L^2\) (i.e., the nodes of requests included in \(U(L^2) \cup U(L^2)\)). A feasible extension of \(L^2\) cannot contain any node visited along path \(p(L^2)\) or node which is unreachable from label \(L^2\). Therefore, all nodes visited along path \(p(L^2)\) are not visited in \(L\), so path \(p(L^1 \cup L)\) is elementary as well. Third, there exists a departure time for path \(p(L^1 \cup L)\) which does not violate time windows. As \(L^1 \) is a feasible extension of \(L^2\) it means that there is a departure time at \(v(L^1)\) after \(\delta_L^1(0)\) making sure that all nodes in \(L^1\) are visited within their time windows. If condition 4 is met, the vehicle is via path \(p(L^1)\) always able to reach \(v(L^1)\) before this time. For example by departing at 0, the vehicle arrives at \(v(L^1)\) at time \(\delta_L^1(0)\) which is by condition 4 smaller than or equal to \(\delta_L^1(0)\). Therefore, a departure at 0 over path \(p(L^1 \cup L)\) does not violate any time windows. In conclusion, any extension \(L\) of \(L^2\) to \(2n + 1\) will be a feasible extension of \(p(L^2)\) to \(2n + 1\) as it results in an elementary path which does not violate time windows and capacity constraints.

Then for (ii), it still has to be proven that for all feasible extensions of \(L\) of \(p(L^2)\) to \(2n + 1\) it holds that \(obj(L^1, L^2) \geq obj(L^2, L^2)\). Let \(L^1^\ast = L^1 \cup L\) and \(L^2^\ast = L^2 \cup L\). We also denote \(t^\ast_2 = \arg\min_{t \in \text{dom}(L^2)}(\delta_L^2(t) - t)\) as the optimal departure time from the depot for path \(p(L^2)\) and \(\delta(L)\) as the sum of the profits associated with the nodes visited along path \(p(L)\). The objective value of the path is:

\[\text{obj}(L^2) = r(L^2) - (\delta_L^1(t^2_2) - t^2_2)\]

\[= r(L^2) + (r(L^1) - (\delta_L^1(t^2_2) - t^2_2)) \tag{36}\]

Now consider the path \(p(L^2)\) resulting from extending \(L^1\) by \(L\). Moreover, consider a departure time at the depot of this path of \(t^2_2 = \max\{0, t^2_2 + \phi(L^1, L^2)\}\). The time \(t^2_2\) is a feasible departure time for label \(L^1\) because a departure time of 0 is always possible (as the extension of \(L^1\) by \(L\) is feasible) and by the definition of \(\phi(L^1, L^2)\) in Eq. (35) \(t^2_2 + \phi(L^1, L^2)\) belongs to \(\text{dom}(L^1)\) if it is non-negative. This departure time \(t^2_2\) ensures that we reach node \(v(L^1)\) at time \(\delta_L^1(t^2_2)\) or earlier, meaning:

\[\delta_L^1(t^2_2) \leq \delta_L^1(t^2_2). \tag{37}\]
Moreover, as $t_1^j$ is a feasible departure time it can be used to compute a lower bound on $obj(L_{j}^*)$:
\[
obj(L_{j}^*) \geq r(L_{j}^*) - (\delta_{j+1}^j(t_1^j) - t_0^j)
\]
\[
= r(L_{j}^*) + r(L) - (\delta_{j+1}^j(t_1^j) - \max\{0, t_0^j + \phi(L_{j}^*, L_{j}^*)\})
\]
\[
\geq r(L_{j}^*) + r(L) - (\delta_{j+1}^j(t_0^j) - t_0^j - \max\{0, t_0^j + \phi(L_{j}^*, L_{j}^*)\})
\]
\[
\geq r(L_{j}^*) + r(L) - (\delta_{j+1}^j(t_0^j) - t_0^j - \phi(L_{j}^*, L_{j}^*) + r(L))
\]
\[
\geq r(L_{j}^*) + r(L) - (\delta_{j+1}^j(t_0^j) - t_0^j - \phi(L_{j}^*, L_{j}^*) + r(L))
\]
\[
\geq r(L_{j}^*) + r(L) - (\delta_{j+1}^j(t_0^j) - t_0^j) = obj(L_{j}^*)
\]

Note that in inequality (39) we use the property derived at (37). Inequality (40) is derived by the simple fact that $\forall x \in R : -\max\{0, x\} \leq -x$, and inequality (41) uses condition 5 of Proposition 4.1. □

4.2. The backward labeling algorithm

In the backward labeling algorithm we start in the opposite di-
rection and start generating labels from the end depot. The de-
finite of a backward label is discussed in Section 4.2.1. The labels are
extended as discussed in Section 4.2.2. The dominance criterion for
backward labels is discussed in Section 4.2.3.

4.2.1. Backward label

In the backward labeling algorithm, labels are extended from the end depot $2n + 1$ to its predecessors. For a label $L_b$, we associate the following components:

- $p(L_b)$: The partial path of label $L_b$.
- $v(L_b)$: The first node visited on the partial path $p(L_b)$.
- $L^{-1}(L_b)$: The parent label from which $L_b$ originates by extending it with $v(L_b)$.
- $O(L_b)$: The set of incomplete requests, i.e., the delivery is visited but not the pickup node.
- $U(L_b)$: The set of requests for which the delivery nodes are already visited along the partial path $p(L_b)$. It contains both the complete and incomplete requests. Therefore, $O(L_b) \cup U(L_b)$.
- $P(L_b)$: The set of pickup nodes of incomplete request in $p(L_b)$, i.e., $j \in N_P$ and $R_{j+1} \in O(L_b)$.
- $D(L_b)$: The set of delivery nodes not visited in $p(L_b)$, i.e., $j \in N_D$ and $R_{j-1} \notin U(L_b)$.
- $q(L_b)$: The load of the tour after visiting node $v(L_b)$.
- $\delta_{j}^j(t)$: The arrival time at the end node $2n + 1$ through the partial path $p(L_b)$ when leaving node $v(L_b)$ at time $t$.
- $r(L_b)$: The overall profits collected with the requests completed on the partial path $p(L_b)$.

Again, only the items marked with a * are stored in the label and the sets $O(L_b)$ and $P(L_b)$ can be deduced from the sets $O(L_b)$ and $U(L_b)$. Furthermore, the partial path can be deduced from iteratively checking the first node visited in the parent label of which the this label was an extension.

4.2.2. Label extension

Let $dom(L_b)$ be the domain of the function $\delta_{j}^j(t)$ and let $t(L_b)$ denote the latest possible ready time at $v(L_b)$: $t(L_b) = \max(dom(L_b))$. We extend a label $L_b$ along an arc $(j, v(L_b))$ to create a new label $L_b$. To be a feasible extensions at least the following two conditions should be met:

\[
t_b(L_b) \geq \max\{t_m, e_j + s_j\} \wedge j \in N \setminus \{2n + 1\}
\]
\[
q(L_b) + q_j \leq Q \wedge j \in N \setminus \{2n + 1\}
\]

Condition (43) ensures that node $j$ can be reached within its time window and that the extension will be stopped before $t_m$ is exceeded, while condition (44) ensures capacity feasibility. Furthermore, $L_b$ and $j$ must satisfy one of the following three conditions:

\[
j + n \in O(L_b) \wedge j \in N_P
\]
\[
j \notin U(L_b) \wedge j \in N_D
\]
\[
O(L_b) = \emptyset \wedge j = 0
\]

Condition (45) indicates that if $j$ is a pickup node, the corresponding delivery node should have been visited already. Furthermore, condition (46) states that if $j$ is a delivery node, it should not have been visited before. Finally, condition (47), states that if $j$ is the begin depot then all visited requests should have been completed. In the presence of those conditions, only partial paths that satisfy precedence constraint (11) are generated.

At last, it needs to be checked that all pickup nodes of incomplete requests for which the delivery node is included in $p(L_b)$ can be visited before node $j$. To do so, first the latest possible arrival time at node $j$ which ensures a ready time of $t_b(L_b)$ at $v(L_b)$ should be determined. Let this be denoted by $t_d(j, L_b)$, then it holds that $t_d(j, L_b) = \min\{l_j, max\{t : t + s_j + \tau_{p(L_b)}(t) + s_{v(L_b)} \leq t_b(L_b)\}\}$. As shown $t_d(j, L_b)$ is determined by the latest possible arrival time at $j$ (i.e., $l_j$) or by the latest possibility departure time to reach $v(L_b)$ on time.

Then, all nodes from which the vehicle cannot depart before time $t_d(j, L_b)$ due to time window constraints, cannot be visited before node $j$ and are defined as unreachable. This can be made stronger by considering the travel time to node $j$ as well. However, again due to the absence of the triangle inequality and the time dependent travel times we cannot simply consider the travel time of the direct connection. Therefore, we need for any unvisited node $k$ the latest possible departure time to arrive at $j$ at time $t_d(j, L_b)$, which can be computed by $max\{t : t + t_{d}(j, L_b) \leq t_b(j, L_b)\}$. Finally, the latest possible time the vehicle could depart from any node before node $j$ is given by $t_d(j, L_b) = \max_{k \in P(L_b) \setminus \{j\}} \{\max\{t : t + t_{d}(j, L_b) \leq t_b(j, L_b)\}\}$. This means that any node $k$ with the earliest allowed arrival time $e_k$ later than this time (i.e., $k > t_d(j, L_b)$) cannot be a predecessor of node $j$, also not in an indirect way as no node could be left after $t_d(j, L_b)$ and still reaching node $j$ on time.

If a pickup node $k$ cannot be a predecessor of node $j$ and its corresponding delivery node is already visited (i.e., $k + n \in O(L_j)$), the extension to $j$ is not feasible as the item which should be delivered cannot be picked up anymore. Therefore, as stated in condition (48), all pickup nodes of requests of which the delivery node is already visited in $p(L_b)$ should be a possible predecessor of $j$ to make sure that extending label $L_b$ to $j$ is feasible.

\[
k \leq t_d(j, L_b) \forall k \in P(L_b) : k \neq j
\]
If the extension along the arc \((j, L_b^j)\) is feasible according to the provided conditions, the information in label \(L_b\) is set as follows:

\[
L^{-1}(L_b) = L_b^j
\]

\[
v(L_b) = j
\]

\[
\delta_{L_b}(t) = \delta_{L_b}^j(\max\{e_{v(L_b^j)}, t + \tau_{v(L_b^j)}(t)\} + s_{v(L_b^j)})
\]

\[
q(L_b) = q(L_b^j) + q_j
\]

\[
r(L_b) = \begin{cases} r(L_b^j) + r_j & \text{if } j \in N_p, \\ r(L_b^j) & \text{otherwise}. \end{cases}
\]

\[
O(L_b) = \begin{cases} O(L_b^j) \setminus \{j\} & \text{if } j \in N_p, \\ O(L_b^j) \cup \{j - n\} & \text{if } j \in N_0. \end{cases}
\]

\[
U(L_b) = \begin{cases} U(L_b^j) \cup \{j - n\} & \text{if } j \in N_0, \\ U(L_b^j) & \text{otherwise}. \end{cases}
\]

4.2.3. Label dominance

Dominance of the backward algorithm can be constructed in the same way as in the case of the forward algorithm, because the arrival time functions are non-decreasing and stepwise linear as before.

Similar to the forward algorithm, in Proposition 4.2, we extend the set \(U(L_b)\) to \(U(L_b)\) by including request of which the pickup or delivery node cannot be a predecessor of \(v(L_b)\). Via the same reasoning as in Section 4.2.2 it can be derived that the latest possible time a vehicle could depart from a node to reach \(v(L_b)\) on time is \(t_d(L_b) = \max_{x \in \delta_{L_b}(t), t + \tau_{v(L_b)}(t) \leq t_f(L_b) - s_{v(L_b)}}\{(t : t + \tau_{v(L_b)}(t) \leq t_f(L_b) - s_{v(L_b)})\}\). This means that any node \(j\) with the earliest possible departure time \(e_j + s_j\) later than this time (i.e., \(e_j + s_j > t_f(L_b)\)) cannot be a predecessor of \(v(L_b)\). Therefore, the corresponding request cannot be served anymore and can be added to the set \(U(L_b)\).

Furthermore, we define \(\phi(L_b^1, L_b^2)\) (see Fig. 4) as:

\[
\phi(L_b^1, L_b^2) = \max\{x \in R : \delta_{L_b}(t) + x \leq \delta_{L_b}(t), \forall t \in \delta_{L_b}(t)\}
\]

Then the dominance criterion will become:

**Proposition 4.2.** Label \(L_b^2\) is dominated by label \(L_b^1\) if

1. \(v(L_b^1) = v(L_b^2)\)
2. \(U(L_b^1) \subseteq U(L_b^2)\)
3. \(O(L_b^1) = O(L_b^2)\)
4. \(r(L_b^1) \geq r(L_b^2)\)
5. \(r(L_b^1) \geq r(L_b^2) - \phi(L_b^1, L_b^2)\)
6. \(q(L_b^1) \leq q(L_b^2)\)

For the proof of Proposition 4.2 the same reasoning as the proof of Proposition 4.1 could be followed.

4.3. Merging forward and backward labels

When all forward and backward labels are generated, they are merged to construct feasible profitable tours. A forward label \(L_f\) and a backward label \(L_b\) can be merged if the following conditions are satisfied:

1. \(v(L_f) = v(L_b)\)
2. \(O(L_f) \cap O(L_b) = \{v(L_f)\}\)
3. \(\{O(L_f) \setminus O(L_b)\} \cup \{U(L_b) \setminus O(L_b)\} = \emptyset\)
4. \(q(L_f) + q(L_b) = q_{v(L_f)}\)
5. \(\text{img}(L_f) \cap \text{dom}(L_b) \neq \emptyset\)

The resulting path \(p(L) = (p(L_f) \cup p(L_b))\) has the following attributes:

1. \(v(L) = 2n + 1\)
2. \(r(L) = r(L_f) + r(L_b) - r_{v(L_f)}\)
3. \(O(L) = \emptyset\)
4. \(U(L) = U(L_f) \cup U(L_b)\)
5. \(q(L) = 0\)
6. \(\delta_{L}(t) = \delta_{L_f}(\delta_{L_f}(t), \forall t \in \text{dom}(L_f)\) such that \(\delta_{L_f}(t) \in \text{dom}(L_b)\)

However, this bidirectional labeling algorithm can generate duplicate solutions. Consider a feasible solution \(p^*\) including nodes \(i, j\) and \(k\) in this order. Each node \(x \in p^*\) is associated with a forward label \(L_f(x)\) and a backward label \(L_b(x)\) (i.e., \(v(L_f(x)) = v(L_b(x)) = x\)). Therefore, the path \(p^*\) can be obtained by merging \(L_f(i)\) with \(L_b(i)\) as well as merging by \(L_f(j)\) with \(L_b(j)\). To overcome this drawback, we devised an additional test: we accept a solution only when a further extension of the forward label is impossible. In our example (see Fig. 5) the extension from \(L_f(i)\) to node \(j\) is feasible and the extension from \(L_f(j)\) to node \(k\) is infeasible by the predefined fixed time \(t_m\). We generate solution \(p^*\) by merging \(L_f(j)\) and \(L_b(j)\) instead of \(L_f(i)\) and \(L_b(i)\). The test is performed for each candidate pair of labels and guarantees that each path is generated only once.
5. Restricted dynamic programming heuristic algorithm

Although the tailored labeling algorithm returns the optimal solution of our proposed problem, it is not fast enough to solve problems of realistic size within reasonable computation time.

In order to avoid enormous computation times and to save memory usage, Malandraki and Dial (1996) proposed a restricted dynamic programming heuristic algorithm for the TSP. The main concept is to limit in each stage the number of partial paths for further extension by a given parameter B. Furthermore, in each stage all partial paths should have the same number of visited nodes. Malandraki and Dial (1996) show that increasing the value of B results in better solutions, but also in substantial higher computation times. Note that B = 1 results in a nearest neighborhood heuristic and B = ∞ results in an exact dynamic programming algorithm.

Gromicho, van Hoon, Kok, and Schutten (2012) propose a restricted dynamic programming algorithm for solving realistic VRPs and restrict the state space even further, by using a form of beam search (Bisani, 1987), which means that each partial path is only expanded to E of its nearest feasible nodes.

The same principle of restricting the number of extension of a partial path can be applied to our labeling algorithm as well with some minor changes. Because of the precedence constraints, expanding a partial path to a pickup node may improve or deteriorate the objective function value depending on the profit of that node and the additional travel time to visit that node. However, expanding to a delivery node can only decrease the objective function value as additional travel time is necessary to visit that node while no profit is assigned the node. Moreover, because of the time-dependent travel time, the objective function value of a partial path is determined by its optimal departure time at the origin depot, which might change after a certain extension.

Therefore, it is not sufficient to select the partial paths with the highest objective function value, and we introduce a new selection method for each stage taking global information into account. For every extension of a partial path the E/2 best expanded partial paths ending with a pickup node and the E/2 best expanded partial paths ending with a delivery node are selected. Furthermore, in each stage we select the best B/2 partial paths that expand to a pickup node and the best B/2 partial paths that expand to a delivery node for further expansion. Moreover, instead of just using the objective function value for the selection, we use the earliest arrival time to order the expanded partial paths. If two expanded partial paths have the same earliest arrival time, the objective function value will be used to order them.

The restricted dynamic programming heuristic is described in Algorithm 1. Herein, an empty labels set Z_k is created for each stage k for further extension (Step 2). Then the first label which represents the start from the depot is generated and put into the set Z_0 (Steps 3 and 4). If the number of the labels stored in each stage k is larger than B, only the B best labels are selected for further extension (Step 7). Moreover, for each label in stage k, only E of its feasible extensions are made and put in Z_{k+1} (Step 9). In the end, the best route R^* will be found by checking the labels in Z_{2n+1} (Step 10).

Note that there is no optimality guarantee anymore with such a restricted dynamic programming heuristic algorithm.

6. Computational results

In this section the computational experiments are discussed. The algorithms are coded in JAVA and all computations are carried out on a single thread of a server with four CPU’s (2.4 gigahertz/6 cores) and 64 gigabytes RAM. Each run has a time limit of 2 weeks and a maximum memory allowance of 16 gigabytes RAM. For our numerical study we use an adapted version of the instances for the PDPTW in Ropek et al. (2009). In these instances, the coordinates of each pickup and delivery location are both randomly and uniformly distributed over a [0, 50] × [0, 50] square and a single depot is located in this square. The load q_i for each request R_i is also randomly selected from the interval [5, Q], where Q is the vehicle capacity. Table 2 summarizes the characteristics of these instances including the vehicle capacity Q and the width of the time windows W. For each group, there are 10 instances with the number

Algorithm 1: The restricted dynamic programming heuristic.

```
input : Request size n with two parameters B and E
output: The best route R^*
1 for (each stage k = 0, 1, …, 2n + 1) do
2    Label set Z_k = ∅
3    L_0 ← {r(0), δ_{i_k}(0), O(0), U(0), q(0), r(0)}
4    Z_0 ← Z_0 ∪ {L_0}
5 for (each stage k = 0, 1, …, 2n) do
6     if (Size of Z_k ≥ B) then
7        Keep the B best labels in Z_k
8     for (each label L_k ∈ Z_k) do
9        Do E of its feasible extensions. Put the non-dominated labels into Z_{k+1}
10 Find the best route R^* in set Z_{2n+1}
```

Table 2 Characteristics of the TDPPPDPTW and its variants instances.

<table>
<thead>
<tr>
<th>Group</th>
<th>Q</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>BB</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>CC</td>
<td>15</td>
<td>120</td>
</tr>
<tr>
<td>DD</td>
<td>20</td>
<td>120</td>
</tr>
</tbody>
</table>
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of requests ranging from 30 to 75. For more details, we refer to Ropke et al. (2009).

In addition to the instances proposed by Ropke et al. (2009), we created for each class four new small instances with the amount of requests ranging from 10 to 25. They are generated by only keeping the first $\alpha$ requests of the instance with 30 requests of each class, where $\alpha = 10, 15, 20$ and 25. For example, the instance AA10 is created by considering the first ten requests of AA30.

In our instances, the coordinates, time windows and loads of the depot, pickup nodes and delivery nodes are the same as in the instances of Ropke et al. (2009). Furthermore, the vehicle capacity $Q$ is also the same. In the instances of Ropke et al. (2009) the travel time is fixed and no profits were assigned to the requests.

To make the travel time time-dependent, road congestion is handled by a so-called speed model which consists of different speed profiles. It is used to determine the travel time between two nodes on a specific departure time. This speed model is based on the speed model of Verbeeck et al. (2014) for the TDOP and Dabia et al. (2013) for the TDVRPTW. Without loss of generality, we assume that breakpoints are the same for all speed profiles as congestion tends to happen around the same time regardless of the type of speed profile. The pickup and delivery node of each request is randomly assigned to one of the three predefined areas: morning and evening commuting area, city center and highways.

Then, the speed profile of a link is assigned according to the type (e.g., depot or request node) and location of the tail node and head node.

In our speed model, the planning horizon covers 14 working hours (840 minutes, from 7 a.m. to 9 p.m.) and a minute is set to be one unit of time, while, in Ropke et al. (2009), the planning horizon of length 600 minutes is considered. Each speed profile has four non-overlapping time periods with constant speed, reflecting two congested periods and two periods with normal traffic conditions.

Five speed profiles are included (see Fig. 6 and Table 3):

- Slow speed (SS): these links represent a busy central business district (CBD) with a lot of traffic during the whole day.
- Normal speed with morning peak (NSMP): these links represent roads leading from a residential area to the CBD. These roads are in most cases congested in the morning.
- Normal speed with evening peak (NSEP): these links represent roads leading from a CBD to a residential zone. The roads typically encounter evening congestion.
- Fast speed with two peaks (FSTP): these links represent roads near the highway with a morning and evening peak in both directions.
- High speed (HS): these links connect the request nodes with the depot.

As in Ropke et al. (2009) all requests needed to be served no profits were assigned to the requests. To come up with meaningful settings for the profits we did preliminary tests with 20, 40 and 80 units of profit assigned to each pickup node. As shown in Table 4, if the profit of the requests is 20, it will be too low. There are even

![Fig. 6. An illustration of a instance with different speed profiles.](image-url)

### Table 3

<table>
<thead>
<tr>
<th>Congestion description</th>
<th>Morning</th>
<th>Normal</th>
<th>Evening</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>peak</td>
<td>peak</td>
<td>peak</td>
<td>peak</td>
</tr>
<tr>
<td></td>
<td>7 a.m.–9 a.m.</td>
<td>9 a.m.–5 p.m.</td>
<td>5 p.m.–7 p.m.</td>
<td>7 p.m.–9 p.m.</td>
</tr>
<tr>
<td>1. SS</td>
<td>0.5</td>
<td>0.81</td>
<td>0.5</td>
<td>0.81</td>
</tr>
<tr>
<td>2. NSMP</td>
<td>0.67</td>
<td>1.33</td>
<td>0.88</td>
<td>1.33</td>
</tr>
<tr>
<td>3. NSEP</td>
<td>0.88</td>
<td>1.33</td>
<td>0.67</td>
<td>1.33</td>
</tr>
<tr>
<td>4. FSTP</td>
<td>0.85</td>
<td>1.5</td>
<td>0.85</td>
<td>1.5</td>
</tr>
<tr>
<td>5. HS</td>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>
routes in which it is best to do nothing. If the profit per request is 40, on average 56% of the requests are served and the total profit in the route is 52% higher than the traveling cost. When the profits increase to 80, the provider would like to serve more request (on average 74%) and the generated profits are way (on average 141%) higher than the traveling cost. To avoid bias either on profits or traveling cost, in the remainder of the computational experiments, we decided to assign a profit of 40 units to all pickup nodes, which makes a request only profitable if the additional travel time to serve the request (i.e., visiting both the pickup and delivery node) is less than 40 time units.

6.1. Performance of the tailored labeling algorithm

Table 5 gives the results of the experiments using the tailored labeling algorithm without dominance and feasibility check and the tailored labeling algorithm with dominance and feasibility check. In Table 5, we observe that the tailored labeling algorithm without dominance and feasibility check can only solve 11 instances (out of 20 instances) to optimality within the given memory limit (16 gigabytes) or time limit (1 day). In contrast, the tailored labeling algorithm with dominance and feasibility check is able to solve all of the instances within a reasonable running time (within 15 minutes). Moreover, due to the dominance and feasibility check, much less labels and routes (columns 7 and 8) are generated compared to its counterpart (columns 3 and 4). Therefore, it shows that the proposed dominance criterion and feasibility check both show their great potentials to get rid of the unpromising labels (columns 9 and 10) which are proven not to be the part of the optimal solution. On average 84% of the labels are dominated and about 11% is proven to lead to an infeasible extension.

In Table 6, we present the results of the experiments using the mathematical model introduced in Section 3.2, solved by the optimization software Gurobi (version 5.6) with its default parameters.
6.2. Results of the tailored labeling algorithm on all instances

In Table 7, we report the results of our tailored labeling algorithm. We present the computation times for both the bidirectional search (i.e., \( t_m = 420 \), the middle of the time horizon) and the mono-directional search (i.e., \( t_m = 840 \), the end of the time horizon). Since both algorithms lead to the optimal value, this value is presented only once (column 2). The bidirectional search shows greater potential power in terms of computation time. For some instances (DD40 and DD50), the bidirectional search is even 10 times faster than the mono-directional search. Moreover, the bidirectional search is capable of finding the optimal value of more instances than the mono-directional search within our set computation time limit of 2 weeks. This is mainly because of the fact that the number of labels needed to be processed in the bidirectional search is considerably less compared to the mono-directional search. However, merging the forward and backward labels also requires some computational effort. It can be seen that for easy instances (AA35, BB30, BB40, BB50, BB55, BB70) the extra time necessary to merge the labels outweighs the reduced time to generate labels in the bidirectional search. As we prefer an approach which is also able to solve difficult instances we focus in the remainder of this paper at the bidirectional search.

With the bidirectional search, 34 of the 40 instances could be solved within our time limit of 2 weeks. We did not find optimal solutions for the instances with more than 65 requests in the CC group and more than 55 requests in the DD group. This means that the algorithm was still generating labels after 2 weeks, and therefore also no upper bound is available.

It is not a surprise that the computation time increases with the number of requests. However, Table 7 also demonstrates that the computation time increases if the vehicle capacity (i.e., BB compared with AA and DD compared with CC) or time window width (CC compared with AA and DD compared with BB) increases. This is mainly caused as a larger vehicle capacity or time window width will lead to a larger solution space.

In Table 8 we present a more detailed look at the solution of instance AA30. The solution only serves 16 requests in the reported sequence. Since the time dependent travel time instead of the traveled distance is considered as part of the objective, the vehicle’s departure time becomes crucial. Therefore, delaying the departure time of the vehicle may lead to less traveling cost. We observe that the vehicle departs from the origin depot at 208.23 and arrives to the destination depot at 581.51. Other departure times will lead to higher travel cost.

In Table 9, we also present the results on small instances if we double the capacity of the vehicles. On one hand, vehicles with more capacity can serve more requests, which returns a better objective than its less capacitate counterparts. On the other hand, for some groups, the instances with larger vehicle capacities need much more time to get the optimal solution (e.g., CC25 and DD25).

6.3. Performance of the restricted dynamic programing heuristic

We also have conducted computational experiments to analyze the solution quality produced by the restricted dynamic programing heuristic. In Table 7, we have seen that the exact procedure has enormous computation times. In Table 10, we show the results for the same instances but now with the restricted dynamic programing heuristic. The restricted dynamic programing heuristic algorithm has been run with different values for \( B \). In these first tests...
<table>
<thead>
<tr>
<th>Inst.</th>
<th>B=1000</th>
<th>B=2500</th>
<th>B=5000</th>
<th>B=10,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA30</td>
<td>266.72</td>
<td>266.72</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>AA35</td>
<td>278.14</td>
<td>278.14</td>
<td>4.17</td>
<td>0.00</td>
</tr>
<tr>
<td>AA40</td>
<td>341.74</td>
<td>341.74</td>
<td>4.06</td>
<td>0.00</td>
</tr>
<tr>
<td>AA45</td>
<td>361.58</td>
<td>361.58</td>
<td>6.65</td>
<td>0.00</td>
</tr>
<tr>
<td>AA50</td>
<td>430.41</td>
<td>430.41</td>
<td>8.22</td>
<td>0.00</td>
</tr>
<tr>
<td>AA55</td>
<td>436.05</td>
<td>433.21</td>
<td>11.33</td>
<td>0.00</td>
</tr>
<tr>
<td>AA60</td>
<td>505.02</td>
<td>505.02</td>
<td>11.99</td>
<td>0.00</td>
</tr>
<tr>
<td>AA65</td>
<td>576.39</td>
<td>576.39</td>
<td>14.87</td>
<td>0.00</td>
</tr>
<tr>
<td>AA70</td>
<td>606.68</td>
<td>606.68</td>
<td>15.05</td>
<td>0.00</td>
</tr>
<tr>
<td>AA75</td>
<td>715.53</td>
<td>714.65</td>
<td>32.07</td>
<td>0.12</td>
</tr>
<tr>
<td>BB30</td>
<td>274.45</td>
<td>274.45</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>BB35</td>
<td>337.55</td>
<td>337.55</td>
<td>1.03</td>
<td>0.00</td>
</tr>
<tr>
<td>BB40</td>
<td>326.82</td>
<td>326.82</td>
<td>4.01</td>
<td>0.00</td>
</tr>
<tr>
<td>BB45</td>
<td>378.90</td>
<td>378.90</td>
<td>8.61</td>
<td>0.00</td>
</tr>
<tr>
<td>BB50</td>
<td>432.10</td>
<td>432.10</td>
<td>8.04</td>
<td>0.00</td>
</tr>
<tr>
<td>BB55</td>
<td>530.84</td>
<td>530.84</td>
<td>12.40</td>
<td>0.00</td>
</tr>
<tr>
<td>BB60</td>
<td>558.02</td>
<td>558.02</td>
<td>16.08</td>
<td>0.00</td>
</tr>
<tr>
<td>BB65</td>
<td>547.84</td>
<td>547.84</td>
<td>16.41</td>
<td>0.00</td>
</tr>
<tr>
<td>BB70</td>
<td>559.29</td>
<td>559.29</td>
<td>21.72</td>
<td>0.00</td>
</tr>
<tr>
<td>BB75</td>
<td>613.35</td>
<td>613.35</td>
<td>23.32</td>
<td>0.00</td>
</tr>
<tr>
<td>CC30</td>
<td>316.39</td>
<td>316.39</td>
<td>9.16</td>
<td>0.00</td>
</tr>
<tr>
<td>CC35</td>
<td>386.26</td>
<td>386.26</td>
<td>17.39</td>
<td>0.00</td>
</tr>
<tr>
<td>CC40</td>
<td>464.28</td>
<td>464.28</td>
<td>32.67</td>
<td>0.00</td>
</tr>
<tr>
<td>CC45</td>
<td>497.68</td>
<td>497.68</td>
<td>52.17</td>
<td>0.00</td>
</tr>
<tr>
<td>CC50</td>
<td>519.60</td>
<td>516.59</td>
<td>48.71</td>
<td>0.58</td>
</tr>
<tr>
<td>CC55</td>
<td>581.30</td>
<td>564.03</td>
<td>93.13</td>
<td>0.00</td>
</tr>
<tr>
<td>CC60</td>
<td>624.95</td>
<td>593.46</td>
<td>114.55</td>
<td>5.04</td>
</tr>
<tr>
<td>CC65</td>
<td>663.31</td>
<td>636.12</td>
<td>169.39</td>
<td>4.10</td>
</tr>
<tr>
<td>CC70</td>
<td>678.11</td>
<td>678.11</td>
<td>188.24</td>
<td>0.55</td>
</tr>
<tr>
<td>CC75</td>
<td>686.68</td>
<td>250.89</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>DD30</td>
<td>343.65</td>
<td>343.65</td>
<td>17.32</td>
<td>0.00</td>
</tr>
<tr>
<td>DD35</td>
<td>410.19</td>
<td>410.19</td>
<td>31.57</td>
<td>0.00</td>
</tr>
<tr>
<td>DD40</td>
<td>477.82</td>
<td>477.82</td>
<td>75.99</td>
<td>2.67</td>
</tr>
<tr>
<td>DD45</td>
<td>540.17</td>
<td>540.17</td>
<td>210.87</td>
<td>0.00</td>
</tr>
<tr>
<td>DD50</td>
<td>610.07</td>
<td>589.67</td>
<td>105.49</td>
<td>3.34</td>
</tr>
<tr>
<td>DD55</td>
<td>639.75</td>
<td>617.52</td>
<td>159.49</td>
<td>3.47</td>
</tr>
<tr>
<td>DD60</td>
<td>690.87</td>
<td>690.87</td>
<td>191.22</td>
<td>0.36</td>
</tr>
<tr>
<td>DD65</td>
<td>754.65</td>
<td>754.65</td>
<td>246.71</td>
<td>0.75</td>
</tr>
<tr>
<td>DD70</td>
<td>746.44</td>
<td>746.44</td>
<td>334.40</td>
<td>0.23</td>
</tr>
<tr>
<td>DD75</td>
<td>830.50</td>
<td>399.73</td>
<td>0.63</td>
<td>0.00</td>
</tr>
<tr>
<td>Average</td>
<td>515.18</td>
<td>510.34</td>
<td>71.26</td>
<td>0.76</td>
</tr>
</tbody>
</table>
we set \( E = \infty \). For the instances of which the optimal solution is not known, we compare the solution to the best found solution (i.e., the solution found in case \( B = 10,000 \)) to have a lower bound on the gap.

With a value of \( B = 1000 \) the algorithm leads in on average 71.26 seconds to the optimal solution for 25 out of the 40 instances. For 1 instance it is not sure whether or not the optimal solution is reached. The average gap is at least 0.79%. With a value of \( B = 2500 \) the average computation time increased to 237.42 seconds. For one more instance the optimal solution is found, and again there is 1 instance for which it is not sure whether or not the optimal solution is reached. The average gap (at least 0.42%) is about half of the gap as in the case of \( B = 1000 \). With a value of \( B = 5000 \) the average gap is halved again to at least 0.22% and the number of instances for which the optimal solution is found increases considerably to 30. For 3 more instances the solution found could be the optimal one. However, the average computation time is also increased to 580.44 seconds. Increasing the value of \( B \) to 10,000 ensures that 32 of the 34 instances of which we know the optimal solution are solved to optimality. The average computation time in case \( B = 10,000 \) equals 1567.3 seconds. The two instances which were not solved to optimality have, respectively, a gap of 0.48% and 0.11%. This means that, compared to the tailored labeling algorithm, the average gap of the restricted dynamic programming heuristic algorithm over the 34 instances of which the optimal solution is known is just 0.02%.

Note that all the instances for which the exact labeling algorithm was not able to solve in 2 weeks (e.g., \( DD75 \) in Table 7), can be solved within 20 hours with this restricted dynamic programming algorithm.

In Table 11, we present the impact of different \( E \) values on the performances of the algorithm with \( B = 10,000 \). We set the values of \( E \) to 0.5n, 0.25n and 0.125n and fractional values are rounded to its closest integer.

The results indicate that the computation times decrease if the value for \( E \) decreases, but not that much. As can be seen in Table 11, when the value of \( E \) is equal to 0.5n, the solution quality is the same as in case \( E = \infty \) but the computation times are reduced by 5%. When we restrict \( E \) further the solution quality is going down drastically without gaining too much computation time. In comparison, a combination of \( B = 1000 \) and \( E = \infty \) is much faster and has higher solution quality than the combination of \( B = 10,000 \) and \( E = 0.125n \).

### 7. Conclusion

This paper presents the time-dependent capacitated profitable tour problem with time windows and precedence constraints, which combines features of both the traveling salesman problem...
with pickup and delivery, and the traveling salesman problem with profits. Moreover, time-dependent traveling speeds are considered to capture road congestion, which increases the complexity of the problem.

We propose a tailored labeling algorithm to solve this problem enriched by new and strong dominance rules to discard 95% of the labels. Extensive computational results show that most instances with up to 75 requests can be solved to optimality within the given time limit of two weeks, but also show that some instances remain unsolved.

To reduce the computation time and memory usage, a restricted dynamic programming heuristic algorithm is implemented. The heuristic is able to find solutions for all instances with good qualities (on average 0.01% gap) and less computational time (on average 1567 seconds).

Obviously, the performance of our exact algorithm critically depends on the tailored dominance criterion that we propose. It shows great potential when there are relatively tight time windows attached to all the nodes. Further strengthening dominance is a promising direction for future research.

In addition, solving extensions of the time-dependent capacitated profitable tour problem with time windows and precedence constraints seems to be an attractive research direction. More specifically, the time-dependent variant of the pickup and delivery problem with time windows (TDPPTW) and the time-dependent team orienteering problem (TDTOP) are very interesting as it aims to optimize the routes of a fleet of vehicles, instead of a single vehicle only. When column generation is utilized to solve those two problems in an exact way, our proposed model can be used as the pricing problem.
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