
https://research.tue.nl/en/studentthesis/towards-text-analytical-information-enrichment-in-the-analysis-of-crime(51c73cc6-ff89-437e-b010-c6fd48bec4ff).html


Towards Text Analytical
Information Enrichment
in the Analysis of Crime

Master Thesis

by

Boy van Dijk
Student identity number 0920169

Department of Industrial Engineering & Innovation Sciences
Information Systems Group

Supervisors:
Dr. R.J. de Almeida e Santos Nogueira (TU/e)
Dr. Ir. R.M. Dijkman (TU/e)
Drs. L. de Vos (Capgemini)

Final Version

Utrecht, July 2017





TUE. School of Industrial Engineering.
Series Master Theses Operations Management and Logistics

Subject headings: text analytics, crime analysis, information enrichment, document classi-
�cation, semantic information clustering

iii





Executive Summary

Law enforcement and policing perform adequate forms of crime analysis. This requires the pro-
cessing of vast amounts of evidence, in which investigators are faced with huge pools of unstruc-
tured textual information, demanding their full understanding and use of knowledge. At the same
time depending on a knowledge-intensive and a time-critical environment, which is characterized
by real-time information access and communication. In this emphasis on technological innova-
tions, what can sometimes be forgotten is the need to adequately think,use and act upon this
information. The majority of crimes are never solved, because cases arenot viable if the evidence
or information is not directly obvious. As such, mistakes are made, sinceactors in the crime
analytical domain have divergent beliefs and views, being the product of expectation, desire and
evidence. If the information is ambiguous or vague, expectation and desire will inuence how
the information is handled or processed. The latter is being caused by human biases that can be
grouped into three factors, namely: (i) cognitive biases, (ii) organizational traps and (iii) probab-
ility errors . Hence, actors may not take the right course of action, creating obstacles (i.e. cracks)
in the processing of proof, which in turn may lead to de�cienciessuch as unsolved crimes and
unpunished o�enders.

Figure 1: Process of proof.

A recent innovation in crime analysis is the use of text analytical applications, focusing on
unstructured data (e.g. reports, narratives or interviews). However, current text analytical re-
search is mainly focused on forensic analysis, aiming their scope on crime prediction, pro�ling and
suspicious documentation among others. This thesis proposes the useof text analytical techniques
and tools that can support handling the assessment of information and case reasoning byenriching
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information, amplifying investigative skills such as seeing patterns, discovering links and identify
missing information. In this context, enrichment can be regarded as a process to enhance, re�ne
and extract raw sources of data that helps to improve advanced investigative procedures. As
such, amplifying critical thinking, faster operations and transparency. To accomplish information
enrichment and help achieving the abovementioned outcomes, an answer to the following research
question is to be found:

\ How can text analytical models and techniques provide and support information enrichment in
policing and law enforcement operations?"

Problem Domain From a Business Perspective

This project is being conducted within the Capgemini t-Police team. Transform Police { or simply
t-Police { enables a more informed and connected police service solution. The ideology of t-
Police is to supply stakeholder collaboration, operational task integration and information sharing
through the use of interfaces between several applications, technologyand systems. In other words,
delivering products and transformations for e�cient day-to-day pol ice operations through end-to-
end integration. To steer the information enrichment solution direction, an overview is given to
pinpoint possible cracks in a utilized software system scenario.

The t-Police solution is not just a stand-alone system nor software package, but rather a way
of working translated in the Core Police Solution (CPS). To provide an overview of the CPS, a
conceptual generalized process model is developed, since no process models are currently present
within the team. This model consists of three basic entities, which encompass three sub-models:

1. Incidents. A violation of the law, captured in an o�ence report, which can be cancelled,
rejected, investigated, acted upon or processed as case or lead.

2. Leads. Modes of information requiring investigative knowledge and skills to generate facts
and evidence. A lead can be cancelled, rejected, further investigated or processed as case.

3. Cases. Complete picture of a crime, consisting of incidents, leads or othercases. Coercive
measures are taken or a case is completed, closed or continued.

Associated to these sub-models is the POLE data-model (i.e.person, object, location and event),
capturing the information related to the entity, recorded in text. The model aids in providing an
overview and understanding of routine and knowledge tasks performedby the user.

Based on the developed process model it is found that no real distinction can be made between
routine and knowledge tasks, since the associated POLE information is constantly a�ecting the
other entities. As such, current system is susceptible tocracks in the processing of proof in al-
most every stage. More speci�cally, initial routine obstacles in the t-Police system can result in
insu�cient knowledge operations in the long run. For example, overlooking valuable information
prohibits establishing important links, patterns or responses, resulting in falsely cancelling a lead
that could have included valuable data associated to another case. Automated information en-
richment in both routine and knowledge tasks widens the spectrum ofthe system user, helping
with identi�cation, extracting information and providing a foundati on to make important con-
nections. Hence, improving the ow of information and activities, resulting in a higher quality
process facilitated by the t-Police system.

Problem Domain From an Expert Perspective

To further demarcate the solution direction and establish a foundation for the text analytical en-
richment process, the problem is studied from an expert perspective. To provide initial structure
to crime texts, the crime itself has to be categorized. Categorizationwill give primary meaning
to otherwise seemingly hollow data. Identifying a crime text makesit possible to extract con-
ceptualized POLE data associated to the crime class. As such, enriching the speci�c information
by extracting it in structured form. Moreover, crime identi�cat ion can be extended or translated
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to other schemes for other purposes (e.g. perpetrator identi�cation). To demonstrate the crime
categorization, the level 1 International Classi�cation of Crime for Stati stical Purposes (ICCS) is
employed, providing eleven di�erent crimes classes ranging from homicide to fraud.

Conceptualizing class-related POLE data is guided by anontology-driven approach. Essen-
tially, an ontology captures a speci�cation of a shared conceptualization. Instead of a formal
ontology, a controlled vocabulary is employed, which is an organized arrangement of class-speci�c
terms, which serves to demonstrate the usefulness of more formal speci�cations. Once a crime
text has been identi�ed with a class, the associated vocabulary is used to tag speci�c terms part
of its arrangement. Thus, enriching the information by providing terminology to the unstructured
terms. In turn, the extracted concepts push certain POLE information forward.

To understand which POLE concepts need to be part of the controlled vocabulary, several
police experts from the Cold Case team in Amsterdam are sampled and interviewed as part of
this study. Therefore, the scope of the controlled vocabulary is narrowed down to include only
the homicide ICCS class. The interviews generated fairly interesting results. First, only a basic
non-exhaustive conceptualization can be used. Secondly, all textual aspects and details may serve
as crucial evidence, but are regularly excluded from the investigation, causing missing links and
decreasing the amount of case knowledge. Thirdly, the procedural approach is not su�ciently
coordinated, and requires organization and prioritization of cases. In summary, this reveals that
obstacles blocking the process of proof are present from both a business and expert perspective.

The conducted interviews provided compelling insights on how toapproach textual information
enrichment. More speci�cally, the process will be two-fold. First, crime document classi�cation
will classify crimes in one of the ICCS classes, which in turn can belinked to a controlled vocabulary
to extract non-exhaustive POLE concepts. The associated vocabularyis based on criminological
literature and is highly interchangeable, due to its demonstrating functionality. As such, providing:
(i) basic information extraction, (ii) crime identi�cation and (iii) case prioritization based on the
structured information. Secondly, semantic information clustering will extract relational patterns
and information in the text, which cannot be extracted using merely anontology-driven approach.
As such, it can be used for: (i) linking POLE information with other inc idents, leads or cases, (ii)
extracting modus operandi (MO) and (iii) creating graphical enriched textual overviews.

Figure 2: Two-fold enrichment process.

As is depicted in Figure 2, the two-fold enrichment process consists of two stand-alone ideas
that both require further investigation in great detail. Moreover, th e associated research stands
on its own and provides a separate contribution to the text analytical research community, while
the overall process bene�ts the crime analytical, policing and consulting community.

Gathering of Textual Crime Data

To research both document classi�cation and semantic information clustering, appropriate textual
crime data is required. However, trying to gather actual law enforcement documentation provokes
several di�culties. Most importantly, privacy, judicial and secur ity reasons limit public use of
crime-related documentation. Secondly, the overall process of gathering con�dential data would
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still be very tedious, even if a security clearance is provided.To overcome these obstacles, web-
based crime corpora, from a selection of nine news sources, provide a su�cient alternative.

Although text is mostly referred to as unstructured, in reality web -based texts tend more
towards a semi-structured nature. Accordingly,web scrapingis utilized by this thesis to gather the
data. Web scraping concerns the transformation of semi-structured data (e.g. HTML), into more
structured formats, which are easy to store and analyse. To extract web-based news, web scraper
knowledge is merged with HTML parsing into a data wrapper, which facilitates the extraction
of speci�c data chunks into structured format for database purposes. To retrieve the data, two
wrapper algorithms are developed for respectively static and dynamic web pages, including slight
adjustments per news source. Ultimately, this resulted in a total of 2,290 records stored in an
SQL database for further processing.

Crime Document Classi�cation

After the data has been gathered, the �rst step of the information enrichment process is to perform
document classi�cation. The latter is used to discover patterns in unstructured data to allocate
new textual instances into respective categories, called classes.The predicted class is associated
to the controlled vocabulary to extract class-speci�c POLE informati on. Therefore, it provides
re�nement and extraction of basic information, identi�cation and a found ation to prioritize cases.

This thesis proposes an adapted implementation of Fuzzy Fingerprinting (FFP) classi�cation.
According to previous research, FFP outperforms other classi�cation algorithms. Therefore, this
study argues that an adapted approach of FFP could attain high performance in the crime ana-
lytical domain as part of the enrichment process. FFP should allow to obtain the �ngerprint of
the type of crime of each text. Therefore the algorithm gathers the top-k word frequencies of a
set of labelled documents, builds a �ngerprint library on the word frequencies using a membership
function from fuzzy logic, to ultimately compare a new instance { including its �ngerprint { with
the library to classify the most similar �ngerprint and label it accord ingly.

In order to apply classi�cation, a three-step text mining processing phase is required: (i)estab-
lishing the corpus, (ii) pre-process the dataand (iii) extract the knowledge. First, establishing the
corpus is done by connecting with the aforementioned database.Tokenization is applied, removing
punctuation and breaking the text into a stream of tokens or terms, together forming the diction-
ary. Secondly, the data is cleaned in the pre-processing step.Stopping removes frequently used
terms that appear to have little predictive value. Additionally, lemmatization removes inections
returning the normalized stems of the word calledlemmas. As such, words with the same meaning
are represented by the same lemma. Now, tokens can be encoded to vectors (i.e. vectorization),
to form the term-document matrix (TDM). In the simplest form it c ounts the presence and ab-
sence of terms in the documents (i.etf ). Alternatively, the term frequencies of the documents are
scaled by the inverse document frequencies (i.e.tf-idf ). Lastly, each row of the TDM represents
a document vector, serving as input for a classi�cation algorithm to extract knowledge.

Table 1: Flat classi�cation: per parent node.

Other Classi�er FFP Classi�er

Precision Recall F1 Precision Recall F1

All Classes 0.6420 0.6444 0.6247 0.6074 0.5111 0.5326
Severe/Less severe 0.7273 0.9600 0.8276 0.6970 0.9200 0.7931
Severe Classes 0.6333 0.7200 0.6685 0.7429 0.7200 0.7167
Less Severe Classes 0.5929 0.6000 0.5745 0.7222 0.6500 0.6283
Comb. Severe Classes 0.7322 0.7000 0.6995 0.8438 0.8000 0.7965
Comb. Less Severe Classes 0.7738 0.7333 0.7408 0.8750 0.8000 0.8027

The data from the database is manually labelled into one of the ICCS classes by carefully
reading the extracted news sources. Two classes were dropped due to insu�cient data. In total
35 sources were labelled, generating 315 instances, 270 for training and 45 for testing purposes.
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After manual labelling, the FFP library is created and Naive Bayes (NB) and Support Vector
Machines (SVM) classi�ers are trained using the training data. Both NB and SVM algorithms
are considered for comparison purposes with FFP. Multiple parameter settings are applied, while
cross validation extracted the three best performing classi�er/vectorization combinations.

For testing, the three best performing classi�er/vectorization combinations are considered.
Initial test results revealed a precision of respectively 0.64 and 0.60 for the SVM and FFP classi�ers.
Therefore, the process is transformed towards a two-stage hierarchical classi�cation, dividing the
parental class into severe and less severe crimes followed by their respective multiclass situation.
By incorporating a class taxonomy, the problem is simpli�ed and the predictive accuracy increased.
At the severe/less severe parent node, FFP is slightly outperformed by a NB classi�er. However,
Table 1 reveals that in the multiclass situation FFP outperforms the other classi�ers, especially in
terms of precision. Analysing the confusion matrices and the data itself, led to the idea to merge
certain classes due to similarity in both data and predictions. In this situation, the last two rows
of Table 1 shows that FFP has anF1 of 0.79 and 0.80 against anF1 of 0.69 and 0.74 of the best
performing other classi�er. Combining the classi�ers in the hierarchical situation, the best scoring
combination is a NB classi�er for the severe/less severe prediction,while FFP performs best for
both multiclass situations.

As standalone research, the results show that in the crime analytical domain FFP outperforms
NB and SVM classi�cation for multiclass situation. Moreover FFP does not require traditional
machine learning training. With respect to the information enrichment process, FFP can be
adopted to assign a class based on a crime document �ngerprint, which in turn facilitates basic
information extraction, identi�cation and possibly case prioritization . More than that, FFP can
be extended towards other schemes and problems. For example, identifying certain people or
MO based on the document �ngerprint. However, this requires huge pools of data and proper
evaluation in future studies. In addition, the situation that similar �ngerprints can be found is
not considered, indicating directions for multi-label FFP extension.

Semantic Crime Information Clustering

Despite that crime document classi�cation provides initial stru cture, text could still harvest valu-
able details and information contained within the sentence, without a priori knowledge. This
follows the rational of Open Information Extraction (IE), which identi �es domain-independent
relations and entities. However, enumerating information may not serve more detailed pattern
discovery, thus lacking usefulness for further investigative crime analyses. As such, this thesis
proposes semantic information clustering within the Open IE domain. Grouping and extracting
similar information, providing an enriched, more meaningful knowledge representation of the data
in the document. Consecutively, the clusters can be used to link POLE data with other incidents,
leads or cases, discovering relations, extracting speci�c MO and creating visual textual overviews.

Extracting similar information requires a di�erent vectorization ap proach as was applied in the
TDM, since: (i) the word order is lost, (ii) it su�ers from high dime nsionality and sparsity and
(iii) the vectorization has little sense about semantics. An alternative is presented by usingword
embeddings; vectors that include meaning based on the surrounding words. An innovative example
of such a model is Word2Vec. However, the challenge remains to extendthe idea of word embed-
dings towards sentence embeddings. Thus, this thesis proposes two alternative semantic sentence
vectorization techniques based on Word2Vec, applicable in semantic information clustering.

Firstly, Bag-of-Word2Vec-Means (BOWM) takes the sum of the word embeddings, inferred
from a Word2Vec model, to calculate the mean by normalizing the sum. Alternatively, Bag-of-
Sentence-Concepts (BOSC) also infers embeddings from Word2Vec, but uses a separate clustering
algorithm to group similar words in concept clusters. In addition, the sentence embedding is
determined by the frequency of the concept cluster in the sentence. As such, providing dimen-
sionality reduction and vector interpretability. Both BOWM and BOSC will be compared with
an extension of Word2Vec, named Doc2Vec and a non-semantic tf-idf sentence vectorizer. As
such, the aforementioned algorithms will transform an unstructured document into several sen-
tence vectors, which serve as input for a clustering algorithm. Thelatter partitions the sentences
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in similar subsets according to the following approaches consideredin this research: (i) k-means,
(ii) spherical k-means, (iii) spectral clustering and (iv) agglomerative clustering.

Unlike classi�cation, clustering does not require the use of a training corpus. However, semantic
vectorization demands training of the used models. For Word2Vec, a pre-trained Google News
model is incorporated. In addition, Doc2Vec is trained on the crime data from the database and
extended with the Google News model. Subsequently, the possiblecombinations of clustering
algorithm and sentence vectorization are subject to cluster evaluation.

For intrinsic evaluation, the possible combinations are evaluated without `ground truth' labels
using the silhouette score. In total, 70 crime sources from the databaseare extracted and �ltered
to contain at least ten sentences per document, thus preserving 36documents. Intrinsic evalu-
ation determines how cohesive and well separated clusters are. In terms of the overall average
silhouette score, Doc2Vec and tf-idf outperform BOWM and BOSC in combination with all con-
sidered clustering algorithms. However, in real-world applicationsBOWM and BOSC could still
be very useful even if clusters would overlap. Moreover, well-formed clusters do not always pertain
practicability. As such, extrinsic evaluation is performed.

To perform extrinsic evaluation, a ground truth is incorporated representing the general topic
expressed by the semantic meaning of the words in the sentences. Two datasets are considered for
extrinsic measures. The �rst dataset takes sentences from the crime documents in the database,
manually extracted and labelled with one of seven topics. The second dataset is the Opinosis
opinion dataset, of which sentences are extracted containing one of six topics. By looping through
both datasets, an extra cluster is added for every added topic to determine evaluation metrics
such as:F1-measure, theFowlkes-Mallows(FM) index and the V-measure.

Figure 3: Clustering F1-measure: best performing sentence vectorizers.
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Figure 3 shows that BOWM outperforms the other vectorization approaches. More detailed
analysis also reveals that this is the same for nearly every clustering algorithm. Indicating that
BOWM reects the semantic meaning of the sentences, while other techniques lead to the extrac-
tion of clusters containing di�erent details. Similarly, BOWM also reports high values for both the
FM index and V-measure. Demonstrating that BOWM consistently outperforms BOSC, Doc2Vec
and tf-idf in predicting the right cluster labels but also forming meaningful sentence clusters.

As a standalone research subject, BOWM provides a new way for the semantic vectorization
of sentences using Word2Vec, creating new possibilities for future analytical purposes. Regarding
Open IE, semantic clustering gives more meaning to the extracted entities and relations. Although
it is not presented as a totally �rm resolution for extracting very speci�c sentence relations,
the clusters provide more meaning. Therefore creating another possibility for future research.
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Concerning information enrichment, BOWM will be highly relevant. Larger unstructured texts
will be decomposed into smaller sub-stories, providing new enriched sources of information usable
in other more advanced analyses. For example, extracting all weapon-related information from
a lead, providing MO information, creating the possibility to quic kly link the lead to an ongoing
case. Therefore, gaining a better understanding, increasing transparency, critical thinking and
faster operations. In turn, mitigating the hight cost associated with cracks in the process of proof.

Textual Information Enrichment Prototype

The standalone ideas of crime document classi�cation and semantic information clustering are
merged using a horizontal prototype, facilitating an idea for future applications that can use textual
information enrichment in crime investigative tasks. Documents will be classi�ed according to a
classi�cation scheme that uses FFP to determine its crime class, orany other class. Extracting
class-speci�c information using the terms in the controlled vocabulary. In addition, sentences are
clustered and transformed into textual information graphs as is slightly visible in Figure 4. The
clustered sentences contain information and relations that can be linked with other incidents, leads
or cases as shown in Figure5. Furthermore, textual graphs may help with case reasoning and
hypothesis due to easier interpretation and pushing informative details forward. Moreover, for
future applications it is possible to generate a feedback loop between the clusters and document
classi�cation in Figure 2. As such, creating a �ngerprint of the clusters using FFP, compare it
with other cluster �ngerprints in a library to ultimately compare n ew cases with previously solved
problems.

Figure 4: Information enrichment horizontal
prototype.

Figure 5: Linking entities of the CPS.

Conclusions

With this thesis an attempt was made to battle human aws in crime analysis that hinder the
fruitful utilization of vast amounts of unstructured data by proposing textual information enrich-
ment. It can be concluded that the proposed two-fold information enrichment process can most
certainly improve day-to-day investigative operations by providing opportunities for: (i) allocating
resources, (ii) case prioritization, (iii) linking CPS entities and (iv) case reasoning. Subsequently,
this will lead to taking the right courses of action, less rework and genuinely help with making
decisions. In turn, leading to lesscracks in the process of proof and providing a steady foundation
for future research and applications.
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Chapter 1

Introduction

\ Any su�ciently advanced technology is
indistinguishable from magic"

Clarke (1962, p. 36)

Undoubtedly, di�erent stages and circumstances within the social lives of people make them sus-
ceptible to encounter a phenomenon known as crime. Investigating and solving crimes is a convo-
luted and laborious endeavour, since the costs of mistakes can be exceedingly high (Van den Braak,
2010). Vast amounts of evidence have to be processed and investigators are faced with huge pools
of unstructured textual information, which requires their full understanding and use of knowledge.
To solve, reduce and prevent crime, successful law enforcement, intelligence and policing agencies
will depend on a knowledge-intensive and time-critical environment. The digitalization of this
environment is characterized by real-time information access and communication. However, in
this emphasis on new technological innovations, what can sometimes be forgotten is the need to
adequately think, use and act upon this information (Rossmo, 2016). Associated actors have to
actively derive and interpret data to determine what happened and asses the potential relevance
of this evidence to answer certain case hypotheses. In fact, Gross (1996)has stated that the
majority of crimes are never solved, simply because cases are not viable if the immediate evidence
or related information is not directly obvious. Moreover law enforcement does have neither the
time, manpower nor ability to continuously conduct detailed investigations of all the reported {
and unreported { cases. As such, indicating that potential valuable leads are overlooked, certain
essential associations cannot be made and the operation itself comes to a standstill. This thesis
tries to overcome the latter by improving the investigative process, amplifying crime analytical
activities by providing textual information enrichment.

The task of law enforcement and policing is to perform adequate forms of crime analysis,
basically following an investigative set of procedures. Mistakes indecision-making have been
determined as the most common type of error in analysing crimes (Irvine & Dunningham, 1993).
Di�erent actors have divergent beliefs and views, which is the product of expectation, desire
and evidence (Snook, 2000). If evidential information is ambiguous, or vague,the impact of
both expectation and desire will inuence reasoning and decision-making. Therefore, indirectly
contributing to the aforementioned standstill, in which no follow -up actions are taken and/or
wrongful conclusions are drawn (Van den Braak, 2010). Ultimately leading to de�ciencies, such
as unsolved crimes and unpunished o�enders, bringing the justicesystem in disrepute and having
a negative e�ect on society. Summarizing the high costs of these mistakes, Heuer (1999) simply
warns: once certain information rings a bell, the bell cannot be easilyunrung.

As stated before, recent years also beheld the changing essence of crime analysis through tech-
nological innovations. Migrating from paper-based records, towards electronic databases, marked
the introduction of knowledge management systems. This last notion being concerned with the
fruitful generation of compiled information through simplifying and i mproving the process of shar-
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ing, distributing, creating, capturing and understanding electronic records (Gottschalk, 2006). As
such, leading to signi�cant bene�ts, including collaboration, infor mation access and open data. In
addition, this era highlights the growing value of both structured and unstructured data through
respectively data and textual mining. According to Hearst (1999) mining implies the extraction
of precious nuggets of ore from otherwise meaningless rocks. Text analytical applications tend
to take this metaphor even more serious and have the possibility to overcome human biases that
feed the potential aws in how investigative information is used. This implies that the human
factor should be encouraged and supported, using both data and knowledge to improve reasoning
in crime analytical investigative procedures. Information enrichment can attain this encourage-
ment by employing the text analytical techniques and models presented and communicated in this
thesis.

1.1 Problem Description

1.1.1 Humans Biases in Crime Analysis

Referring to a possible de�nition of crime, Barak (1996) stresses that all subjective de�nitions
are value laden and { to some degree { biased. This bias is also reected onthe crime decision-
making process, which may cause several human errors. More speci�cally, it directly inuences the
view of actors through expectation, desire and evidence. As such, hampering e�cient application
of processing information in crime analytical activities. Additionall y, Rossmo (2009) asserts that
research in various scienti�c �elds are suggesting some feasible explanations for these biases. These
explanations can be grouped into three factors, namely (i) cognitive biases, (ii) organizational traps
and (iii) probability errors.

Although mindsets are neither good nor bad, they need to be consistent under certain con-
ditions. This perception is based on both awareness and understanding, in which humans often
perceive what they expect to perceive. In addition to our subjective interpretations, the human
brain is not able to objectively record data. According to both Schacter (2001) and Heuer (1999)
more weight is placed on information that supports constructed case hypotheses. The latter author
also stresses that people construct their own reality on the basis provided by senses. In making
decisions, humans employ two types of processes, namely intuition and rationality (Kahneman,
2003). Under chaotic and uncertain conditions, intuition takes over, which is both automatic
and e�ortless, as well as fast and powerful, nevertheless often error-prone. To think rationally,
humans employ heuristics. Speci�cally, rules of thumb that replace complex questions into simple
questions (Tversky & Kahneman, 1986). Ultimately, this is what leads to cognitive biases, which
are mental errors rooted in the simpli�ed processing techniques. These biases can lead to faulty
decision-making and may result in tunnel vision (Martin, 2001), framing (Tversky & Kahneman,
1985) and con�rmation biases (Klayman & Ha, 1987).

Organizational traps arise by means of a process known asgroupthink (Janis, 1982). The latter
is the phenomenon where there is a reluctance to think criticallyand challenge the conformity
and dominant theory in highly cohesive groups. Hence, groups may participate in dysfunctional
decision-making. According to Rossmo (2009) the third and last factor arises, because people tend
to believe in probabilistic errors of coincidence if one looks hard enough to unattainable crucial
or tangible evidence. More simply, people frequently look for similarities or connections, which
essentially have no meaning (Gigerenzer, 2002). Often, when more enriched detail is expressed,
important di�erences will appear.

1.1.2 Text Analytical Crime Analysis

Law enforcement and policing have a long tradition of using paper and dictation services, yet are
beginning to adopt direct entry of text and speech recognition. The introduction of knowledge
management systems also introduced data-driven knowledge discovery and a more prominent role
in the intelligence-led policing (ILP) philosophy (McCue, 2015; Boba Santos, 2012). The vast
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amount of related research has demonstrated the potential impact text analytical solutions can
have in { as well as { outside crime analysis. Many authors have aimed on forensics such as
suspicious documentation (Thilagavathi & Anitha, 2014), textual evidence (Mascarnes & Gomes,
2014), communication (Marjuni, Mahmod, Ghani, Zain & Mustapha, 2009) and crime prediction
(Louis & Engelbrecht, 2011). In addition, research is conducted that focuses on network analysis
(Tseng, Hoa, Yang & Chen, 2012), pro�ling (Alami & Baqqali, 2015) and reporting (X. Wan g,
Brown & Conklin, 2007). These studies primarily target improvement in terms of investigative
analyses. Therefore shifting the focus away from the start of the process, which is the acquisition
and usage of potential valuable information. Furthermore, a research gap can be found in improv-
ing decision support by focusing on amplifying domain-speci�c knowledge. The same knowledge,
or deeply-rootedknow-how, that is deemed important to make grounded analytical decisions and
judgements (McCue, 2015; Heuer, 1999). As such, this thesis continues theresearch in the text
analytical crime domain, focusing less on analyses, but putting more emphasis on the information
and its potential value and application.

1.2 Problem Statement

Text analytics is focused on unstructured data, represented by textual sources such as document-
ation, forms, narratives, reports or interviews. It is estimated that approximately 80% of all data
is accounted for by unstructured data, most of all documentation (Schneider, 2016; Tan, 1999).
Textual input is provided by numerous actors ranging from patrol o�cers to witnesses and in-
telligence analysts. Furthermore, this data has the potential to be crucial in the overall crime
analysis process. As has been discussed in previous section, human biases, expectation and desire
can a�ect how information us used. Hence, actors may not take the right course of action. This
last notion can be visualized through the introduction of cracks in the process of proof, which are
obstacles that hamper the fruitful utilisation of information, depict ed in Figure 1.1.

Figure 1.1: Process of proof, partially adapted from Nijboer and Sennef (1999).

The techniques used in text analytics have a lot of unused potential, indicating that a more
optimal process is feasible. In this sense, it is implied that current studies are fragmented to the
extent that ongoing text analytical research does not focus on the acquisition, usage and enrich-
ment of information that could amplify the right choices. As such, research lacks in overcoming
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certain human biases, which could lead to obstacles in the process of proof. This leads to the
following problem statement of this research:

\ Certain human biases play an important role in crime analysis. Overcoming the
subsequent human mistakes in the utilisation of information is a very di�cult and time-
consuming process, but inuences the right course of action, evidenceand conclusions.
Text analytics is mainly focused on providing assistance in termsof investigation, not
incorporating new techniques to provide support in obtaining high quality data that may
discourage these mistakes. This emphasizes the appeal to develop, testand evaluate
models and techniques that could assist in improving the overall process."

1.3 Research Focus & Questions

By employing the use of text analytics, the possibility arises to mitigate the aforementioned
human aws by �nding rich forms of information in crime-related docu mentation to improve the
usage of domain knowledge. Following this notion, Heuer (1999) states that thehuman mind is
poorly `wired' and fosters the development of tools and techniques that may assist in assessing
information. Moreover, it has been suggested that techniques could o�er tools by supporting
investigators' reasoning to help with case hypotheses (Schum & Tillers, 1991). This thesis tries
exactly to attain the latter by focusing on unstructured data, �ndin g, extracting and visualizing
information that supports investigators in seeing patterns, discovering links and identify missing
information (Bex et al., 2007). As such, improving the use of domain-related skills by stimulating
critical thinking (Heuer, 1999), faster automated operations (Burstein & Holsapple, 2009) and
transparency (Chibelushi, Sharp & Salter, 2004). In other words, helping to mitigate the high
costs of investigative mistakes, provided by obstacles in the process of proof. Therefore, exploring
the possibilities of text analytics is an area praiseworthy of study, which leads to the overall
research objective:

\ The objective of this thesis is to research, design and evaluate text analytical models
and techniques that improve the crime solving process by mitigating human aws in
handling crime-related documentation by enriching unstructured data found in various
forms of text."

This research objective is aided by the forthcoming research question and sub-questions.

RQ: \ How can text analytical models and techniques provide and support information enrichment
in policing and law enforcement operations?"

In this context, enrichment can be regarded as a sub-process to enhance, re�ne and extract raw
sources of unstructured data that help to improve more advanced formsof investigative procedures
within the overall crime solving process. The involved actors all have distinct mental models and
domain knowledge, with a high potential to engage in biased behaviour and observations, thereby
unconsciously, but adversely, a�ecting the process. By answering this main question, this thesis
attempts to improve the latter in future applications by researching the potential value of text
analytical models and techniques.

SQ1: \ What is the AS-IS situation regarding the crime reporting and investigative process and
what improvements could be identi�ed?"

Since this research is conducted at Capgemini, answering this question will capture the knowledge
surrounding the current business context and situation. This reveals both the organization, team
and the process, which will yield insights in the steps and capabilities of the system currently in
use. Ultimately helping in demarcating the problem domain and supporting advice in a company
recommendation. From a business perspective, this question extends the problem statement with
a clear vision of where the problem could arise within a utilized software system.
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SQ2: \ Which crime documentation concepts, relations and problems can be identi�ed within the
�eld of operations?"

An important activity in this research is to understand how police experts in the �eld experience
documentation in the investigative solving process. This question will provide a clear conceptu-
alization of the knowledge and problem domain from an expert perspective. The main catalyst
behind SQ1 and SQ2 is to grasp the problem domain from both sides, whichwill facilitate the
direction of the text analytical approaches in the succeeding parts of this research.

SQ3: \ Which data sources need to be selected and retrieved, in order to build and test the models?"

In order to build, test and evaluate text analytical models, it is required to retrieve several sources
of data. With regard to this research, the latter implies retrieving crime-related documentation
such as reports and/or narratives. Subsequently, this data will be transformed afore speci�c
enriched forms of information are generated.

SQ4: \ Which text analytical models and techniques are the most suitable, and can be incorporated,
to structure unstructured textual input and help enrich embedded information? "

Textual input is a form of data which is represented in a highly disorganized manner. By answering
this question current theory in the text analytical domain is studied to apply approaches and
techniques that may help organize and structure this data, which { in turn { will provide insights
for the enrichment process.

SQ5: \ To what extend can the researched models and techniques be applied in future applications?"

Finally, it is important to merge the proposed ideas by answering the �nal sub-question. Essentially
the ultimate goal is to aid future operations in the solving process. This last question will steer
the theoretical foundation towards conceptual applications and extensions of the current system
used by clients of the company.

1.4 Research Approach

1.4.1 Research Philosophy

As seen in the previous sections, this research has the strong desire to compose a solution based
on the outlined problem. Therefore, the philosophy for this researchhas a foundation in business
problem-solving (BPS). The work of Van Aken, Berends and Van der Beij (2007) clari�es that
a BPS project is initiated to improve the overall performance of a business, department or com-
pany system. Van Aken et al. (2007) follow the classic problem-solving cycle elaborated as the
regulative cyclein Van Strien (1997). The logic behind the regulative cycle essentiallyfollows �ve
process steps: (i) problem de�nition, (ii) analysis and diagnosis, (iii) plan of action, (iv) inter-
vention and (iv) evaluation. Based on these �ndings Van Aken et al. (2007) argue that solving
a performance problem is fundamentally di�erent from solving a knowledge problem. The latter
being knowledge-driven, while the former requires knowledge in a design-driven approach. An
essential and characteristic notation described by Simon (1996) as: (i)that what is and designing
(ii) that what can be. This last notion is the central train of thought in the design science paradigm
and builds on the traditional rational of problem-solving and the desire to develop anartefact to
improve existing situation. The research in this thesis followsthe design science paradigm way of
working to develop an IT artefact in the form of a text analytical informati on enrichment process.

The framework by Hevner, March, Park and Ram (2004) has recognized the importance of
design in information systems (IS) to create innovations in the form ofan IT artefact. It builds
on the previous described logic that stems from the two-fold principle of behavioural science(i.e
knowledge-driven science) anddesign science. More generally, behavioural science addresses re-
search through the development of knowledge and theories, while design science addresses research
by building and evaluating artefacts to meet organizational needs. The logic behind this framework
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is translated in a renewed version including three research cycles (Hevner, 2007).The relevance
cycle makes the connection between the appropriate environment and the design science context.
It provides the input requirements for the research, such as theproblem to be addressed. In ad-
dition, the cycle de�nes criteria for an acceptable evaluation. The relevance cycle in this research
is rather clear, the problem is brief, but consistently de�ned and will be evaluated accordingly.
Hevner (2007) argues that the latter is critical since it is the expressed improvement that started
this research. The rigour cycle bridges past knowledge from the knowledge base to the research
project to ensure innovative artefacts. In return, the cycle adds extensions to original theories and
methods through experiences gained during the research. Contributions to the knowledge base
are the key to `selling' the project to the academic audience, in the same manner as environmental
contributions are the key selling points to the practice (i.e. company). Although this thesis may
not contribute rigorous forms of new knowledge, it will provide new insights that may form the
foundation for future studies. In the centre residesthe design cycle, the core of any design science
project. Simon (1996) stresses that the cycle designs alternatives which are evaluated against
the requirements. The requirements are contributed by the relevance cycle, while theories and
methods for the actual design stem from the rigour cycle. Hevner (2007) emphasizes that e�orts
in constructing and evaluating need to be convincingly based in relevance and rigour. The lat-
ter is based on Iivari (2007), who states that the essence of IS as a design science is situated in
scienti�cally evaluating artefacts.

As previously accentuated, the framework by Hevner (2007) is based on previous work by
Hevner et al. (2004) in which seven guidelines are presented for conducting design science in the
IS domain. The guidelines are presented below, including a briefcomment regarding this research:

1. Design as an artefact. The result of IS design science research is to generate an IT arte-
fact that addresses the organizational problem at hand. In this thesis, two text analytical
approaches will provide information enrichment to help overcome human aws in the crime
analytical domain.

2. Problem relevance. Acquire knowledge and understanding of technology-based solutions
that help resolve organizational problems. By using information enrichment, this research
attempts to mitigate human errors and amplify the use of investigative skills.

3. Design evaluation. The bene�ts, usability and e�cacy are demonstrated by evaluating bot h
approaches of the enrichment solution direction.

4. Research contributions. Conducted research should provide a relevant academic contribution.
The foundation of this thesis may serve as novel contribution to the knowledge base for both
crime analysis as well as the text analytical domain.

5. Research rigour. Design science research requires rigorous methods in construction and
evaluation of the artefact. The research in this thesis is primarily based on text analytical
research guided by the associated theories.

6. Design as a search process. The process of design science is both constructive and iterative,
following a BPS approach. By utilizing several means and multiple research domains in an
iterative way, the conceptual IT artefact is developed.

7. Communication of research. Both technology-oriented as well as management-oriented audi-
ences need su�cient presentation of the research. Based on the forthcoming chapters, this
thesis will serve as main source of presenting the outcomes and limitations regarding the
latter.

1.4.2 Research Methodology

The previous section speci�ed both the philosophy and practice rules that distinguishes adequate
design science research for IS. In spite of the presented guidelines, Pe�ers et al. (2006) have
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indicated that the philosophy is lacking e�orts of developing a conceptual process and mental
model to carry out proper IS design science research. The authors briey highlight the following
objectives for the development of an IS design science conceptual process model:

ˆ Building on prior literature about design researchand research about design research. The
former covering previous process models from other domains (i.e. engineering and computer
science), while the latter covers how to conduct research.

ˆ It provides a nominal process for conducting design science research in IS; a sequential
roadmap to generate adequate artefacts.

ˆ Providing a mental model that clearly di�ers from other forms of research, adding guidance
to reach certain research outputs.

Based on the aforementioned objectives, Pe�ers et al. (2006) have proposeda process model, which
was later revised in Pe�ers, Tuunanen, Rothenberger and Chatterjee(2007) as the Design Science
Research Methodology (DSRM). The process model consists of six steps that guide the researcher
from initial problem statement and goal towards e�ective communication. The way of working in
this thesis follows the rational of the DSRM.

Figure 1.2: Research methodology, adapted from Pe�ers et al. (2007).

Problem identi�cation. In the �rst section of this chapter, the problem was presented and
formally stated. As mentioned earlier, several human biases play a vital role in in su�ciently using
information in the crime solving process. Additionally, it was found that current text analytical
research is mainly focused on more advanced investigative analyses, not focusing on providing rich
forms of information that could, in turn, bene�t these procedures further down the investigative
pipeline.

Solution objectives. Pe�ers et al. (2007) indicate that within DSRM, there is no expectation
to always proceed in sequential order. As such, the motivation for this research started with the
desire to develop a conceptual IT artefact, providing a solution for current problem, which in turn
resulted in conducting current study.

Design & development. The third step is the design and creation of the artefact itself. Basic-
ally, this activity forms the core of the DSRM process and can, to some extent, be compared to the
design cycle as was depicted by Hevner (2007). Thus, covering the �rstfour sub-questions. Start-
ing of with the problem domain from a business perspective by presenting the AS-IS understanding
of the company. By consulting business documentation and conductingsemi-structured expert in-
terviews a generalized process model is developed to provide an overview of the business domain.
The visual representation serves to understand the current process to pinpoint where potential
cracks could arise. Furthermore, the model may facilitate communication fora possible redesign.
In addition, the problem is studied from a police expert perspective. Capturing knowledge, con-
cepts and experienced problems, through qualitative research using another set of semi-structured
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interviews. Police experts are sampled to participate, providing a demarcated domain concep-
tualization that steers the solution direction. Covering the third research question, data sources
are sampled by employing web-based information retrieval techniques to include news articles and
narratives by developing two wrapper algorithms, which write the data towards a database. The
latter is deemed necessary due to the result of privacy and safety issues regarding crime-related
police records. The database serves as primary input for two standalone text analytical models
that form the fundamental idea of the information enrichment process, covering the fourth sub-
question. First, crime document classi�cation employs and compares classi�cation algorithms,
such as Naive Bayes and Support Vector Machines, with a proposed adapted approach of Fuzzy
Fingerprinting classi�cation. Secondly, semantic information clustering, focuses on the hidden
patterns and meaning of sentences within the document. Accordingly, two new sentence vectoriz-
ation algorithms are proposed that take into account the semantics of words inthe sentence. As
such, helping to extract meaningful subsets of the information through clustering. Although, both
text analytical models shape the information enrichment solution process, the associated research
stands on its own, providing an independent research contribution.

Demonstration Demonstrating the potential usability will be achieved by merging the stan-
dalone text analytical models by composing ahorizontal prototype. The prototype answers the last
sub-question and will be highly conceptual, containing user friendly visualizations of the model
outputs to display the added value of the textual enrichment process.

Evaluation The purpose of evaluation is to observe and measure how the artefact appropriately
supports a potential solution to the indicated problem. In this research evaluation will mainly
focus on the text analytical models, providing several metrics that can measure the performance
of the approaches compared to other models.

Communication The indicated problem, the IT artefact, the relevance and the rigour will be
presented in this thesis, which compliments and communicates the research itself. Accordingly,
the main purpose of this project is to answer the main research question that follows the principles
of the DSRM process, presented by Pe�ers et al. (2007).

1.5 Work Developed & Contributions

The work that is developed in this thesis can be summarized as follows:

ˆ Based on business documentation and semi-structured interviews, a generalized BPM process
model of the company system is drafted. The model provides a pieceof communication about
current system and problem domain. It presents how the seemingly di�erent activities of
routine and knowledge are constantly a�ecting each other. Furthermore, the model remains
available to provide opportunities if future redesigns are considered.

ˆ To retrieve web-based crime textual data, two wrapper algorithms are developed that in-
corporate the information retrieval techniques of both web scraping andHTML parsing to
facilitate the extraction of speci�c data chunks into structured f ormat for database purposes.
The retrieved data stays available for future research.

ˆ This thesis proposes a new adapted version of top-k Fuzzy Fingerprinting (FFP), originally
proposed by Rosa, Carvalho and Batista (2014), for multiclass textual classi�cation in the
crime analysis domain. As a relatively simple and fast technique, it provides an alternative
model for other algorithms such as Naive Bayes and Support Vector Machines, utilizing the
textual �ngerprint of a document.

ˆ Two di�erent approaches are proposed that facilitate semantic sentence vectorization by
incorporating the Word2Vec neural network language model (Mikolov, Chen, Corrado &
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Dean, 2013). The �rst algorithm is named Bag-of-Word2Vec-Means (BOWM), taking the
mean of word vectors in a sentence and representing a document as abag of sentences.
The second algorithm is based on the seminal work by H. Kim, Kim and Cho (2017), and
named Bag-of-Sentence-Concepts (BOSC), using textual clustering to present sentences as
frequencies of related concepts.

ˆ Research, theory and outcomes of this thesis are merged in a horizontal prototype designed to
demonstrate the information enrichment functionality. The prototyp e incorporates the use
of textual graphs, visualizing both tagged and non-tagged crime information, extracted from
a document. As such, supporting pattern and relational discovery infuture applications.

The research and work presented in this thesis adds value to existing literature in a variety of
ways. First and foremost, this thesis helps the crime analytical andconsultancy community by
the insights gained in this study. An attempt will be made to mitigate c ertain human aws
that play an important role in the acquisition of information and subsequent decision-making
operations. By providing enriched data, investigative proceduresare ampli�ed helping both (i)
actors using crime analytical systems/procedures and (ii) currentcrime analytical research focusing
on utilizing the data. Secondly, this thesis contributes to current research in the text analytical
domain. Proposed techniques and research { regarding FFP, BOWM and BOSC { will shape
the information enrichment process, but simultaneously form a standalone component due the
individual evaluation. As such, extending the current text analyti cal research and providing
opportunities for other domains and problems.

Figure 1.3: Research design.

1.6 Thesis Outline

The remainder of this thesis follows the mapping of the research questions on the DSRM process
model in Figure 1.3. It summarizes the design of the research and ow of activities and deliverables
followed throughout this project. Chapter 2 discusses the preliminary concepts of crime analysis
and text analytics. Moreover, it extends the problem statement by indicating where this research
�ts the crime analytical domain compared to other studies. The succeeding Chapter 3 provides
an introduction and overview of the Capgemini business context and problem domain from a
business perspective. Subsequently, Chapter4 will present the problem domain from a police
expert perspective, demarcating and facilitating the solution direction. Chapter 5 will present the
gathering of textual crime data, that is used to developed the models presented in the succeeding
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chapters. The main solution direction consists of two standalone ideas that are researched in
greater detail. Firstly, Chapter 6, will introduce crime document classi�cation by proposing an
adapted approach of FFP compared to two other textual classi�cation algorithms. Secondly,
Chapter 7 proposes two new semantic sentence vectorization techniques in the form of BOWM
and BOSC that will aid information clustering in extracting valuable i nformation such as entities
and relations. The theory and outcome of both these independent studies will be merged in
Chapter 8 demonstrated by means of a prototype walkthrough. Finally, Chapter 9 contains the
conclusions, presenting the �ndings, company recommendation and suggestions for future research
based on several limitations.
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Chapter 2

Preliminaries

This chapter covers the general introduction of topics and theories used to support the upcoming
chapters. The �rst section is devoted to a very general and brief description of business analytics.
Section 2.2 discloses the notion of crime analysis, the primary domain of both the company and
this thesis. However, the most important foundation is laid in Sections 2.3, 2.4 and 2.5, presenting
the concepts of structured and unstructured analytics, namely datamining, text mining and text
analytics.

2.1 Business Analytics

With the emergence of applications from information technology in modernsociety, it is di�-
cult to imagine it operating without constantly evolving modes of business intelligence. Business
intelligence (BI) is often referred to as the techniques, technologies, systems, practices, methodo-
logies, applications and software that analyse data to help organizations better understand their
operations and make timely and careful decisions (H. Chen, Chiang & Storey, 2012). Whereas arti-
�cial intelligence (AI) is concerned with the prospect of creating intelligent computers to generate
human-like intelligence capabilities, BI is concerned with creating intelligence based on know-
ledge extraction from data. As such, the termintelligence is the subject of much discussion and
confusion. Although AI can be used in a business environment, intelligence is mainly generated
based on patterns in historical data, not through, for example, human-likelearning and adapting.
Therefore, intelligence is seen as a spectrum, with AI and BI covering the tails. In order to make
decisions, BI systems are concerned with the transformation of data, combining data integration
and business analytics. Thus, the term business analytics is preferred over business intelligence.

Within business analytical applications there is a clear emphasis on the usage of data. As
was briey highlighted in the introductory chapter, information can b e stored in structured and
unstructured data sources. Structured data refers to information, which is represented in a highly
organized manner (e.g. a numerical or categorical tabular format). While, unstructured data is the
opposite, represented by textual documents, audio and video (Weiss, Indurkhya & Zhang, 2010).
Unstructured textual data has the advantage of familiarity, ease of use and freedom to express.
More notably, it can embellish simple facts and contain complex patterns, which can be used in
a various �elds of research. Hence, clari�es the pronounced need for more business analytical
scientists with unstructured data skills (Wixom, Ariyachandra, D ouglas, Goul & Gupta, 2014).

2.2 Crime Analysis

Until recently, law enforcement had neither the data nor the innovative resources to conduct
business analytical activities on either structured or unstructured data. The migration from
paper-based records marked the start of data-driven knowledge discovery in crime analysis, which
is stated in both McCue (2015) and Boba Santos (2012). This last author uses an analogy to
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the medical domain to illustrate the importance of crime analysis. A magnetic resonance imaging
(MRI) machine is used to conduct an analysis of a particular body part to diagnose injuries or
possible illness. The MRI diagnostic process does not directly provide the cure for any illness
or disease; to some extent it is a necessary component. Crime analysisis analogous to the MRI
example and can be de�ned as follows:

\ Crime analysis is the systematic study of crime and disorder problems as well as other police
related issues { including socio-demographic, spatial and temporal factor { to assist police
in criminal apprehension, crime and disorder reduction, cr ime prevention and evaluation."
(Boba Santos, 2012, p. 310)

The primary purpose of crime analysis is to support or assist the overall operations of law enforce-
ment, in the same manner as an MRI machine supports a doctor or surgeon. More speci�cally,
crime analysis does not directly reduces crime, but is deployedas a necessary component to ef-
fectively approach policing and law enforcement (Boba Santos, 2014). In general crime analysis
operations can be assigned into one of three analytical classi�cations (Ratcli�e, 2007; Gottschalk,
2010):

1. Tactical crime analysis. Focus towards case speci�c relevant information that describes the
identi�cation and analysis of emerging and/or existing patterns. Typic ally involves, who,
what, when, where or how factors.

2. Operational crime analysis. Aims to provide an understanding of the information collected
for the identi�cation of priority areas and potential problems.

3. Strategic crime analysis. Examination and understanding in long-term trends and patterns
aiming to provide insight, which can make a contribution to broad strategies, policies and
resources.

All the abovementioned analysis classes are necessary in both the problem-oriented policing (POP)
and intelligence-led policing (ILP) philosophies, introduced by respectively Goldstein (1979) and
Ratcli�e (2008). POP has been operationalized into the SARA model, which is an acronym for the
four steps involved: (i) scanning, (ii) analysis, (iii) response and(iv) assessment. Both POP and
ILP were proposed to replace the reactive incident-driven model ofpolicing, which was focused on
the `means' rather than the `ends'.

Figure 2.1: Relation crime analysis, POP and ILP.

As was briey mentioned in the problem description of Chapter 1, recent years saw an increase
of text analytical research. However, these studies have been mainly focusing on the middle of the
stages (i.e. analysis and analysing intelligence) involved in both philosophies, as depicted in Figure
2.1. The latter primarily indicates that potential cracks are still lurking nearby to damage the
process of proof. As such, this thesis swifts the focus towards the initial stages, �nding enriched
forms of data that may bene�t the knowledge and skills used in the subsequent stages.
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2.3 Data Mining

Since the 1960s data mining has been using machine learning capabilities applied in the business
analytical domain (S.-H. Liao, Chu & Hsiao, 2012). Although closely related, data mining and
business analytics are two distinct concepts. Turban, Sharda, Delen and King (2010) clarify that
data mining is part of business analytics, in addition to data warehousing, business performance
management and a general user interface (e.g. dashboards). More notably and following on the
latter, Han, Kamber and Pei (2012) state that without data mining, analytics wi ll essentially lose
its fundamental core. As such, this notion can be summarized by the following de�nition:

\ Technically speaking data mining is a process that uses statistical, mathematical and arti�cial
intelligence techniques to extract and identify useful information and subsequent knowledge
(or patterns) from large sets of data [..] where the data are organized in records structured by
categorical, ordinal and continuous variables." (Turban, Sharda & Delen, 2011, p. 137)

Data mining is responsible for building models that may identify patterns among the attributes
of di�erent objects within a dataset. These models consist of rulesthat are inductively learned by
an induction algorithm or learner (Provost & Fawcett, 2013). Learning stems from the abovemen-
tioned notion of machine learning, a fast-growing discipline concerned with the learning capabilities
of computers, based on historical data. Successively, these capabilities can be classi�ed as: super-
vised (i.e. use of labelled data), unsupervised (i.e. use of unlabelled data), semi-supervised (i.e.
combination of the latter) and active (i.e. active role user) learning. Furthermore, the induced
predictive or descriptive models can be categorized in the following tasks:

1. Classi�cation & Regression. Both concepts are associated to prediction; the forecast of
a future event. Classi�cation learns characteristics and patterns from data through a su-
pervised algorithm, to categorize unseen instances. Regression follows the same logic, but
instead of classifying an unlabelled object, the model will output acontinuous numerical
value (Sumathi & Sivanandam, 2006).

2. Association. Association is simply an unsupervised thorough search through data, describing
interesting relationships among di�erent variables, so called association rules, e.g. X ) Y
(Provost & Fawcett, 2013).

3. Cluster Analysis. An unsupervised clustering algorithm partitions the data into segments
or sub-sets, calledclusters, whose members share resemblance in characteristics (Han et al.,
2012).

4. Summarization. Han et al. (2012) de�ne characterization as the summarization of general
characteristics or features of a target class of data. Data characterization and summarization
are in line with data discrimination that compares general features of a target class with
several contrasting classes. The former also contributes to data reduction, in which a smaller,
a more easy to process dataset, may reveal a rich amount of knowledge (Provost & Fawcett,
2013).

2.4 Text Mining

From the outset, textual mining is considered an extension of data mining using similar techniques.
However, text mining does not expect a highly ordered series of numbers, but rather unstructured
data where the contents give meaning and are readable by humans. A computer knows the
syntax (i.e. structure) of a given text, but does not understand the corresponding semantics
(i.e. meaning). The latter is exactly what makes text mining a complex discipline, since the
programming paradigm is based on logic; fuzzy and ambiguous textual relations are complicated
for a computer to process (Hotho, N•urnberger & Paa�, 2005).

Analogously to data mining, text mining can still process free text by encoding the words
(terms) in a document collection (corpus) into numerical form. Hence, being able to use the
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aforementioned machine learning capabilities. According to Miner etal. (2012) the vector space
model is considered the most prevalent approach of numerical encoding. A given corpus and its
terms are considered as a vector of numbers by the model. The simplest way of textual encoding
is to use binary term vectors, setting the vector element to one ifthe term is used; else it is set to
zero. In turn, this can be translated into a term-document matrix ( TDM), capturing the presence
and absence of speci�c words. Another possible approach is to weight termvectors based on
counting term t in document d. The term-frequency, denoted bytf id is the absolute frequency of
term t 2 T in document d 2 D.

Alternatively a third approach is to weight the TDM, in which not all te rms are considered
equally important, since several terms may have little to no discriminating power in establishing
relevance (Manning, Raghavan & Sch•utze, 2009). Consider a set of documents D = f d1; d2; :::dn g
in n-dimensional space and adictionary T = f t1; t2; :::tn g, containing all terms. Instead of a
term-frequency, a document-frequencydf t = f d 2 D jt 2 dg is considered, which resembles the
number of documents that contain term t. By scaling the weight, such that rare terms have a
high value, the inverse document frequencyidf t can be de�ned in Equation 2.1. Combining the
de�nitions of tf t;d and idf t in Equation 2.2, corresponds to a composite weight for each term in
each document, thetf idf t;d or simply tf-idf:

idf t = log
�

D
df t

�
(2.1) tf idf t;d = tf t;d � idf t (2.2)

According to Hotho et al. (2005) normalization can be applied to assure that all documents have
proportionate chances of being retrieved, independent of their corresponding length:

w(t; d) =
tf t;d � idf tq P n

j =1 (tf t j ;d )2 � (idf t j )2
(2.3)

This normalized weight resembles the document vectorvd = w(t; d), consisting of one component,
which corresponds to the term in the dictionary T, joint by a weight for each component given
by the tf-idf. More generally, the tf-idf assigns a weight to term t in document d, which is: (i)
high when t occurs multiple times in a small amount of documents, (ii) lower when t occurs fewer
times in a document, or occurs many in several documents, (iii) lowest whent occurs in practically
all documents. The vector-space model, and corresponding weighting scheme, make a so-called
bag-of-words(BOW) assumption (Feldman & Sanger, 2007; Miner et al., 2012). This assumption
denotes that the exact ordering and grammar of terms within a document is ignored, and the
words are collected in a �ctive `bag'.

Since text mining is a recent extension of data mining it follows the same process that trans-
forms low-level data into useful knowledge. Since 2000, thede facto standard within data { and
thus { text mining is CRISP-DM (Mariscal, Marb�an & Fernandez, 2010). C RISP-DM stands for
the Cross-Industry Standard Process for Data Mining and is developed by Chapman et al. (2000).
CRISP-DM follows a continuous process of six steps namely: (i) business understanding, (ii) data
understanding, (iii) data preparation, (iv) modelling, (v) evaluati on and (vi) deployment. A more
comprehensive overview of CRISP-DM is illustrated in Appendix B. Although text mining cov-
ers the same phases, the third phase of CRISP-DM { data preparation { requires an additional
three-step text processing phase, illustrated in Figure2.2 and briey interpreted below:

1. Establish the corpus. Free text needs to be standardized in such a way that it has the
optimal format to process. A tokenization process is required that removes punctuation and
non-textual characters and breaks the stream of characters into, terms ortokens. All tokens
together, form dictionary or lexicon T.

2. Pre-process the data. The bag-of-words is structured into the TDM containing T. First,
various stopwordsare �ltered out, a process which is calledstopping. The list of stop words
can contain common terms or a speci�c list. In addition, stemming or lemmatization is
applied removing pre�xes, su�ces and pluralisation, stemming tokens to their root-form.
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Additionally, operations like spelling normalization and sentence boundary detection may be
applied as well. The resulting outcome is the TDM, with n rows representing the terms and
p columns representing the documents. Elementx ij is calculated according to a weighting
scheme, such as term frequency or tf-idf.

3. Extract the knowledge. Essentially, the extraction of knowledge is carried out by a data
mining algorithm to perform tasks like classi�cation and clustering.

Figure 2.2: Text mining processing, adapted from (Miner et al., 2012).

2.5 Text Analytics

The interdisciplinary �eld of text mining incorporates theory from data mining, but is also related
to areas including information retrieval, natural language processing and information extraction.
Information retrieval (IR) includes the representation, storage, organization of, and access to, en-
tities containing information (Baeza-Yates & Ribeiro-Neto, 1999). Moreover, Hearst (1999) states
that IR is equal to the search of free text or documents, which contains potential valuable inform-
ation, but not �nding the patterns itself. Searching unstructure d data, relies on the fundamental
concept of measuring similarity. Although, this could be seen as classi�cation, there are no new
internal patterns discovered within the documents. Rather, the documents are retrieved. Accord-
ing to Weiss et al. (2010), IR could, to some extent, be considered as thesecond phase (i.e. data
collection) in CRISP-DM. The authors argue that, based on a speci�c query vector, matching
unstructured textual data will be retrieved that can be used as input for the remaining steps.

The BOW assumption in text mining holds, because the main �eld of interest lies in what words
say, while natural language processing (NLP) is concerned with bothsyntax and semanticsor what
words commonly mean. Naturally, humans do not use words without grammar or structure, such
as a bag full of words. Therefore, NLP employs techniques for understandingand producing
human interpretable text (Hirschberg & Manning, 2015). In order to process natural language,
the text processing of Figure2.2 needs to be extended with an extra linguistic pre-processing step,
depicted in Figure 2.3.

Once tokenization is applied on the corpus, a morphological and lexical analysis is conducted.
This step refers to performing textual analysis on the level of the word. In NLP, tokens are more
complex and can be organized into grammatical classes orparts-of-speech(POS). POS tagging
aims to label a word with its speci�c syntactic de�nition, i.e. noun , pronoun, or adverb (Collobert
et al., 2011). Basically, the POS tagger is a classi�er, trained on unstructured data, concerned
with classifying the right POS tag, with a tagging accuracy around 96% for mostIndo-European
languages (Indurkhya & Damerau, 2010). After POS are determined, word sense disambiguation
tries to resolve the ambiguity of certain words and phrases (e.g. `book'is both a noun and a
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verb). Another important challenge in NLP is named entity recognition (NER ). NER tries to
identify if a noun is anything that can be referred to with a proper name, such as a person or
organization. Subsequently, a syntactic analysis may be applied. Here, the focus lies on the
syntax, which essentially is a pattern of strings. Syntactic analysis usesparsing, in which a phrase
or sentence is taken and the structural description according to grammar is determined (Indurkhya
& Damerau, 2010). This means that every word in a phrase or sentence is connected to a single
structure, visualized by a tree or graph. A last and fourth component that may be applied is
domain analysis or semantic analysis (Feldman & Sanger, 2007). It combines all the previous
steps to derive meaning for a speci�c phrase or sentence by describing the relationships between
entities. Even more complex is a possible pragmatic analysis, which studies the relation between
language and context { how we do things{ such as monologues and natural language generation
(Indurkhya & Damerau, 2010). Although an interesting �eld of study, the l atter lies outside the
scope of this thesis. It is important to note that not all particular step s of linguistic pre-processing
are needed to successfully use certain NLP techniques or applications.

Figure 2.3: Linguistic pre-processing.

The concept of information extraction (IE) has been proven to be a veryvague term, without
general consensus throughout the literature. That is, some authors consider linguistic pre-processing
steps as part of IE, while others use it as a synonym for text mining. This thesis refers to IE as the
extraction of more structured information from unstructured sources (Sarawagi, 2008). Referring
back to the IR explanation stressed by Hearst (1999), IE resembles �nding actual internal patterns
that may result in potential valuable information by combining the the ory of text mining, IR and
NLP. As such, these four research areas comprise and summarize the theoretical framework of
text analytics, a concept which pushes the central solution direction of this research. In a very
broad sense, it involves the discovery of new, previously unknownhuman interpretable information
from di�erent unstructured documents (A. Moreno & Redondo, 2016). Text mining �nds itself
in the centre, used in both IR and NLP to ultimately extract information , which may generate
valuable information, used in, for example, investigative intelligence operations and applied crime
analysis. Accordingly, the theory behind text analytics will be used to discover hidden patterns
that enriches information, primarily focusing on the acquisition of information (i.e. scanning) as
was depicted in Figure 2.1. In turn, this could bene�t the process of proof by amplifying the
investigation, creating valuable new information that may serve as input for the subsequent stages
of crime analytical operations.
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Problem Domain From a Business
Perspective

The aim of this chapter is providing an answer to the �rst sub-question, plainly presenting the
problem domain from a business perspective that forms the input for understanding the context of
this research. First, the company background of Capgemini t-Police and the Core Police Solution
will be presented in Section3.1. In addition, Section 3.2 will briey present the theories of case
and business management, both applied within the crime analytical domain. Afterwards, these
principles are merged as a modelling approach to generate insight and understanding in Section
3.3. The approach will be used to present a conceptual generalized CPS process model, which is
used to pinpoint where certain obstacles in the processing of proofcould arise. Lastly, Section3.5
will discuss the general conclusions of this chapter.

3.1 Company Background: Capgemini t-Police

The thesis is carried out within Capgemini Nederland B.V., part of the Capgemini Group, one
of the leading suppliers in consulting, technology and outsourcing services. Capgemini developed
Transform Police { or simply t-Police { to enable a more informed and connected police services
solution. Essentially following the ILP philosophy in the form of inte llectual property that helps
with the end-to-end integration of law enforcement. The ideology of t-Police tries to achieve col-
laboration across multiple stakeholders, integrating management, operational tasks, access and
information sharing. The latter is achieved by using multiple interfaces to deliver an economic-
ally sustainable policing service. In essence, t-Police tries toovercome signi�cant barriers such
as: (i) limited resources, (ii) high cost and low value of legacy IT systems, (iii) fragmented in-
vestigation, evidence and intelligence information, and (iv) the inability to analyse and act upon
crime and emergency information. The foundation of t-Police consists of bringing together the
front and back o�ces, i.e. �eld and support. The latter being concerned with connecting Enter-
prise Resource Planning (ERP) and duty management functionalities in the form of recruitment,
ICT management, logistics and �nance. While, t-Police �eld concerns the front o�ce component,
unifying investigative management processes, such as crime recording, case handling and weapon
registration, among others. Integrating both �eld and support with any oth er application land-
scape or architecture will ensure a more e�cient, e�ective and cost-saving process. Moreover,
this will establish reduction in administrative tasks, better and (near) real-time information, less
error-prone procedures and failures and timely e�cient deployment of the appropriate personnel.
This thesis is strongly related to the scope of t-Police �eld, whilesupport is not directly taken into
account. Despite this narrowed scope, AppendixC provides an overview of the t-Police integrated
operations solution and the business architecture.
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3.1.1 Partnerships

As a result of a joint partnership with Oracle technologies, the t-Police solution is realized through
the crime-centric integration of Oracle products such as Oracle E-Business Suite, Oracle Business
Intelligence (BI) and Oracle Case Management (Capgemini, 2014). The formerconsisting of
a collection of computer applications including enterprise resource planning (ERP), customer
relationship management (CRM) and supply-chain management (SCM). Thelatter, consisting of
Oracle Siebel and Oracle Policy Automation (OPA). Siebel essentially extends CRM capabilities
with case management functionality, which is the fundamental focus ofthe t-Police �eld application
that will be discussed in next section (Oracle, 2012b). Furthermore,OPA is responsible to craft
e�ective policy management through a policy automation platform (Oracle, 2012a). In addition,
the t-Police intelligence component is established by incorporating Palantir technologies, which is,
for example, responsible for the analysis of cases such as facilitating link analysis.

3.1.2 Core Police Solution (CPS)

The t-Police �eld solution is not a standalone system, nor a software package, but rather a way
of working, intellectual property, which enables information registration, connection and analysis.
Hence, the crux of the t-Police ideology is named the Core Police Solution(CPS). CPS essentially
refers to three basic entities, which are also mentioned in Smiers, Deb, Koster and Palvankar
(2015) and will be briey outlined below:

1. Incident. An incident stands for an event that is a violation of the law. A validation process
determines if an event is indeed deemed a crime, after which certain important legal facts
about this event are gathered. Examples of incidents are tra�c o�ences, suspicious noise
complaints or a street brawl.

2. Lead. Leads are modes of information that need processing to generate new facts and
evidence. Basically, a lead gives an indication of a possible o�ence or criminal activity. A
possible lead might for instance be an abandoned vehicle or a �ngerprint ata crime scene.

3. Case. The notion of a case in this perspective is merely a complete picture of a crime
containing incidents, leads and possibly other cases. It deals with the investigation related to
a committed crime or o�ence, which will be transferred to the Justice department thereafter,
once completed.

Figure 3.1: CPS Structure. Figure 3.2: Relation incident, lead, case.

Abovementioned entities can be extended with the identi�cation of four main objects of inform-
ation, which essentially capture and summarize the overall data-model used throughout t-Police
case management. In short, the abbreviation POLE is used throughout this research:
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1. Person. Captures information about the human entity involved. Hence, it is not a type
of person, but the role in a speci�c context or event. From a CRM point of view this
may not seem a complex process, but the relation with the other three objects involved is
continuously changing within divergent contexts. Beside natural persons, this information
also encapsulates legal persons (e.g. organizations or corporations).

2. Object. Describes the non-human object related to the speci�c entity. This can be any kind
of element varying from vehicle to animal. Once property is con�scated due to a criminal
activity, it becomes an asset.

3. Location. This recording addresses information with regard to an explicit location. Occa-
sionally, it is not su�cient to only store data, such as an address, but also approximate facts
about the area.

4. Event. Covers details about certain circumstances, like the time, date and course of action.
It essentially comprises information about a certain incident or lead,which can afterwards
be linked to a case.

The lower section of Figure3.1 visualizes a possible relation structure between the POLE inform-
ation. These relationships are based on a speci�c event and will change accordingly. Analysing
POLE information hidden in textual data can give insight in high-level r elations that may initiate
enriched forms of information, which can be used in the investigativeprocess. The latter being
the central focus of this research and will be covered more in-depth in the following chapters. As
mentioned earlier, t-Police follows a case-speci�c process rational, introducing divergent relations
and complexity due to unstructured activity patterns. Notice that t he concept of acase in this
sense encapsulates all the basic entities involved in the CPS, including incident, lead and case.

3.2 Crime Analysis Case and Business Management

Since the CPS is more a way of working rather than an isolated software system, its activities
cover a wide range of crime analytical tasks. The work mechanisms associated to these tasks can
be studied from both a case and business management viewpoint. Correspondingly, both related
theories will be employed in a combined modelling approach.

3.2.1 Adaptive Case Management (ACM)

Traditionally, IT investments concerning business productivity within enterprise information sys-
tems have focused on two areas: (i) automation technology (e.g. ERP systems) and (ii) Business
Process Management (BPM). Both engage in predictable and repeatable workmechanisms, de-
signed to enforce management through standardization by ultimately attaining e�ciency gains
(Palmer, 2011). However, many authors indicate that these systems are toorestrictive and less
exible (Hinkelmann & Pierfranceschi, 2014; Van der Aalst, Weske & Gr•unbauer, 2005; Van der
Aalst & Jablonski, 2000; Rinderle, Reichert & Dadam, 2004). As a result, real-life processes are
often much more volatile, creating agap that is �lled by Adaptive Case Management (ACM).

According to both Davenport (2013) and Kirsch-Pinheiro and Rychkova (2013)ACM depends
on evolving circumstances, human judgement and decisions regarding aparticular situation, which
denote the previously mentioned concept of acase. In short, a case involves proceeding exible
human actions taken to achieve a desired outcome for a particular problem(Smiers et al., 2015).
Focusing on this notion, emphasizes that a signi�cant portion of investigative activities is not
routine and deterministic. Rather, it is knowledge-driven that needs to handle uncertain events
and unstructured activity patterns. Scripting work processes in advance could o�er minimal bene�t
for increasing knowledge worker productivity (Palmer, 2011). In addition, Van der Aalst et al.
(2005) states that, within the case handling paradigm, exceptions are the rule and precedence
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relations among activities should be minimized. Hence, it is fundamental deviation from the well-
known industrial working processes. To summarize the purpose of case management, Smiers et
al. (2015) have drafted a set of three de�ning characteristics, which are briey discussed below:

1. Goal-driven. Work is motivated by achieving an end goal, the actual actions and sequence
in which these activities are carried out are of lesser importance in ACM.

2. Knowledge work freedom. Goal achievement primarily builds on the foundation that workers
being able to use knowledge and experience to make decisions.

3. On demand collaboration. Usually, collaborations depend on the speci�c context, in which
knowledge and experience is brought together to achieve problem-solving capabilities.

Thus, the primary idea of ACM is focused on certain events and theirsubsequent outcomes.
As such, the process ow is inherently non-deterministic, theend-point is known, but the channel
for reaching the particular outcome is determined by each stage, each milestone of that stage.
These milestones may be attained by stages that consist of certain tasksthat dictate shifting
states of the case. Changing states are captured in a state model, which visualizes thestatus
and/or sub-status of a particular case throughout the process. For example, these models de�ne
possible routes a policecase type (i.e. lead, incident or case) can encounter and will guide certain
tasks that might initiate a solution. An example of such a state model for crime investigation
is depicted in Figure 3.3. Additionally, events or facts may trigger decisions that continuously
emerge during the course of case handling, determining a sequence offollow-up tasks achieving
the aforementioned milestones (OMG, 2016). Although, individual tasks might be prede�ned
processes, cases are normally not orchestrated by predetermined sequences of activities. However,
decision factors that guide tasks do require data about thecase, which is described in a case�le.
The case�le encompasses both structured and unstructured data, thus being the main focus of
textual information enrichment.

Figure 3.3: Police investigation state model, adopted from Smiers et al. (2015).

Despite the fact that ACM characterizes certain amounts of freedom in solving cases, it is still
a strategy to solve business problems, which are also prevalent in the crime solving domain. The
latter indicates that investigative freedom is still subjected to some boundaries that are de�ned by
organizational practice rules in the form of explicit knowledge (Smiers et al., 2015). Moreover, as
experience grows in solving comparable cases over time, a set of commonpractices can be de�ned
to reach certain milestones in a more repeatable and rigorous fashion (OMG, 2016). This is a
pattern of knowledge that complements the foundation of the speci�ed boundaries, which is an
important and interesting fact in this research. Opposite this knowledge-driven or data-centred
approach of the problem-solving spectrum is a stricter activity-centred approach in the form of
Business Process Management (BPM).
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3.2.2 Business Process Management (BPM)

Nowadays, many people deem Business Process Management (BPM) to be acontinuation of the
workow management system (WFM) movement of the nineties (Van der Aalst, Ter Hofstede &
Weske, 2003). However, BPM has a more comprehensive scope than WFM, not only focusing
on the automation of processes. Instead, BPM also incorporates process analysis, operations
management and the organization of work (Van der Aalst, 2013). This notion �nds its origins in
the principles of scienti�c management, proposed by Frederick Taylor (1856{1915). By studying
varying work activities, Taylor was able to design very speci�c work instructions due to task
decomposition. After the emergence of managers, organizations became structured following work
division principles and process thinking.

As seen in previous section, BPM stems from the idea that work can be prescribed and se-
quenced; chains of events, decisions and activities are governed andpredesigned as business pro-
cesses (Dumas, La Rosa, Mendling, Reijers et al., 2013). The management of business processes
has been commonly used as a discipline to handle deterministic routine work. This is also reected
in the principle of workow , which is de�ned by the workow management collation (WfMC) as
the automation of a business process, in whole or part, during which documents, information or
tasks are passed from one participant to another for action, according to a set of procedural rules
(Lawrence, 1997). The basis of BPM is the representation of these processes with the according
activities and constraints between them. Execution of the processis guided by personal knowledge
and assisted by business regulations and ordering (Weske, 2010). However, the concept of business
processes, and BPM in general, does not only apply to highly structured and transactional modes
of labour. There is still room for creativity, even in deterministi c tasks. A business process essen-
tially means positioning work activities in the larger context of the other activities to ultimately
combine in the generation of positive outcomes (Hammer, 2010).

Business processes enclose a number of events and activities. The former corresponds to
occurrences happening atomically, which means they have no duration and may trigger a series of
subsequent activities (Dumas et al., 2013). Activities are a generic concept for work performed in
a process, consisting of rather simple single units of labour, calledtasks. Furthermore, a typical
process involves decision points, gateways that control divergencesand convergences in processes
when decisions need to be made that inuences the activity order andprocess behaviour (OMG,
2011). As such, the aforementioned ingredients are executed by various actors, which will lead to
one or several outcomes. Reaching these outcomes will happen due to a speci�ed sequence ow,
passing by several activities, in which associated data objects and messages are used accordingly.

The foundation for stakeholder communication in BPM is stipulated in a process model
(Van der Aalst, 2013; Dumas et al., 2013). A process model acts as a blueprint tocapture
di�erent ways to handle a process instance (Weske, 2010), followingthe execution of the previous
mentioned ingredients. The ordering of these ingredients is modelled by describing a vast amount
of causal dependencies. In essence, a process model ensures thatactivities are properly executed,
which is a common goal for a process worker. Moreover, BPM makes it able tomodel activities
and prescribe how di�erent actors will perform these activities even before the process itself be-
gins. According to Smiers et al. (2015), process workers are frequentlyengaged in one or multiple
activities, but are generally not responsible for the outcome of the overall process. Therefore, it
is the process model itself that progresses the solution.

3.2.3 BPMN and CMMN Notation

According to the Object Management Group (OMG) Business Process Modelling and Notation
(BPMN) is developed as a BPM standard that provides readable notation to bridge the gap
between the process design and process implementation (OMG, 2011). Complementary to BPMN,
the OMG has de�ned a meta-model and notation for graphically expressinga case that is simply
named the Case Management Modelling and Notation (CMMN). CMMN provides independent
support as a BPMN-equivalent for case management that targets activities depending on evolving
circumstances, therefore tending towards knowledge tasks (OMG, 2016).
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3.3 Modelling Approach

Case management is often considered di�erent from conventional activity-centred BPM, but in
reality it is complicated to strictly separate one from the other. As reported by Palmer (2011), all
organizations have patterns of work that could be classi�ed into categoriescoherent with both ACM
and traditional BPM. Furthermore, it is not an `either/or` proposition of p lacing BPM opposite
ACM, but rather an issue of when to apply which approach. Moreover, Smiers et al. (2015) present
the fact that both strategies have certain clear di�erences, but theway solutions are designed also
give rise to a handful of similarities. This consideration forces to approach ACM as something
that could leverage knowledge activities in traditional process models of BPM. Therefore, one
could clearly summarize previous �ndings of both strategies in restating that business activities
fall under two noticeable categories:

1. Routine tasks. Process models specify structured and prede�ned modes of activities, work
and labour

2. Knowledge tasks. Requires the handling of unpredictable and unstructured tasks,generating
dynamic processes with varying states.

Generalized BPM captures both of these categories incorporating both theories of ACM and BPM
(Smiers et al., 2015). The concept ofprocessimposes less structure than in traditional BPM. The
latter is essentially what �ts the business context of t-Police. Several crime investigative processes
ask for knowledgeable work, dynamic processes that really demand a certain human factor, while
other activities inquire more structured tasks that are mainly considered routine.

There still is an ongoing debate regarding whether it is necessary to combine both strategies
in, among others, Swenson (2012), Motahari-Nezhad and Swenson (2013) and Osuszek (2015).
Regardless of the debate, this chapter will follow the principles ofgeneralized BPM to present and
communicate the process incorporating the CPS. Furthermore, adopting generalized BPM also
introduces minor changes in the BPM lifecycle presented by Dumaset al. (2013). The lifecycle
demonstrates several phases in how to engage in BPM to ensure that original process thinking
initiatives will lead to positive outcomes and ultimately maximize organizational value and service.
To some extent, the BPM lifecycle will be followed in revised fashion that incorporates concepts of
ACM. Since this chapter is mainly about understanding the problem domain from a business per-
spective, only the �rst twho phases will be covered. The outcome ofthese phases uses a combined
visualization of the BPMN and CMMN notation, creating a more intuitive w ay of communicating
possibilities for improvement. More speci�cally meaning, if text analytical information enrichment
can add value and positively impact the process, a redesign can be initiated by performing the
other phases. An overview of the original BPM lifecycle is presentedin Appendix D, while the
the �rst two phases are briey described below.

Identi�cation of the CPS. The initial phase covers the identi�cation of processes, cases and
subsequent states. By conducting unstructured interviews andconsulting current business docu-
mentation of t-Police, important aspects of the CPS are studied and documented. According to
both Cohen, Manion and Morrison (2007) and Saunders, Lewis and Thornhill (2009), unstructured
interviewing techniques provide great exibility and freedom t hat relies on the natural ow of an
informal conversation. There is no predetermined list of questions, but a clear idea about the
aspect at hand, used to explore a particular area more in-depth. Furthermore, it provides possib-
ilities to acquire a pool of documentation. Based on these materials early insights are gained that
will be evaluated following three prioritization criteria presented by both Hammer and Champy
(1993) and Dumas et al. (2013). These criteria are: (i) importance, (ii) dysfunction and (iii) feas-
ibility. Subsequently, this orientation will generate the landscape that is visualized using abstract
process models, in which activities that follow a case management-perspective will be indicated.

Discovery of the CPS. Discovery can be de�ned as the act of gathering more documentation,
information and data about existing processes and cases to organize and present them in terms
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of a generalized AS-IS process model. Information in this phase is primarily gathered through
semi-structured interviews with team members that engage in business analytical activities. Al-
though, unstructured and semi-structured interviews are both `non-standardized', there still is
some structure in the semi-structured technique through a listof themes and questions that will
be covered, a so-called interview guide (Robson & McCartan, 2016). The latter contains intro-
ductory comments, a list of headings and possible key questions, a setof associated probes and
some closing comments. An example of the interview guide used in thischapter is presented in
Appendix G. An important aspect of this phase is to informally present and discussan iterative
version of the process model with the participant in terms of correctness and completeness. In
addition, the gained insights are used to design the generalized AS-IS process model. Since, the
execution of the CPS is quite a rigid process from a BPM-driven perspective, in addition to com-
municating case management and its deviations, it is chosen to bundle exible case management
tasks as sub-processes in the BPM process model. As such, combingboth routine and knowledge
tasks.

Table 3.1: Participants interviews t-Police team.

# Job title Years of experience t-Police Years of experience overall

I Solution architect 7 14
II Business analyst 1 5

3.4 Conceptual CPS Model

The CPS identi�cation phase yielded a lot of documentation about the current t-Police situation.
Based on several unstructured interviews with team members, it was found that { although �tting
the generalized BPM train of thought { no distinct and independent process models are currently in
use. Some state models and case state models are currently present,but lack proper documentation
and explanation. To gain more insight, the provided con�dential business documentation was
studied intensively, which resulted in more knowledge concerning the business context. Based
on these insights, an abstract process model was drafted indicating several sub-processes that
were very complex or incomprehensive. Therefore, in the discovery phase, additional qualitative
evidence was gathered. Participants were selected based on their role within the development of
t-Police and their involvement in business analytical activities. All the interviews were recorded
with permission and transcribed promptly afterwards. Upon request the interview was send to
the respective participant for veri�cation purposes. Subsequently, each transcript was carefully
studied and analysed, whereupon new insights were extracted. Details about the participants are
included in Table 3.1, while a detailed overview of both the transcribed interviews canbe found
in Appendix H.

3.4.1 CPS Incidents

A potential violation of the law can be captured in an o�ence report provided by a civilian or law
enforcement employee. The former is, for example, handled by an emergency room that is also
responsible for other incidents concerning other emergency services. The o�ence will be rejected,
cancelled or validated as proper incident, changing the state towards respectively closed or sub-
mitted. A submitted incident contains POLE data associated to the o� ence that was recorded
after the incident was opened and properly validated. The submittedincident will encounter a
detailed investigation procedure, which is visualized through anad-hoc BPMN sub-process named
investigate incident. Underneath this sub-process lies a complex unstructured sequence of know-
ledge tasks and several milestones that are too dynamic to visualize with BPMN. Therefore, these
tasks embody case handling and are visualized in a CMMN model presented as part of Appendix
F. Within this ad-hoc sub-process, the incident is registered as acase entering a stage, which
is a continuous loop of incident work that covers assessment, assignment, amending, aiding and
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storing the case. It is important to note the signi�cance of proper assessment. The aforemen-
tioned loop can go on for a long time if human errors are made due to insu�cient use of the
POLE information, thus hampering the process of proof. Moreover, in this scenario, work is not
e�ciently allocated, introducing a lot of rework. Finishing inci dent investigation could initiate a
follow-up lead investigation, which will introduce another model that is part of handling and pro-
cessing leads. Subsequently, the next stage { within thead-hoc sub-process { will be responsible
for closing the case containing tasks covering follow-up activities, communication and evaluation.
Finally, the case will be terminated or closed; closing or completing the corresponding incident.
Completing the incident commences three possibilities: (i) direct coercive measures are taken, (ii)
the incident is processed as case or (iii) a follow-up lead investigation is deemed necessary.

Figure 3.4: Main conceptual generalized process model of the t-Police CPS.

3.4.2 CPS Leads

Leads are initiated by acquired intelligence, through an ongoing lead investigation or a processed
event, validated as incident. The validate lead sub-process essentially follows the same ow of
activities as validating an incident, whereas this research primarily focuses on capturing and
enriching the associated POLE data within the loop. The latter is especially important, because
leads build and support a case or could be linked to already existing cases. After proper validation,
the submitted lead will endure tasks for approval, which will generate an accepted lead or close
the lead due to cancellation or rejection. Notice that falsely rejectedor closed leads could have
possessed potential value (e.g. evidence) for building and linkingcases. As such, these mistakes
pay a high price and are a direct cause ofcracks in the process of proof. All accepted leads,
incidents resulting in leads or continued cases will proceed towards the ad-hoc sub-process named
investigate lead. Once more, acase is created, this time needing investigative knowledge and
skills to generate new details to disclose facts and evidence.Casesgo through a continuous cycle
that starts with an assessment to determine if the end result is achieved. In addition, roles are
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assigned and work is prioritized and communicated. Furthermore, the core activity of conducting
research is performed, including ancillary activities such as gathering appropriate information
based on POLE, starting follow-up activities and report out. All of which can be performed in
a repetitive fashion and could require the use of extracted information contained in unstructured
data. Correspondingly the case will be terminated or successfully closed. The latter occurring
through the execution of tasks such as review analysis and closing con�rmation. Ultimately, the
work in this sub-process will be handed over to process as police case or gathering additional leads
associated to current lead. Notice that the possibility arises to invest a great deal of manpower in
investigation, thus reiterating certain activities and risking in e�cient repetition, therefore leaving
limited time and resources for possible other o�ences.

3.4.3 CPS Cases

Processing a case occurs by means of either an incident or a lead, which is also illustrated in both
Figures 3.1 and 3.2. Initiating the case reporting sub-process is very straightforward: it is either
added to the database as a new police case or added to an existingmaster case. As such, the case
is opened and coercive measures can be taken, which is the same sub-process initiated by either a
recorded incident or by a direct court order. Regarding incidents,coercive measures can be taken
directly if the appropriate circumstances are met. However, open police cases could directly act
through a coercive measure or send a request to the justice department. Nonetheless, it is also
possible that a court issues a direct order, preparatory to executing the coercive measure. This
speci�c sequence ow also gives rise to a certain threat scenario albeit previous tasks could all
be for nothing if investigation resulted in low quality outcomes or insu�cient data. Thus, the
submitted court decision could prohibit further case handling. As such, generating newcracks in
the process of proof. Conversely, more detailed investigation due toenriched information could
also prevent erroneous submitted requests for certain measures. Additionally, a case is completed,
closed or continued. The latter involves investigating supplementary leads to acquire facts and
evidence that support the particular case.

Figure 3.5: Conceptual idea of the enrichment process.

3.5 Conclusion

This chapter has presented a brief, but clear understanding, of several important concepts regard-
ing the business context of t-Police. By presenting the generalized BPM model, it is made clear
that the central problem of obstacles blocking the process of proof could also be start in present
situation. Thus, posing severe risk from a business perspective. Several tasks in the generalized
BPM model are presented as knowledgeable and routine, constantly a�ecting each other. As such,
a clear separation is often very di�cult, making both of them more part of a grey area within
the spectrum of work shown in Figure 3.5. This grey area is still susceptible to a vast amount
of human biases that can block the e�cient use of POLE information. For example, overlooking
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valuable information prohibits establishing important links, patter ns or responses, resulting in
falsely cancelling a lead that could have included valuable data associated to another case.

By introducing new enriched forms of extracted POLE information, expert knowledge and
reasoning can be optimally employed, improving the investigative processes by mitigating potential
obstaclescracking the process of proof. High quality investigations will substantiate the right
actions, resulting in accurate operations and responses and a possible reduction of falsely cancelled
or rejected incidents and/or leads. In other words, by using enriched forms of extracted POLE
information, current and future analytical applications and research will be complemented in such
a way that it could improve activities farther in the process. From a business perspective, enriching
information can improve the ow of information and activities, resulti ng in a higher quality way of
working by incorporating the CPS. Hence, facilitating a stronger market position for Capgemini.

The next step will be understanding the problem domain behind the ad-hoc investigative
sub-processes. Therefore, studying the problem domain from a police expert perspective, under-
standing how experts experience information and which POLE concepts are deemed important.
As such, providing a conceptualization that helps facilitating both the extraction of information
and steers the direction of the text analytical approach.
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Chapter 4

Problem Domain From an Expert
Perspective

The previous chapter was concluded with the general foundation of the improvement direction of
this research; improving the process by providing textual enriched information usable in invest-
igation and analysis. This chapter delves more into structuring the text analytical solution by
studying the domain of operations from an expert perspective, covering the second sub-question.
First, Section 4.1 introduces the International Classi�cation of Crime for Statistical P urposes
(ICCS) which is used to distinguish o�ences. In addition, Section 4.2 discusses the added value
of an ontology-driven approach to capture certain knowledgeable aspects that need to be extrac-
ted from text. Section 4.3 narrows down the scope of this research, focusing on problems and
knowledge associated to homicide. The latter is captured by virtueof collaborating with the Cold
Case team in Amsterdam of the Dutch Police force, conducting several semi-structured interviews.
Subsequently, a brief investigative literature review is conducted to understand some elemental
knowledge concepts before this chapter is concluded in Section4.5.

4.1 International Classi�cation of Crime for Statistical Pur-
poses (ICCS)

Criminal o�ences can have very divergent de�nitions and connotations due to national legislations
and juridical concepts. In light of these divergences and lack of consistency has led to the devel-
opment of the International Classi�cation of Crime for Statistical Purpos es (ICCS) by the United
Nations O�ce on Drugs and Crime (Bisogno, Dawson-Faber & Jandl, 2015). The ICCSis an in-
ternationally agreed framework that provides a methodological and statistical standard, in which
crimes are meaningful and systematically grouped and distinguished. Moreover, it incorporates
the use of speci�c terms that are widely recognized with regard to criminal legislation. Considering
this fact will make translating outcomes of this research towards the national level slightly more
intuitive The development of the crime classi�cation is mainly dir ected by a policy perspective:
the ICCS classes (or categories) should provide information that is used for establishing policies
regarding prevention, solution and/or criminal justice (Bisogno, Jandl et al., 2015). Importantly,
the following criteria have been used to constitute the classes:

ˆ Policy area of the act or event (e.g. protection of health or property).

ˆ Target of the act or event (e.g. object, person or environment).

ˆ Seriousness of the act or event (e.g. events leading to death or causingharm).

ˆ Means by which the act or event is perpetrated (e.g. violence, threats or sexual).

27



Chapter 4. Problem Domain From an Expert Perspective

The aforementioned criteria resulted in several homogeneous classes, aggregated at four hierarch-
ical levels. These classes are numerically encoded in accordance with their speci�c level. In
particular, level 1 classes serve as the most far-reaching group, covering all possible acts or events
through a two-digit code. Consistently, level four classes encompassthe most detailed events
through a six-digit code. For example, class 07 encapsulates all acts or events involving fraud,
deception or corruption, while class 070112 is associated with `�nancial fraud against natural or
legal persons'. Recall that these events are part of POLE, thus resembling a speci�c incident, lead
or case.

Table 4.1: Level 1 crime classi�cation, adapted from Bisogno, Jandl et al. (2015).

Class Description Including among others

01 Acts leading to death or intending to cause death Homicide, assisting suicide
02 Acts leading to harm or intending to cause harm to the perso n Assault, threats, coercion
03 Injurious acts of a sexual nature Sexual and exploitation
04 Acts against property involving violence or threat again st a person Robbery in all forms
05 Acts against property only Burglary, intellectual property
06 Acts involving controlled psychoactive substances or ot her drugs Controlled drugs, alcohol, tobacco
07 Acts involving fraud, deception or corruption Fraud, forgery, corruption
08 Acts against public order, authority and provisions of th e State Behavioural and sexual standards
09 Acts against public safety and state security Weapons, computer systems
10 Acts against the natural environment Other Pollution, ac ts against animals
11 Other criminal acts not elsewhere classi�ed Piracy, war crimes, acts of minors

Table 4.1 presents the level 1, orroot, classi�cation that is used throughout this thesis. Due to
time and complexity constraints, only these eleven classes are considered at this point. Whereas
the �rst { and later also the second { class will be examined in more detail in the upcoming sections
and chapters. Nonetheless, the ICCS can be easily translated, extended or replaced with more
detailed or other classi�cation scheme. Distinguishing certain classes is an initial step in providing
structure to information. Categorization will give primary meaning to ot herwise seemingly hollow
data, meaning that can be used by other investigative analysis tasks. Generally every class, will
have its own characteristics and concepts that need to be investigated. However, which POLE
{ or other { information is especially important, is determined by its associated class. To put
it even simpler, a di�erent crime will be investigated through a di�erent set of tasks; a speci�c
identi�cation may require alternative procedures. Naturally, a fr audulent event will demand a
di�erent approach compared to homicide or assault. Hence, extracting di�erent POLE information
that can be used further down the investigative process. However,what kind of POLE concepts
need to be extracted is currently unknown, but will be guided by an ontology-driven approach,
which is discussed more thoroughly in the next section.

4.2 Domain Ontology

According to Studer, Benjamins and Fensel (1998), the early 1980s saw an increase in the devel-
opment of knowledge-based systems (KBSs), with the main goal of transferring human knowledge
into a knowledge base. A KBS can be de�ned as a system, which assistsand provides support for
decision-making and problem-solving capabilities, related to a particular context, by using stored
knowledge (Antony & Santhanam, 2007). In the 1990s this idea gradually shifted to building a
model with the aim of realizing capabilities that resemble a domain expert. Moreover, this period
also marked the introduction of ontologies as popular research topic. The main catalyst behind
ontologies is that it allows for sharing and reuse of knowledge in computational format (Studer et
al., 1998). Or as Davenport and Prusak (1998, p. 98) simply stress: \people can't share knowledge
if they don't speak a common language". As such, this statement can be transposed from domains
to systems, forming the foundation for extracting speci�c informati on found in crime-related doc-
umentation. To understand what information is generally important with in the domain, one needs
to consult expert knowledge and link this knowledge with a class.
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Originally, the concept of ontology stems from philosophy, where it is employed to characterize
the existence of beings. In modern day IT, the following well-known de�nition still holds:

\ An ontology is an explicit formal speci�cation of a shared co nceptualization. The term is
borrowed from philosophy, where an ontology is a systematicaccount of existence. For AI
systems, what `exists' is that which can be represented." (Gruber, 1993, p. 1)

Top-level ontologies commonly specify the semantics for very general terms that play an integral
role used in nearly every discipline. In contrast, domain ontologies capture the knowledge valid
to describe phenomena in a speci�c domain. The most important part of the abovementioned
de�nition is the �st sentence. Decomposing this sentence generally reveals what an ontology
actually is. First, conceptualization means providing a model of terms and relationships for, in
this case, a particular domain (i.e. crime class). Secondly, this model has to beexplicit, meaning
that all the semantics of the concepts must be de�ned. Thirdly, formal implies that an ontology
must be understood and interpreted correctly by a system (i.e.machine understandable). Lastly,
the model must be ashared conceptualization among systems.

Figure 4.1: Ontology spectrum, adapted from Lassila and McGuinness (2001).

Although the de�nition of Gruber (1993) assumes a formal conceptualization, this thesis moves
more to the left side of the ontology spectrum, towards a more lightweight informal conceptualiz-
ation, as is depicted in Figure4.1. The degree of formality varies considerably and can therefore
take many forms (Uschold & Gruninger, 1996). As such, instead of a rigorously formal speci�c-
ation, a semi-informal approach is taken. The latter indicates that a controlled vocabulary is
included to represent the domain knowledge, rather than descriptive logic. In the simplest form, a
controlled vocabulary (CV) is an organized arrangement of terms used for indexing, categorizing
and retrieval (Hedden, 2008). Thus, if a term is part of the CV, it can be retrieved in a recursive
way. For example, `fracture' and `bruise' are { among others { injuries and part of the vocabulary
concerning human injuries. Therefore, the main purpose of CVs is to organize information and to
provide certain terminology. Generally CVs di�er from taxonomies, since the former also includes
properties regarding concept hierarchy (Reimer, 2001). Using a CV promotes consistency, making
it the precursor of more advanced methods of information enrichment. In respect to this thesis,
the CV mainly serves to demonstrate what a text analytical model might achieve. Hence, also
clari�es the used term `ontology-driven'. Furthermore, this in agreement with the fundamental
rules for ontology design formulated by Noy and McGuinness (2001):

1. There not one particular method or way to model a domain. The most suitable solution
depends on the future application and the extensions one anticipates.

2. Naturally, ontology development is an iterative process.

3. The concepts in the ontology should be close to objects within the domain of interest.

4.3 Homicide: Knowledge from Expert Interviews

According to both Grant (1996) and Tsoukas and Vladimirou (2001) knowledge and experience
initially belongs to the individuals employed by a particular organization, not the organization
itself. Detaching valuable concepts from these domain experts is the main focus of knowledge
elicitation. The latter consists of a set of approaches that attempts to elicit knowledge of a domain
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expert, commonly by means of direct interaction with the expert. Elicitation is an important
sub-process of knowledge acquisition, which is more concerned with capturing and transforming
knowledge from any source. In turn, knowledge acquisition is part of knowledge engineering, the
discipline that de�nes rules for the briey mentioned KBSs (Shadbolt & Smart, 2015). In many
cases, the goal of knowledge elicitation is simply to generate a representation of knowledge.

According to Gavrilova and Andreeva (2012) knowledge elicitation techniques can be sub-
divided into three categories: (i) analyst-leading, (ii) expert-leading and (iii) expert-analyst col-
laborating. The expert is an individual possessing the valuable knowledge (i.e. knowledge worker).
Whereas, the analyst is the person responsible for eliciting the knowledge from the expert. The ex-
pert interview belongs to the �rst category and is commonly known to bethe most popular basis for
knowledge elicitation due to its simplicity (Shadbolt & Smart, 2015). Furthermore, Milton (2003)
asserted that di�erent interview techniques can be used to e�ectively elicit procedural expert
knowledge. Additionally, Millett and Tune (2015) advocate that the disti lled concepts are feasible
for shaping a particular domain. Since expert-leading (e.g. observation or protocol analysis) or
collaboration (e.g. role-playing) techniques are very expensive, time consuming and subjected to
privacy, security and judicial constraints, they are not consideredat this point. However, these
techniques may be very valuable in a more formal ontological design for future purposes.

4.3.1 Interview Approach

A �rst and foremost challenge in eliciting knowledge is the identi� cation of individuals with the rel-
evant expertise (Shadbolt & Smart, 2015). In practice, this was a very tough and time-consuming
process due to the mentioned privacy, security and judicial restrictions. As a result of conducting
several unstructured informal conversations and brainstorm sessionswithin the Capgemini poli-
cing and law enforcement network, the possibility was given to sample participants from the Cold
Case team of the Dutch Police force in Amsterdam. As such, decomposing the complex problem
domain towards a more manageable sub-domain, which by itself captures the essence of the other
sub-domains (Millett & Tune, 2015). This creates the opportunity to conceptualize knowledge
belonging to the �rst ICCS class, including acts leading to death or intending to cause death.

Table 4.2: Participants interviews Cold Case team.

# Job Title Years of experience Cold Case Team Years of experience overall

I Tactical investigator 5 10
II Tactical investigator 4 40
III Forensic support 2 2

The participants were selected based on their role within the team,varying experience and
willingness to cooperate. Details of the police experts are included in Table 4.2. The objective
of the knowledge elicitation interviews was four-fold: (i) discover conceptualizations of POLE
information in operational work, (ii) learn about procedural approaches in practice, (iii) con�rm-
ation of the problem description and (iv) help directing the text analytical approach. A new
interview guide was drafted to collect the data through semi-structured qualitative interviews,
enabling more freedom and detailed insights from the experts. The coding behind the interviews
was inductive, meaning that it is based on the particular interview results (Cohen et al., 2007).
Furthermore, interviews were analysed for their content to understand the speci�c domain. As
such, the following coding methods, as presented by Salda~na (2009), were included:

1. Structural coding. Uses a content-based or conceptual phrase, representing a coordinating
theme, which relates to an objective. It acts as an indexing and labelling device.

2. Descriptive coding. Summarizes a short phrase or word of a section of the data. The codes
are indications of the topic, not abbreviations of the content.
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3. Values coding. Reects the values, attitudes and beliefs of the participant.

To ensure the most relevant data, the participants were informed aboutthe research objectives,
the aim of the study, their role as experts and the application of the results prior to the interview.
The interviews were recorded with permission and transcribed directly afterwards. Eventually,
some additional time was reserved to informally discuss further course of action and additional
feedback. Each transcript was carefully coded and analysed, knowledge was extracted by creating
a tree-like structure of the material. Furthermore, the codes were sorted in the following respective
categories: (i) operational concepts, (ii) procedural approach, (iii) documentation complications
and (iv) operational desire. An overview of the transcribed interviews is presented, alongside the
previous conducted interviews, in AppendixH.

4.3.2 Interview Results

Within each category the results have been bundled, interpretedand rewritten to extract know-
ledgeable insights. A total of 16 insights were derived from the transcripts. Every quote or
statement produced by an expert is referred to by adding a Roman numeral (e.g. I) or (e.g. I,III)
if multiple experts mentioned an issue.

i. Operational Concepts

The experts provided insights on the conceptualization of some important factors regarding cus-
tomary operational activities:

ˆ Every detail should be reported and properly documented. In a basic way, every aspect needs
to be documented to serve as evidence in the overall process (I,II).

ˆ The analytical component of both external and internal reportingshould keep an ample vision
to provide clear details. Besides an accurate portrayal of a case, details need to be very clear.
A di�erence in, for example, 10 centimetre in length of a possible perpetrator is often not
very helpful (I, III).

ˆ Due to a lack of probing or investigative research questions, important details are often
missed. It regularly happens that certain details are missed as result of inadequate investig-
ative questioning and re-questioning (I, II).

ˆ The most important, and fundamental, relation is that of victim and perpetrator. As such,
making the human entity relation (i.e. P in POLE) a necessary component. The relation
between both victim and perpetrator serves as most important relation that needs to be
incorporated within the documentation (I, II, III).

ˆ Other POLE components are weaker relations, but need to be investigated as detailed as
possible. Every detail about all the objects, location and the event itself will establish
a strong foundation to build a case. For example, including details about the weather
conditions will play an important role in the upcoming forensic activi ties (I, II).

ii. Procedural Approach

Current approach, used by the police investigative experts, incorporates certain knowledgeable
ideas about their work processes:

ˆ Cases are not adequately coordinated and associated material signi�cantly di�ers per partic-
ular case. Various �les are spread across multiple regions or districts, which could stimulate
earlier adopted guesswork (I, II).

ˆ Investigations start with reviewing the documentation, including forensic recorded material
as compelling piece of evidence. Documentation incorporates both the initial �ndings as well
as forensic results. The triggers to pick up a case are not properly stated, this could be
initiated by either the media, relatives or a tip (I, II, III).
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ˆ Forensics evidence is still regarded as leading within the investigative procedures to success-
fully solve a case. However, tactical evidence will substantially support forensics. Therefore,
forensics may not completely serve its purpose without proper tactical documentation (I,
II).

ˆ Current working process is guided by a methodology and increasing standardization. The
unexplained methodology is mainly characterized by cooperative protocols. Whilst, the
tactical activities are primarily guided by interpretation, the fore nsic component uses formal
theory and science. Both combine their respective insights in certain brainstorm sessions (I,
II, III).

iii. Documentation Complications

Certain complications, within police documentation, were expressed by the experts, leading to
con�rmation and discovery of certain problems:

ˆ Due to a case overload, a lot of time is spend on physically analysing the cases. Police and
law enforcement have a lot of cases to process, making it a very physical operation, which is
impossible to all do at the same time (I, II, III).

ˆ Currently, cases contain a great many of missing pieces of evidence in the documentation
and associated �les. A case depends on what is known and properly documented, but what
is known has to be very clear. In other words, if something is rather vague, \it has to be
clear that it is not clear " (I, II, III).

ˆ The forensic investigation is leading, but depends on complete tactical evidence, leading to
possible interruptions in the investigative process. Accurately documented tactical input is
crucial for a smooth forensic investigative process (I, II).

ˆ People contain a certain amount of tunnel vision, causing converging hasty judgements. If
one would focus on very speci�c operational concepts, this will generally result in a tunnel
vision (II, III).

iv. Operational Desire

Experts indirectly gave their opinion by expressing certain desires that could systematically im-
prove the investigation process:

ˆ Combining knowledge between both tactical and forensic segments willundoubtedly improve
communication. There is a noteworthy di�erence between tactical and forensic operations.
Bridging this gap will improve communication and the overall investigative process, which
in turn will serve judicial matters (I, III).

ˆ Cases need to be considerably prioritized and structured, leading to a better and more active
process. Due to an overload of cases a lot of physical work is wasted on analysis, whilst this
could be tackled in a much more e�cient fashion (II).

ˆ The general process craves for a standard that endorses more detailed investigative proced-
ures. Commonly, the level of detailed analysis will generate diverging answers per person (I,
III).

4.3.3 Interview Discussion

The interviews with the police experts generated fairly interesting results. First and foremost, it
was not expected that no conceptualization is currently used duringthe investigative case handling
tasks. However, all experts informally stated that a basic non-exhaustive overview of important
concepts can be found in criminological and investigative literature, after the interview was con-
ducted. At the same time, the participants stated that every aspectand every detail, may serve as
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crucial evidence. The latter clearly indicates that extracting only conceptualized details is often
not enough. Moreover, details are regularly excluded from the case documentation due to a lack
of probing questions. As such, causing missing links in the investigation, decreasing the amount
of valuable knowledge that could serve as evidence, thus leading tocracks in the process of proof.
Furthermore, missing links could result in experts narrowing down their scope, which in turn could
provoke a tunnel vision. The results also show that an apparent way of enriching the information
with more details could partially help with this manner, essentially `expanding the vision within
the tunnel'. Recall, that tunnel vision is one of the major consequences of the discussed cognitive
biases in Chapter1. What was also learned is that the current procedural approach is not su�-
ciently coordinated. Various �les are spread across several locations,generating an overwhelming
amount of cases that have to be processed, requiring a lot of physical work. At the same time, it
is unknown if the case itself is even complete enough to use. Accordingly, basic structuring of the
unstructured data may help in organizing and prioritizing cases. Inaddition, participants stated
that the forensic evidence is leading, but clearly depends on complete documentation. Besides,
there is not a `bridge' that communicates between tactical and forensic data.

Figure 4.2: Two-fold information enrichment process.

Even though the expert interviews did not result in a clear conceptualization, it still provided
compelling insights about how to approach textual enrichment. More speci�cally, the process
will be two-fold, comprising two independent studies that require further investigation in great
detail. First, crime document classi�cation will categorize texts into one of the ICCS classes.
Classi�cation ensures a �rst { very general { but meaningful structu re in the text, and can be
used for: (i) extracting speci�c class-related information by linking the class with the CV, (ii)
identi�cation and (iii) prioritization. Secondly, all the details are considered equally important
and need to be taken into account. This follows a more unsupervised approach. The similarity
between textual information and relations can harvest patterns that can be used as valuable
knowledge during the investigation. By providing semantic information clustering between in-text
sentences, one is able to extract detailed relational patterns and information that can be used for:
(i) linking similar POLE information and relation clusters with, i.a. cases, leads, people or teams,
(ii) extracting modus operandi1 (MO) and (iii) creating visually enriched textual overviews.

Both independent research subjects stand on their own, meaning that the upcoming chapters
provide both a separate contribution to the text analytical research community as well as a solution
direction that facilities information enrichment in the CPS and cri me analytical domain. The
textual enrichment process is conceptually visualized in Figure4.2. Unstructured texts will be
be categorized according to a classi�er, which ensures `tagging' basic information, which is found
in the arrangement of the associated vocabulary. The associated CV is based on investigative
literature provided in the next section as was suggested by the participants. Recall, that the
CV mainly serves to demonstrate the possibilities and the primary focus essentially lies with the
classi�cation model. The latter illustrates that both the ICCS and associated CV can be easily
replaced with other alternatives. Additionally, semantic information clustering will take place,

1Learned set of developing behaviours that determines the ha bits of working, can also be translated to method
or mode of operation (Douglas, Burgess, Burgess & Ressler, 2013).
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which takes into account much more informative details and pattern by extracting meaningful
clusters, containing similar relations and entities.

4.4 Homicide: Knowledge from Literature

To extend the insights provided by the experts, a basic follow-up non-exhaustive criminological
literature study is conducted to understand the elemental homicide concepts, using the following
procedure:

1. Search and gather criminological literature regarding homicide investigation.

2. Identify practical procedures and recognize important concepts intextual descriptions.

3. Distinguish potential concept classes, excluding certain duplicates or synonyms.

4. Organize the concepts according to POLE (i.e. person, object, location and event).

Although it was tried to gather literature directly used by the Dutch Police force, in practice
this was too complicated and almost impossible to acquire. Therefore,an independent literature
study was conducted using the sources presented in Table4.3. Following the aforementioned
procedure resulted in a very basic homicide CV including information such as person names and
used weapons. A visual overview is presented in AppendixI, while Chapter 8 will demonstrate
how the vocabulary is `�lled' and applied within the enrichment p rocess.

Table 4.3: Consulted investigative literature.

# source title

1 Horswell (2004) The practice of crime scene investigation
2 Fisher Barry (2004) Techniques of crime scene investigati on
3 Gardner (2012) Practical homicide investigation
4 Saferstein (2013) Forensic science: from the crime scene t o the crime lab
5 Maloney (2012) Death scene investigation procedural guide
6 Maloney and Housman (2014) Death scene investigation proc edural guide
7 Lothridge (2013) Crime scene investigation: a guide for law enforcement

4.5 Conclusion

This chapter identi�ed the main concepts and problems from an expertperspective. Throughout
this thesis, the ICCS classi�cation scheme will be employed for identi�cation purposes through an
ontology-driven approach using an controlled vocabulary (CV). The latter is pursued to demon-
strate the high-level added value a more formal ontology can have in an iterative fashion. How-
ever, based on several semi-structured interviews with the ColdCase team in Amsterdam, it was
discovered that a conceptualization is very basic and not enough to grasp asmuch details or pat-
terns as possible. This illustrates that a CV and classi�cation scheme are highly exchangeable.
Moreover, the police experts underlined the stressed problem ofthe introductory chapter, stating
that important details are often missed or not properly investigated, increasing potential tunnel
vision. In addition, they declared current process lacks coordination and prioritization, increasing
both case overload and workload. As such, steering the text analytical solution towards a two-fold
process by means of: (i) crime document classi�cation and (ii) semantic information clustering.
However, what is important to consider is that the two-fold information enrichment process is
based on a small pool of experts from a single domain. Therefore, other domains may face dif-
ferent problems and require an alternative approach. Although this requires additional future
research, this thesis argues that the indicated enrichment process facilitates multiple extensions
(e.g. other classi�cation schemes or ontology development) for future applications and studies.
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Chapter 5

Gathering of Crime Textual Data

This chapter presents the gathering of appropriate data, which concerns the third sub-question.
Several crime-related textual documentation will be used to build and test the models presented
in Chapters 6 and 7. First, the selected sources and the logic behind them will be justi�ed and
outlined. Section 5.2 will present the information retrieval concepts of websitecrawling, scraping
and parsing, along with how it is applied within this chapter. This theory will be brought together
in Section 5.3 presenting two wrapper algorithms used to acquire the data. Finally, a central
conclusion is provided in Section5.4.

5.1 Source Selection

The problem domain considered from a business perspective presented the conceptual generalized
AS-IS situation to give a brief, but visual representation of the business context. Hereby focusing
on documentation, in the form of, for example, reports, narratives, witness statements or even
interviews. Additionally, Appendix E shows that these sources of data establish the foundation
for the changing states of the data objects and case�les. However, trying to gather this data also
provokes several di�culties within this context. First and forem ost, privacy, judicial and security
reasons limit public use of textual crime-related documentation. Secondly, the overall process
of gathering con�dential data would still be very time-consuming, even if a security clearance is
given in the near future. To overcome these obstacles and appropriately develop, train and test
the models in the next chapters, a varying amount of web-based corporawill be employed.

In the introduction it was already mentioned that humans undoubtedly will encounter a form
of criminal behaviour. In addition, these phenomena will be captured and people will try to stay
up-to-date through the latest news available on the web. This combinedlogic created the idea to
use web-based news as unstructured data source within this research. A categorization is made
between two types of representative texts: (i) articles and (ii) narratives. Articles emerge from
di�erent news sources, such as online news corporations or daily newspapers. Correspondingly,
narratives stem from mostly crime-related blogs or text provided by law enforcement. An overview
of the data sources is given in Table5.1. In addition, the preference of exploiting these web-based
sources is supported by the following rationale:

ˆ Web-based corpora are human-interpretable mechanisms of communication that bear some
resemblance with police documentation and are therefore subjectedto the same human
biases as any other crime-related documentation. More speci�cally, the data is used to
support design, not to make judgements about authenticity; it merely progresses a future
solution.

ˆ News articles and narratives, retrieved from the web cover a wide spectrum of topics, which
have the potential to house valuable information (Iglesias, Tiemblo, Ledezma & Sanchis,
2016; Radinsky & Horvitz, 2013; Tongchim, Sornlertlamvanich & Isahara, 2006).
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ˆ The use of publicly available news concerning stories and other related crime news is been
increasingly used as reliable source in other works, such as Bsoul, Salim and Zakaria (2013),
X. Wang, Gerber and Brown (2012), Tseng et al. (2012), Ku, Iriberri and Leroy (2008)and
Helbich, Hagenauer, Leitner and Edwards (2013).

Given these points, it can be argued that news sources provide an adequate alternative. In an
to optimal situation, one could simply download multiple articles and narratives from a wide
spectrum of crime-related news sources, if not all sources. Although,in theory, this is possible by
copying the content to text �les, in practice it would be very time -consuming and still be error-
prone to some degree. As such, speci�c techniques that stem from information retrieval (IR) will
be employed to gather the data.

Table 5.1: Representative news data source selection.

Name Source URL Type

The Guardian https://theguardian.com/uk/ukcrime Articles
Mirror http://mirror.co.uk/all-about/court-case Articles
The Strait Times Singapore http://straitstimes.com/singapore/courts-crime Articles
The Washington Post https://washingtonpost.com/news/true-crime/ Articles
The Hu�ngton Post UK http://huffingtonpost.co.uk/news/police/ Articles
LAPD Online http://www.lapdonline.org/newsroom Narratives
Crime-stopper.org http://crime-stoppers.org/solve-crime/unsolved-crim e/ Narratives
City of Madison Police Dept. https://cityofmadison.com/police/newsroom/incidentr eports/ Narratives
Metropolitan Police London http://news.met.police.uk/latest news Narratives

5.2 Crawling, Scraping & Parsing

Nowadays, people tend to use IR almost constantly throughout their daily routines. The latter
being concerned with the fact that modern commercial search enginesare built on the IR prin-
cipal. Recall, that Hearst (1999) stated that IR is equal to the search of freetext or document,
which could contains potential valuable information, but not �nding the patterns itself. A more
contemporary description can be de�ned as follows:

\ Information retrieval (IR) is �nding material { usually doc uments { of an unstructured
nature { usually text { that satis�es an information need fro m within large collections (usually
stored on computers)." (Manning et al., 2009, p. 1)

In modern IT vocabulary, the previous used term `search' has been bended to use synonymously
with IR. As such, IR systems assign numeric scores { based on models,such as the vector space
model { to rank documents by their estimation of usefulness (Singhal, 2001). Systems that in-
corporate this principal are now widespread, the mass heavily depending on innovations such as
Google or Microsoft Bing. To some degree, one can scale IR systems at which they operate. On
the outside of the continuum is web-based search, the other extremebeing in the form of personal
information retrieval, while in the middle remains domain-speci�c search (Manning et al., 2009).

The abovementioned de�nition again acknowledges the use of data with an unstructured nature.
Hitherto, text is referred to as `unstructured', although in realit y almost no data is truly of an
unstructured nature, but tending more towards semi-structured. This especially holds if the latent
linguistic structure of human languages is considered aside from text retrieved electronically. Text
in electronic format encloses two import aspects: (i) content and (ii) structure. Content can be
simply de�ned as the sequence or a speci�c order, which might be interpreted by a human user.
In addition, structure relates to di�erent parts by some criterion (B•uttcher, Clarke & Cormack,
2010). Both the content and structure can be encoded in multiple document �le formats such as
PDF, Microsoft Word or plain text ASCII or UTF-8. Two fundamental web-base d formats are of
special interest here. The �rst is HyperText Markup Language (HTML), a f ormat that describes
the content and structure of modern day web pages and web applications for sharing information
between humans. Combining HTML with Cascading Style Sheets (CSS)and JavaScript forms
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the contemporary pillar of the World Wide Web (Carey, 2013). The second document format is
eXtensible Markup Language (XML), which is a metalanguage for describing dataand documents.
Although, XML was originally meant to replace HTML, it settled into a role for exchanging data
between programs and became the cornerstone of present day web services. The latter gener-
ating dynamic web pages through asynchronous JavaScript and XML called AJAX (Governor,
Hinchcli�e & Nickull, 2009).

By using HTML, sites and web pages are linked and indicated through hyperlinks (or links),
which give rise to a so-called web graph (B•uttcher et al., 2010). From a purely mathematical point
of view, each page forms a node, while each link is a directed edge between two nodes within the
graph. Search engines assemble a corpus of web pages, index them accordingly and allow users
to execute a set of queries to �nd links that match their query. An important component within
this search is a so-called web crawler, programs that exploit the graph structure to move through
various nodes (Pant, Srinivasan & Menczer, 2004).

Figure 5.1: Web crawling and scraping, partially adapted from B•uttcher et al. (2010).

The functioning of a web crawler is similar to human surf behaviourof the web on a much
larger scale, downloading a considerable amount of web pages. This basically extends the simplest
form of linearly scanning through documents referred to asgrepping, stemming from the UNIX
command calledgrep. In a very brief and straightforward way, the crawling process starts with
a Uniform Resource Locator (URL) extracted from the priority queue (or frontier). Domain
Name System (DNS) resolution, translates the domain name of the URL into an IP address.
With the available IP address, the program determines the permitted access through the robots
exclusion protocol (i.e. the robots.txt protocol). This provides the web server administrator a
way to communicate �le access policies for user-agents. After positive con�rmation, the website
is accessed via HyperText Transfer Protcol (HTTP), by sending a HTTP request to download (or
fetch) the web page. In the post-processing, a link extractor (Olston & Najork, 2010) or parse
module (Manning et al., 2009) parses the HTML of the web page to extract hyperlinks and text to
index, serving ranking purposes used by search engines. Lastly, URLsextracted from the frontier
go through a series of tests to determine if the link should be added to the frontier or its position
altered. It is important to note, that the mentioned process simpli�es the tracing of a single URL.
Real-life applications work concurrently with a large pool of URLs.

In the post-processing step of web crawling, depicted in Figure5.1, the HTML page is analysed
or scraped, which forms the basis for web scraping. Web scraping is a more recentvariant of web
crawling and closely related to web indexing. Web scrapers focus onthe simulation of search-
speci�c human exploration of the web. It concerns transforming (semi-)structured data, into more
structured formats, easy to store and analyse (Vargiu & Urru, 2012). As such, aweb crawler,
`crawls' the web, going after multiple sites, and the subsequentcontent and links, to ultimately
index them to �nd more pages. On the other hand, web scraping is part of the latter, but can
be more detailed in extracting speci�c chunks of content of a particular page. Therefore, it is
popularly labelled as a `spider' by some users (Peshave & Dezhgosha, 2005).
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Data scraping starts with accessing the target website through the HTTP protocol, which
coordinates the request-response transactions between client andserver. The request header also
incorporates user-agent data to ascertain what kind of client is accessing the content, to draw up
a HTTP response. Once the web page has been fetched and HTML is retrieved, the page needs to
be parsed. Parsing may imply straightforward URL extraction or involve a more comprehensive
process of capturing HTML by using regular expressions or analyzing the Document Object Model
(DOM) structure (Glez-Pe~na, Louren�co, L�opez-Fern�andez, Reboiro-Jato & Fdez-Riverola, 2014).
The DOM is an application programming interface (API) that de�nes the logi cal structure of
HTML and XML documents (Hors et al., 2001). DOM is based on the logical object structure
used in well-formed documents that resemble a tree-like structure. These trees present documents
as a hierarchy of nodes, which may have certain child nodes. Nodes can be recognized as prede�ned
tags in HTML or extensible tags in XML, generating a so-called tag tree structure (Pant et al.,
2004). In addition, the general content of the source can be mapped on the tag tree structure
of a fetched HTML page. The scraping operation is concluded once the content is removed and
extracted in a structured representation, suitable for further storage and analysis.

Figure 5.2 illustrates the HTML tag tree structure and associated content visualized through
an example web page. As is evident from this example, each tag contains di�erent content from
the page, including �gures and non-interesting parts, some of which are tools for social media
or gaming. The tags are marked by a tag name and an optional attribute, enclosed with angle
brackets (i.e. \< " and \ > "). Moreover, an end tag name starts with a forward slash (i.e. \=")
that is excluded in the start tag. By specifying particular tags of the t ree as a result of parsing,
one could scrape the required data. Although this may seem like a fairlystraightforward process
it still remains very challenging. Hence, gives rise to some di�culties. First, various websites and
web pages have a diverse HTML tag tree structure. This indicates that the meaning of di�erent
tags in an HTML document may not correspond to a universal structured fashion. This is the
result of widely recognizable varying layout styles. Secondly, even if this form of universal HTML
parsing is made possible, it often an ongoing innovation, not accurately being able to specify the
main contributions of recent studies. Examples of the latter can, to some extent, be found in
Weninger, Hsu and Han (2010), J. A. Moreno, Deschacht and Moens (2009) and Pasternackand
Roth (2009). More recently, Y. C. Wu (2016) proposes a solution that presents very promising
results, but only has an accuracy of 47% with regard to the perfect extraction rate.

Figure 5.2: Example web page HTML tag tree structure.
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5.3 Web Data Wrappers

Web scraper knowledge can be merged with HTLM parsing into a wrapper. Awrapper combines
data scraping with extracting data in structured data tuples for dat abase purposes. The Python
newspaper1 module claims to incorporate universal HTML parsing, by using an URL as single
input, extracting both the title and main corpus (i.e. body). Althou gh testing the module in
Python 3.5 resulted in some fruitful outcomes, manual checking demonstrated that processing was
less accurate. Further analysing the HTML tag structure reassured the abovementioned practical
di�culties. One of the main problems is, for example, that the same tagsare used for commercial
or menu navigation functionalities. Since building a universal wrapper is a study on its own,
further researching this topic is not pursued. As such, it is decided to develop website-speci�c
wrappers, which essentially follow the same logic as universal HTML parsing for both static and
dynamic webdesigns.

5.3.1 Static Data Extraction

A static web page basically means that it displays the exact same information whenever a user
visits it, unless the page source �le itself is edited. Then again, dynamic web pages are more
interactive depending on the actions taken by the user (Esposito, 2016).This intrinsically means
a slightly di�erent approach for both methods. To build di�erent par sers for both static and
dynamic pages, it is crucial to utilize the BeautifulSoup module in association with Python
3.5. BeautifulSoup is a Python library for parsing HTML and XML, providing natural ways
for navigating and searching the generated parse tree (Richardson, 2016). Although parsing the
di�erent sources requires minor changes for each source-speci�c wrapper, some general steps can
catch the central logic of all. An overview of the general algorithm is provided in Appendix K.

The logic behind each static wrapper is two-fold. In the �rst part, the source URL is determined
by adding the page number to the URL, with a maximum amount of pages established in advance.
In addition, the web page is fetched by applying the Python urllib 2 module. This high-level
module allows clients to connect with a variety of standard computerprotocols (e.g. HTTP) by
sending a request header containing information about the user-agent.Thus, the response HTML
is read, decoded and extracted as tree for each page number involved. The latter is accomplished
by using BeautifulSoup with the lxml HTML parser, which has a much higher performance than
the standard parser included in the Python library (Richardson, 2016). The next step concerns
manually checking which tags contain the article URL links and titles needed for extraction.
Conveniently, this can be done by inspecting the source code within a web browser such as Google
Chrome, or alternatively by using a plug-in (e.g. Firebug). Examining the source code reveals
that largely all links and most titles are enclosed by the< a> tag, which contains hyperlinks from
one page to another. However, nearly all parental tags that enclose the< a> tag have di�erent
attributes, making manual checking a vital step in parsing the correct data.

The previous step resulted in a list containing the article URL and title. Repeatedly, a request
header is send for generating the response data-speci�c HTML tree for each article in the list of
URLs. Afterwards, the article HTML tree is manually navigated to derive the date and body of
the text. Although, the date is often surrounded by a < time> tag, the format greatly di�ers per
source. Thus, the build-in datetime module is invoked by manually converting the date and time
towards a generic date format. In addition, all the interesting paragraphs from the body of the
text are parsed, while noise data is removed before joining the textual data into a single variable.
If the media could not be parsed, the try-exception handling is ignored and the parsing accurately
continues. Ultimately, the sqlite3 3 module is used, providing a SQL interface to store the URL,
date, source, title and content for both articles and narratives into a database, simply named
data sources. The SQL interface will be invoked again later, to read the data from thedatabase,

1http://newspaper.readthedocs.io/en/latest/
2https://docs.python.org/2/library/urllib.html
3https://docs.python.org/2/library/sqlite3.html
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making it accessible for the independent studies concerning document classi�cation and semantic
information clustering.

5.3.2 Dynamic Data Extraction

Scraping dynamically designed web pages requires an extra important part that precedes the
parsing features of the static wrapper. As stated earlier, a dynamic web page displays di�erent
content each time it is viewed by a series of users based on several conditions (i.e. user-input
or time constraints). More speci�cally, the focus lies on client-side scripting, making web pages
interactive, and displaying data in di�erent ways based on eventstriggered by the user (Governor
et al., 2009). As such, actions including scrolling and clicking need tobe scripted within the Python
algorithm. Con�guring and incorporating these actions is accomplished byusing the selenium
module in conjunction with BeautifulSoup . The selenium module is a simple API that uses
a web driver, which implements navigation to interact with the page, performing certain event
triggers (Muthukadan, 2017). Thus, the upperpart of Algorithm 2 in Appendix K requires some
extra explanation before the HTML tree is parsed accordingly.

The algorithm starts with creating empty lists to store the links and titles, aside from determ-
ining the main source URL. Subsequently, a web browser is opened through the selenium web
driver, using the PhantomJS4 headless browser, (i.e. a browser without a graphical user interface).
After the `scroll' or `click' amount is determined in advance, a script is executed that either scrolls
or clicks a button, extending the amount of data generated on the page. This is achieved by
manual checking the source code and providing the XPath expression ofthe speci�c tags. XPath
stands for XML Path Language, which is a query language using path expressionsto select nodes
in an XML (or HTML) document (Manning et al., 2009). More generally, XPath remin ds of
the expressions used within traditional computer �le systems. Thereafter, the execution of the
algorithm is temporally suspended to increase the performance, by allowing the page to properly
load. Later, the HTML tag tree is extracted, which can be statically parsed and scraped, following
the same steps starting in line 6 within Algorithm 1 and line 10 in Algorithm 2 in Appendix K.
Comprehensively, the scraping and parsing procedures of both wrappers resulted in a total of 2,290
records stored in respectively anarticle and narrative table in the data sources database using
SQL queries. A fragment of thearticle table is provide alongside an example inL.

5.4 Conclusion

After carefully studying information retrieval theory, such as crawling, scraping and parsing, two
wrapper algorithms were developed to extract news articles and narratives from the web. First
of all, a static data wrapper was developed using PythonBeautifulSoup . Secondly, a dynamic
wrapper extended the former by incorporating the selenium module. Accordingly, the data was
extracted using SQL queries to a data source database, containing anarticle and narrative table.
Both tables will provide data sources that serve as main input for the upcoming two chapters.

Privacy, judicial and security reasons restrict the use of `real' crime-related case reporting
throughout this research. However, web-based news corpora: (i) resemble some similarities with
case reporting, (ii) have the potential to include valuable information and (iii) is extensively used in
other studies as well. Therefore providing an acceptable alternative. Nevertheless, future studies
can clearly extend this research by going through a security clearanceprocess to reclaim actual case
documentation in the form of reports, narratives, witness statements or interviews among others.
Optionally, web-based corpora might be compared with actual crime documentation. Moreover,
data wrapping could also extend incidents, leads and cases by crawling the web for a more complete
picture of the case. If the latter is actually valuable and practical for crime analytical purposes
should be properly investigated.

4http://phantomjs.org/documentation/

40

http://phantomjs.org/documentation/


Chapter 6

Crime Document Classi�cation

Exploratory literature research revealed the classi�cation technique of Fuzzy Fingerprinting (FFP)
outperforming popular text classi�cation algorithms in topic detection and mobile phone user
identi�cation (Rosa et al., 2014; Homem & Carvalho, 2011). This chapter argues that FFP is
highly applicable in the crime analytical domain by comparing it with tw o other algorithms by
utilizing the crime data generated by previous chapter. Thereforethis chapter provides both a
standalone contribution to the text analytical research community as well as a partial answer
to sub-question four regarding crime information enrichment. First of all, Section 6.1 will give
an introduction in document classi�cation. In addition, Section 6.2 will introduce the steps to
transform unstructured data in into numerical form. Section 6.3 will propose and present an
adapted approach for FFP, compared with Naive Bayes and Support Vector Machines. The theory
will be merged and tested in Section6.4, providing the implementation and evaluation. Finally,
the chapter is concluded in Section6.5.

6.1 Classifying Textual Data

Text or document classi�cation is the classical textual prediction problem and an acclaimed text
mining approach in the overall process of knowledge discovery. It has consistently led to valuable
research since the inception of unstructured digital documentation. Historically, text classi�cation
started around 1960 with the publishing of a paper by Maron and Kuhns (1960), covering indexing
and searching of literature in library systems. As mentioned in the preliminaries chapter, textual
classi�cation stems from the numerical �eld of data mining, discovering patterns from past data
in order to allocate new instances into their respective groups, topics, labels, categories or simply
classes (Manning et al., 2009). Intuitively, classi�cation is a methodof classifying a document in a
prede�ned class, considering the document spaceD = f d1; d2; :::; dn g, belonging to a set of classes,
C = f c1; c2; :::; cj g, where (jj j � 2). Learning the previous mentioned patterns ofD occurs due to
a classi�cation function or classi�er  that maps ci on dk . More speci�cally,  : vd ! C, where
vd is a vector of features (i.e. words or tokens), inn-dimensional space that resembles document
d. All the document vectors vd together make up the term-document matrix (TDM). Recall, that
learning happens through the latter by means of a supervised approach (Alpaydin, 2014).

According to Han et al. (2012), supervised learning is a widely used synonym for classi�cation
within the machine learning research domain. Metaphorically, asupervisor { the human { directs
the learning capabilities of the classi�er by providing information in the form of a series of examples.
The latter is a set of preclassi�ed or labelled data that is used to train the classi�er. Substantially,
this means that supervised text classi�cation is essentially the search for algorithms that reason
from externally labelled documents to make predictions about future instances. To train the crime
document classi�er it extends its structured data mining counterpart by following the rationale
of the CRISP-DM phases. It is important to note that the business and data understanding
phases were considerably covered in the preceding chapters, while this chapter covers the data
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preparation, modelling and evaluation, providing a partial answer to sub-question four. However,
recall that the data preparation phase requires additional textual processing afore modelling and
evaluation can be conducted.

6.2 Text Mining Processing

In essence, unstructured textual data can be processed by machine learning algorithms if the
free text is encoded in numerical form. Transforming the text requires a three step text process,
including: (i) establishing the corpus, (ii) pre-process the data and (iii) extract the knowledge.
The former two steps will be discussed below, while the extraction of knowledge will be carried
out by the classi�cation algorithms presented in Section6.3.

6.2.1 Establish the Corpus

A huge part of establishing the corpus was already taken in Chapter5, collecting the relevant
crime data. Correspondingly, the crime corpus can be retrieved by connecting to the database
and executing speci�c SQL queries. In addition, the corpus is subjected to a tokenization process.
Tokenization removes punctuation and non-textual characters and breaksa text into a stream of
tokens (Weiss et al., 2010; Hotho et al., 2005). More speci�cally, a token is an instance of a set
of characters that is arranged as an e�ective semantic unit for further processing (Manning et al.,
2009). Logically, tokenization is a fundamental step in textual processingsince identifying tokens
serves as a precursor for the term-document matrix (TDM). Splitting a text into tokens is done
by employing a regular expressionpattern within the tokenizer. Regular expressions (or regex)
de�ne a string search pattern operation, which helps to solve textual search-related problems
(Friedl, 2006). For example, the regex \nw+" used in the tokenizer employed for this chapter,
selects all the words, while \[A � C]nw+" would exclusively select the capitalized words starting
with the letter A, B or C. For example, incorporating the regex pattern \ nw+" in a tokenizer,
would break the sentence \He didn't go to jail" into [`he', `didn', `t' `go', `to', `jail ']. Notice, that
the tokenization process is accompanied by a lower case converter, changing all the upper case
letters towards its lower case counterpart. All the extracted tokens from the crime corpus form
the dictionary or lexicon T, a bag-of-words (BOW) that is further processed in the next step.

Table 6.1: Example presenting the di�erence between lemmatization and stemming.

\ Analysis has revealed he was not one of the possible suspects"

Lemmatization `Analysis', `have', `reveal', `he', `be', `not', `one', `of ', `the', `possible', `suspect'
Porter Stemmer `Analysi', `ha', `reveal', `he', `wa', `not', `one', `of', `the', `possibl', `suspect'
Snowball Stemmer `analysi', `has', `reveal', `he', `was', `not', `one', `of', `the', `possibl', `suspect'

6.2.2 Pre-Process the Data

After all documents in the corpus are tokenized, the data is cleaned in the pre-processing step.
Fist, stopping is performed by removing frequently used words that appear to be of little value.
For example, the words `at', `by' or `she' are very common and will have little to no predictive
power in classifying a document. Not only does the removal of stop words increases the accuracy
of the classi�er, it also signi�cantly reduces the amount of words that t he system has to store
(Manning et al., 2009). The removal of stopwords is accompanied by a processknown as lem-
matization. Lemmatization is a morphological analysis that removes inections (e.g. su�xes and
pluralisation), returning the normalized form of a word, called the lemma. Meaning that words
with the same meaning are represented by the same lemma. Althoughstemming is closely re-
lated to lemmatization, the former usually refers to a heuristic process that `chops' of the ends of
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tokens, hopefully representing the main essence of the word (Manning et al., 2009). Metaphor-
ically, carefully removing the stems of a vegetable, keeping both its structure and avour, refers
to lemmatization, while �ercely chopping o� the stems is more related to stemming. As such,
this thesis prefers lemmatization. A brief example of the di�erences between lemmatization and
stemming is provided in Table 6.1.

Table 6.2: Example of a TDM, based on term frequency.

Dictionary

analysis (x1) reveal (x2) possible (x3) suspect (x4) ... xn class

d1 = v d 1 2 1 0 0 ... 1 c1

d2 = v d 2 1 1 1 3 ... 0 c2

d3 = v d 3 0 0 1 0 ... 3 c5

After properly cleaning the data, the corpus will be encoded into vectors, creating the TDM
according to the vector space model, known asdocument vectorization. Each row of the TDM
represents a crime documentd, while each term is represented as featurex by a column. In
the simplest form, encoding uses binary term vectors, setting the vector element to one if the
term is used; else it is set to zero. As such, the value in the cellsof the TDM represent how
often each term is found is each document. Instead of binary encoding,this thesis uses term
weighting according to term-frequency (i.e. tf) or term frequency inverse document frequency (i.e.
tf-idf). As was introduced in Chapter 2, term-frequency is determined by simply counting the
terms in a document. In turn, tf-idf scales the weight with the inverse document frequency such
that document-speci�c terms have increased weights. Both schemes act according to the BOW
assumption, ignoring the ordering and grammar of the words. After weighting the terms, each
document is encoded into an-dimensional feature vectorvd . To illustrate the idea of document
vectorization, a simple example is provided in Table6.2. On the left side, a document is represented
by its corresponding vector. The elements of the latter are based on the frequency of the unique
words within the dictionary (i.e. vocabulary). Additionally, a class is associated with every vector,
making it applicable as training data for supervised learning. Logically,unseen instances undergo
the same process without an associated class. Moreover, it is important to note, that in reality
if the amount of documents in the the corpus increases, the dimension of the document vectors
increases, creating a very sparse matrix. The generated matrix may now serve as numerical input
to extract knowledge by means of a classi�cation algorithm presented inthe next section.

6.3 Classi�cation Algorithms

The generated TDM has transformed the unstructured nature of the corpus into a set of document
vectors, continuing the modelling phase of CRISP-DM by applying aclassi�cation algorithm.
Using the numerical input, the algorithm employs the features of thevector to map a set of classes
on the document. This thesis examines three algorithms: (i) the proposed adapted method of
Fuzzy Fingerprinting (FFP) for crime analysis, compared with (ii) Naive Bayes (NB) and (iii)
Support Vector Machines (SVM).

6.3.1 Fuzzy Fingerprinting (FFP)

This thesis proposes and explores the idea of fuzzy �ngerprint identi�cation. Within computer
science, a�ngerprint serves as a much smaller bit string that uniquely identi�es the original data.
Homem and Carvalho (2011) demonstrate an alternative algorithm that builds on the�ngerprint
ideology, employing the Filtered Space Saving (FSS) algorithm (Homem& Carvalho, 2010), named
top-k Fuzzy Fingerprinting. Although the method was initially incorporated to identify mobile
phone users or detect Twitter topics (Rosa et al., 2014), this study suggests some minor changes
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that introduces usability for more traditional classi�cation purposes . In particular, the FFP
classi�cation algorithm works in the following fashion:

1. Gather the top-k token frequencies in all vectorized documents in the TDM. The weights of
the frequencies can be determined by either term frequency (tf) or term frequency inverse
document frequency (tf-idf).

2. Build a �ngerprint per text by applying a fuzzifying membership function on the top-k
vectorized list. All the �ngerprints together are collected in a library , which is based on
token order. To some extent, building the library resembles training in other classi�cation
algorithms.

3. Perform the exact same calculations for the unseen or unclassi�ed text and compare the
generated fuzzy �ngerprint with all the available �ngerprints in th e library. Ultimately, the
most similar �ngerprint is used to assign a class to unseen text.

The term fuzzy, in the second and third step of the algorithm, stems from the theory of fuzzy
logic. In classical crisp set theory, it is not permitted that an element is both in a set and not
in a set at exactly the same time. Thus, many real world problems are not able to be construed
through classical set theory, since the real world basically includes elements with only partial
membership to a variety of sets. In contrast, Zadeh (1965) introduced fuzzy logic, an extension
of multivalued logic against the usual Boolean (i.e. 1 or 0) logic applied in modern computers.
Fuzzy logic essentially incorporates the vagueness and ambiguity of both language and thinking,
therefore being closer to the way the human brain works. Humans aggregate certain forms of data
to calculate partial truths, which ultimately results in actions and reactions (Ross, 2009). The
cases of 0 and 1 are extreme cases of truth. Conversely, it includes several situations in between
where membership is a matter of degree, assigned by a generalization through a membership
function (MF). Hence, a fuzzy set contains elements that have varying degrees of membership,
which can be visualized by means of values that lie on a MF curve. This can be easily illustrated
with an example of comparing age of things in the human world, which are not just `young' or
`old', but rather `0.12 of oldness' or more ambiguously `fairly new' (G. Chen & Pham, 2001).

Within the second step of the aforementioned algorithm,fuzzi�cation is used as the process of
transforming the crisp top-k feature vector into a fuzzy �ngerprint ( � t ). The �ngerprint consists
of a fuzzy vector with size k, where each positioni accommodates a featurevi and a value � i

resembling the fuzzi�ed values of the top-k vectorized terms determined by a MF. In addition,
fuzzi�cation is achieved by one of three functions, advocated in Homem and Carvalho (2011),
which are extended in this thesis with �ve alternative MFs for comparison purposes which are
presented in Appendix M. Moreover, in order to �nd the crime class of an unknown text in step
three, �rst � t is constructed. In addition, � t is compared to the �ngerprints ( � cc) in the library.
The unknown crime text is identi�ed with crime class cc if it has the highest similarity score
according to the following equation:

sim(� t ; � cc) =
X

v2 St [ Scc

min (� t v ; � ccv ) (6.1)

The equation simply compares all the similar features in both the text and all the texts in the
library and sums up the minimum of the fuzzi�ed vector values, to eventually generate a similarity
score, as is depicted in an example in Equation6.2. The class cc associated with the highest
similarity score is then assigned to the unknown text. An overviewof the FFP library creation
and classi�cation can be found in Appendix K.

� t =
�

murder take monday car her
1 0:8 0:6 0:4 0:3

�

� cc =
�

motor maybe murder her take
1 0:8 0:6 0:4 0:3

�

9
>>=

>>;
= 0 :6 + 0:3 + 0:3| {z }

min ( � t v ;� cc v )

= 1 :2 (6.2)
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6.3.2 Naive Bayes (NB)

A �rst considered alternative for FFP stems from Naive Bayes (NB) classi�cation. NB is a
probabilistic linear classi�er that embodies the rational behind Thomas Bayes' theorem. Out of
a set of classesC = f c1; c2; :::; cj g, the classi�er looks for the class with the maximum probability
(i.e. arg maxc2 C ) given the document d, by computing the probability for each class within the
set, given that speci�c document:

c = arg max
c2 C

�
P(d j c)P(c)

P(d)

�
(6.3)

= arg max
c2 C

�
P(d j c)P(c)

�

= arg max
c2 C

�
P (x1; x2; x3; x4; :::; xn| {z }

document features = V d

) j c)P(c)
�

= arg max
c2 C

�
P(x1 j c) � P(x2 j c) � ::: � P(xn j c)P(c)

�

= arg max
c2 C

�
P(c)

nY

i =1

P(x i j c)
�

The last part of equations above also clari�es the origin of the adjectivenaive. More formally, the
classi�er `naively' assumes class-conditional independence, meaning that the feature probabilities
are presumed independent of each other given the class label. The latter makes the classi�er simple
and less computational expensive, yet very e�ective, therefore still providing accurate classi�cation
results (Raschka, 2014). In addition, one can easily compute the conditionalprobabilities of the
features in the vector by training the classi�er on the provided labelled documents. As such, using
all the tokens to calculate P(x i ) and P(x i j cj ). Finally, the classi�er can be used to predict a
class for a given unseen document.

6.3.3 Support Vector Machines (SVM)

In contrast to NB classi�cation, Support Vector Machines (SVM) is a non-probabilistic linear
classi�cation technique developed by Cortes and Vapnik (1995). SVM attempts to �nd a decision
boundary, known as ahyperplane, which divides the vector space into two classes. More simply,
it create homogeneous regions that are used to predict a new instance by determining in which
segment it falls. This complex classi�cation method de�nes the criterion to be looking for a
decision surface that is maximally far away from anyn-dimensional vector (i.e. data point). The
subsequent distance from this surface to the closest vector, thesupport vector, determines the
margin, which is essentially the width between the support vectors. Therefore, �nding the biggest
margin is exactly equivalent to �nding the optimal separating hyperp lane.

Figure 6.1: Hyperlane and support vectors in SVM, adopted from Manning et al. (2009).
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The sides of the margin can be written as two canonical hyperlanes with the following math-
ematical constraints:

w � x i + b � +1 (6.4)

w � x i + b � � 1 (6.5)

Where w is a weight vector, b a scalar, often referred to as the resemblance of a bias, and +1
and � 1 are the binary classes considered in SVM (Han et al., 2012). Hence, the aforementioned
inequality constraints can be combined in a single constraint by adding the class labelyi (i.e. +1
or � 1) in the equation:

yi (w � x i + b) � 1 for 1 � i � n (6.6)

Since the sides of the margin are presented by corresponding hyperplanes, the support vectors lie
on the latter. As such, they can be presented as respectively:

H1: w � x i + b) = +1 (6.7)

H2: w � x i + b) = � 1 (6.8)

As such, the distance from bothH 1 and H 2 to the separating hyperplaneH can be given bydi =
1

jj w jj for i is +1 or � 1. Recall that the width, thus the margin, is twice this distance. Therefore,

maximizing M = 2
jj w jj provides the optimal hyperplane (Manning et al., 2009). Moreover, this

fact complements the previous seen constraint in a �nal minimizationproblem:

minimize
1
2

jjw jj2 (6.9)

subjected to yi (w � x i + b) � 1; i = 1 ; 2; :::; n

The problem in Equation 6.9 requires optimization for a quadratic function subjected to linear
constraints, which can be solved with a quadratic optimization algorithm that is incorporated in
the implementation discussed in the next section. In a more mathematical sense, this is a so-
called Lagrangian optimization problem that can be solved by including the Lagrange multiplier
� i associated with the yi (w � x i + b) � 1 constraint. The shape of the �nal solution, without
conducting and rewriting all the solving steps at this point is given by the following equation:

d(xT ) =
nX

i =1

(yi � i x i xT + b) (6.10)

In the above equationyi is the class of the support vectorx i , while xT is the test feature vector.
In addition, both � i and b are determined as part of the comprehensive Lagrange optimization.
The resulting variable d, determines on which side of the hyperplane the vector falls, basedon the
ascertained sign. Thus, classifying the document represented by the feature vector.

Figure 6.1presents the concept of completely linearly separable data in SVM calledhard margin
classi�cation. However, linear separation in the training data is not always likely due to outliers
or noisy examples. As such, hard margin maximization is not directly possible and soft margin
SVM classi�cation is proposed. Regarding the latter, one will look for thehyperplane that incurs
the slightest error by introducing slack variables (� i > 0) in the optimization problem. These
variables capture: (i) correctly classi�ed instances within the margin (0 < � i < 1) as well as (ii)
misclassi�ed instances (� i > 1). Accordingly, the slack variables allowx i not to meet the margin
measurement at a cost de�ned by� i , extending the previous seen optimization problem:

minimize
1
2

jjw jj2 + C
nX

i =1

� i (6.11)

subjected to yi (w � x i + b) � 1 � � i ; i = 1 ; 2; :::; n
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Tang, Hong, Zhang, Liang and Li (2007) have stressed that the regularization termC is an
adjustable parameter that provides a method to control over�tting t he model.

Although soft margin classi�cation handles outliers and noise data, occasionally a linear clas-
si�er is deemed completely infeasible. One approach to solve this problem is to map the data onto
a higher feature dimension, using a linear classi�er in the higher feature space, referred to as the
`kernel trick' (Manning et al., 2009). As seen in Equation 6.10, the SVM classi�er relies on the
dot product of the train data with the support vector. Transforming th is to a higher dimension
introduces a new dot product generated by the kernel functionK , which can be used in the same
equation. However, Hsu, Chang and Lin (2003) argue that the linear kernels tend to perform
more than su�cient when the number of features is very high. The latt er is primarily the case
with respect to document classi�cation (Joachims, 1998). As such, otherkernel functions are not
considered at this point and fall outside the direct scope of this research.

SVM classi�cation is inherently binary, to use SVM for the multiclass problem domain two
strategies are considered. First, theone-versus-restidea states that for each classi�er, the class is
�tted against the other classes. In other words, comparing the positiveexamples of classci , with
negative examples not belonging toci . The other strategy is a kernel-based problem proposed by
Crammer and Singer (2001), which does not decompose the classi�cation as theformer strategy
but optimizes the original SVM train of thought.

6.3.4 Feature Selection NB and SVM

Preliminary experimental results, combining di�erent parameters for the vectorizers and both NB
and SVM appeared to score rather mediocre in terms of prediction accuracy. To build a more
adequate classi�er, feature selection is incorporated after vectorizing the features immediately
before training. By selecting a subset of the document features andapplying only this speci�c
subset in the classi�cation process, prediction performance willsigni�cantly improve (Yang &
Pedersen, 1997). More speci�cally, and as reported by Guyon and Elissee�(2003), the main
purpose of feature selection is three-fold:

1. More e�cient training by decreasing the size of the included term dictionary.

2. Enhancing classi�cation accuracy due to the elimination of noisy features.

3. Improved insight in the fundamental process that generated the data.

A small summary of the integrated feature selection methods is given in Appendix M.

6.4 Classi�cation Results

The previous sections of this chapter have mainly laid the theoretical foundation for comparing
FFP classi�cation with the other classi�ers. To test the theory for c rime analytical classi�cation
purposes, the previous steps need to be implemented in Python, preparatory to training and
testing and ultimately evaluating the subsequent results.

6.4.1 Implementation

The text processing steps of establishing the corpus, pre-process the data and knowledge extraction
are translated and merged to callable functions in Python. First, a connection is made with the
crime data sources database, which where retrieved in Chapter5. Data extraction is established
by employing the sqlite3 module, providing the SQL interface to execute two queries forboth
the article and narrative tables to obatain the dataset. Subsequently, the data from the dataset is
stored in a Python data frame from the pandas library. The pandas library provides exible and
expressive data structures and operations designed to manipulate the dataset (McKinney, 2016).
Moreover, one could think of a data frame as a spreadsheet- or SQL-like table with index and
column arguments. As such, making it a powerful, interpretable and required solution for doing
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practical analysis on the corpus. After the data is extracted from the database, the connection is
closed to continue the processing. Subsequently, the data frame,including the unstructured data,
is subjected to the tokenization process provided by the Natural Language Toolkit (NLTK) or
simply nltk . NLTK provides a set of NLP operations usable in text analytical algorithms written
in Python (Bird, Klein & Loper, 2009). The NLTK tokenizer includes both t he regular expression
pattern previously discussed, a lower case converter and lemmatization functionality to stem the
tokens and establish the dictionary. The list of stop words is constructed by combining the English
stop words of nltk and sklearn libraries. Furthermore, the list is combined with the 1000 most
frequent words of the Brown news, Webtext and Reuters corpora { excluding duplicates { provided
by the nltk library. As such, a list of stop words is creating containing 2,273 words. Recall, that
removing the most frequent words from the dictionary, increases the predictive accuracy of the
classi�er. An overview of the excluded stop words can be found inJ.

Tokenization, lemmatization and stopping are merged together in a document vectorizer provided
by the abovementionedsklearn module. Scikit-learn1 or sklearn is a Python module that im-
plements a range of machine learning, pre-processing, validation and visualization algorithms for
both structured and unstructured data sources. The sklearn document vectorization process
transforms the data frame into a TDM according to term frequency or tf-idf. Additionally, the
module provides build-in functionality to invoke the NB, SVM and fe ature selection methods that
process the TDM. In contrast, the FFP classi�er is manually created as separate Python script
according to the algorithm provided in Appendix K. Combining the other classi�ers and FFP,
resulted in two Python scripts. The former includes di�erent p arameter settings for two NB clas-
si�ers { Multinomial and Bernoulli { accompanied by a linear SVM. The br ief, but main di�erence
between both NB variants is that Multinomial NB deals with discrete weighting schemes, while
Bernoulli NB assumes features are binary variables (Aggarwal & Zhai, 2012). Noticethat the
latter will still use binary vectors, despite the considered weighting in the document vectorization.

To perform the actual classi�cation using the sklearn and the FFP algorithms, the text was
manually labelled prior to extracting the data from the database. By carefully reading the articles
and narratives, the sources were labelled with one of the ICCS classesintroduced in Chapter 4.
The labelling was performed in consultation with the t-Police team. Since no data was found
that could be categorized as a non-classi�ed crime or acts against the naturalenvironment, both
ICCS classes 11 and 10 were dropped within the research. As such, thisresulted in nine ICCS
classes, including respectively 20 and 15 manually labelled articles and narratives, generating a
total dataset of 315 sources. In practice, this resulted in adding an additional column in the
database of AppendixL. Of this dataset, 270 instances are used for training the classi�ers tomake
predictions on unseen crime documents. Therefore, leaving 45 testing instances, which will be
used for evaluation. Once, a classier is trained usingsklearn , it is serialized using the pickle
module, making it possible to use the Python object in other scripts. Furthermore, evaluation is
performed by invoking performance measures fromsklearn , after which the results are extracted
to a spreadsheet using thexlsxwriter 2 module.

6.4.2 Evaluation

Testing is conducted by combining the classi�ers with the discussed document vectorization tech-
niques of term frequency and tf-idf. The evaluation process is performed in a slightly di�erent
manner for FFP and the other classi�ers, as depicted in Figure6.2. NB and SVM are trained
on a subset of the data prior to selecting the best combination of vectorization, feature selection
and classi�cation method by means of cross-validation. The latter is a practical procedure, used
for selection purposes, splitting the labelled document space into k partitions, called folds. Sub-
sequently, a model is trained usingk � 1 of the folds, while validated on the holdout fold (Provost &
Fawcett, 2013). After cross-validation is performed, every fold will have been used once for testing
and k � 1 for training purposes. Hence, the resulting measures of each test fold are averaged to

1http://scikit-learn.org/stable/
2http://xlsxwriter.readthedocs.io/
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generate a set of �nal validation metrics, which essentially resembles an estimate for the model
performance, that scores best on the validation set.

Figure 6.2: Training and testing of both algorithms.

The performance measures used for both validation and testing are presented in Table 6.3.
The true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN) are
extracted values from the confusion matrix, a table-like visualization that provides insight in the
predicted class labels and true class labels. From these statistics, one can calculate the precision
and recall. Precision can be roughly de�ned as a measure of classi�erexactness, the proportion of
documents labelled correctly. Recall can be thought of as a measure of classi�er completeness, the
proportion of documents that should have been classi�ed, which wereactually classi�ed (Miner
et al., 2012). Both precision and recall are combined in a harmonic mean translated into a single
evaluation metric named the F1-measure.

Table 6.3: Classi�cation performance metrics.

Measure Precision (P) Recall (R) F1 Accuracy

Equation
T P

T P + F P
T P

T P + F N
2 � P � R
P + R

T P + F N
T P + F P + T N + F N

After performing 10-fold cross validation on all stressed combinations using NB or SVM, the
average evaluation metrics from Table6.3 are calculated to determine the three best sets of vec-
torization, feature selector and classi�cation approaches. Subsequently, these sets are extracted
as model and used in out-of-sample testing. In other words, based on cross-validating a lot of
di�erent combinations are found, but only the three best scoring combinations of NB and SVM
are used in the remainder of the evaluation. Having trained each model with the training set and
chosen the best model by means of cross-validation, the test set determines the actual prediction
performance of the models on an unbiased sample. Unlike the other classi�cation algorithms and
referring back to Figure 6.2, cross-validation is excluded from the FFP algorithm. Recall, that
FFP does not incorporate traditional training, but essentially builds a �ngerprint library based on
the training data. As such, multiple sets of di�erent document vectorizers, top-k values and mem-
bership functions are used to generate various �ngerprint librariesthat are directly applied on the
out-of-sample test set. Finally, the highest similarity scores between the data in the test set and
the �ngerprint library are used as predictions to evaluate the overall results. A complete overview
of the initial confusion matrices and test results for both scripts canbe found in Appendix N.

The preliminary test results yielded mainly moderate evaluation scores for all possible com-
binations within the other classi�ers as well as the FFP algorithm. More speci�cally, the highest
scoring SVM classi�er generated a precision of approximately 0.64, meaning that relatively 3=5 of
all the included crime classes is predicted correctly. In contrast, the best scoring FFP classi�er
produces a similar 0.60 precision rate. Both are depicted in the �rstrow of Table 6.4. As such,
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this led to believe to transform the one-stage at classi�cation towards a two-stage hierarchical
classi�cation problem. Until the mid-1990s, the categorical and hierarchical structure existing in
some text classi�cation applications was ignored byattening the hierarchy (Kiritchenko, Matwin,
Nock & Famili, 2006). Flat classi�cation refers to treating the prede�ne d classes in isolation, like
standard binary or multiclass classi�cation. In contrast, hierarchical classi�cation incorporates
a class taxonomy through adivide-and-conquer strategy, generating a multi-label tree structure
(Silla Jr & Freitas, 2011). In other words, this signi�es that crime documents can be assigned
into both leaf and internal categories. In many real-world text classi�cation problems, increas-
ing the number of classes will make it more complex to correctly predict future instances. By
incorporating a class taxonomy, the classi�cation problem is slightly simpli�ed, increasing the
predictive accuracy (Sun & Lim, 2001; F. Wu, Zhang & Honavar, 2005; Silla Jr & Freitas, 2011).
Accordingly, the ICCS crime classes are divided into two parental categories: (i) severe crimes
(1) and (ii) less severe crimes (2). In this capacity, a local classi�er per parent node is trained,
following a top-down level-based approach. The latter implies that one or more di�erent classi�ers
are constructed at each level of the category tree. A crime-related document will �rst be classi�ed
at the root level as either severe or less severe. Thereafter, it will be further classi�ed into one
of the speci�c ICCS classes. Notice that this tree-like structurecan be easily replaced by other
crime hierarchies or taxonomies used throughout di�erent law enforcement organisations.

Hierarchical classi�cation will be performed by �rst training various local classi�ers per parent
node on a subset of the data. Thus, all classes within the data can be divided into three unique
subsets: (i) the �rst level binary classes, (ii) the second level multiclass severe crimes and (iii)
the second level multiclass less severe crimes. After training and validating the other classi�ers
and building the FFP libraries, all algorithms are tested using an independent at classi�cation
approach as depicted in Figure6.2. The results of the best performing classi�ers per parent node
per algorithm from Appendix N are summarized in Table6.4.

Table 6.4: Flat classi�cation: per parent node.

Other Classi�er FFP Classi�er

Precision Recall F1 Accuracy Precision Recall F1 Accuracy

All Classes 0.6420 0.6444 0.6247 0.6444 0.6074 0.5111 0.5326 0.5111
Severe/Less Severe 0.7273 0.9600 0.8276 0.7778 0.6970 0.9200 0.7931 0.7333
Severe Classes 0.6333 0.7200 0.6685 0.7200 0.7429 0.7200 0.7167 0.7200
Less Severe Classes 0.5929 0.6000 0.5745 0.6000 0.7222 0.6500 0.6283 0.6500

In the �rst level severe/less severe classi�cation, the best performing algorithm is the tf-idf
Multinomial NB classi�er. The latter has a slightly better performanc e than the tf-idf at MF,
with k = 5, FFP classi�er. The high recall of both classi�cation models indicat es that respect-
ively 4% and 8% of the positive cases were unidenti�ed, indicating a low rate of false negatives.
Moreover, a precision of approximately 0.70 indicates that roughly 30% of the binary cases was
actually incorrect for both the conventional as well as the FFP classi�er. By manually inspecting
the confusion matrices of the three best performing binary classi�ers of both algorithms, it was
determined that most models predict a crime as severe, while in reality it was a less severe crime.
This could signify that a lot of terms associated to less severe crimes, are also present in the
text of severe crimes. Intuitively, some weapon-related crimes could also be classi�ed as severe, if
those words appear in both of the classes. Increasing the amount of data in terms of quality and
quantity in the future, could also yield higher accuracy scores, as isstressed by both Fuxman et
al. (2009) and Banko and Brill (2001).

In contrast to the binary situation, the best performing multiclass severe FFP model outper-
forms the best performing multiclass severe conventional classi�er in terms of precision and F1.
Consulting Appendix N, also reveals that the three highest scoring FFP models have a stable
F1 of nearly 0.71, while the F1 of the Multinomial NB classi�ers gradually decreases due to a
decline in both precision and recall. Generally, the latter indicates that a wide range of possible
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combinations within the FFP classi�er will still produce rather d ecent results compared to the
algorithm that incorporates NB or SVM models.

Additionally, an even more noticeable di�erence between the conventional and FFP models
is present in the multiclass less severe classi�cation. The tf-idf triangular MF FFP classi�er
surpasses the Multinomial NB classi�er in terms of precision and recall, of respectively 0.13 and
0.05. However, the confusion matrices of the three best other and FFP models a�rms that both
algorithms have problems to distinguish between class 8 (i.e. public order) and class 9 (i.e. public
safety). Still, the FFP models have a higher score compared to the NBand SVM models for
both the severe and less severe multiclass at situations. These results are in accordance with
the results reported by Rosa et al. (2014). As such, it is expected that the FFP classi�ers also
outperform the conventional classi�ers while assessing the hierarchical classi�cation.

Table 6.5: Flat classi�cation: combining classes per parent node.

Other Classi�er FFP Classi�er

Precision Recall F1 Accuracy Precision Recall F1 Accuracy

Severe Classes 0.7322 0.7000 0.6995 0.7000 0.8438 0.8000 0.7965 0.8000
Less Severe Classes 0.7738 0.7333 0.7408 0.7333 0.8750 0.8000 0.8027 0.8000

Preparatory inspection already revealed some signi�cant di�erences in how the severe/less
severe classes are predicted. Additionally, a lot of similarities areobserved between class 1 (i.e.
homicide) and class 2 (i.e. assault) within the severe parental class, besides the aforementioned
class 8 and 9 in the less severe parental class. More detailed manual analysis also disclosed the
fact that documentation could be assigned to various single classes due to their similar nature.
Furthermore, and in light of the ontology-driven approach in Chapter 4, the same basic knowledge
concepts can be mapped to these similar classes. In other words, to solve, react or investigate
theses type of crimes, similar information is needed. For example, information about an MO in
homicide shares resemblance with the details that are important for assault. At the same time,
being very di�erent from the procedures and details associated toless severe crimes such as public
order and safety. This led to the idea to merge similar type of crimesin one single class, decreasing
the amount of level two classes. Thereupon, new models are trained on asubset of seven level two
classes, four in the severe parental class and three in the less severe parental class.

Consulting Table 6.5, one can infer that the best performing FFP classi�er again outperforms
the NB and SVM models, but with a noteworthy increase in the F1-measure, especially in the
less severe case. More generally, this means an increase in both precision and recall, since the
F1-measure is the harmonic mean of both metrics. The highest increase isobserved in the FFP
less severe precision rate, which increases more than 22% towards 0.875, while also increasing
recall. Consequently, this signi�es that the tf-idf triangular MF, with k = 100, FFP classi�er only
incorrectly predicts 12.5% of the given cases. As such, it is expectedthat the classi�ers per node
of Table 6.5 will outperform the algorithms that incorporate all distinctive classes of Table 6.4.

Table 6.6: Hierarchical classi�cation: all classes and combined classes per parentnode.

Hierarchical: Conventional and FFP Classi�ers

Precision Recall F1 Accuracy

All Classes 0.5824 0.5333 0.5272 0.5333
Comb. Classes 0.7270 0.6857 0.6755 0.6857

The assessment and testing results of the hierarchical classi�cation are depicted in the table
above. Comparing the �rst row of Table 6.4 with the �rst row of Table 6.6 illustrates the di�er-
ence between at and hierarchical classi�cation, incorporating all nine crime classes. Although the
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hierarchical classi�er performs marginally better than the at FFP c lassi�er, this does not apply
for the best performing SVM model, which was not expected as discussed before. The confusion
matrices of the at SVM classi�er and hierarchical classi�er reveal that the at classi�er has less
problems with predicting certain speci�c classes (e.g. 4 and 6), while the hierarchical classi�er
is rather scattered, indicating a lot of FP and FN. More notably, the scattering illustrates that
certain classes could be grouped into various other classes simultaneously, called multi-label clas-
si�cation (Aleksovski, Kocev & Dzeroski, 2009). This is especially the case for crimes associated
to class 5 (i.e. burglary). Without incorporating multi-label classi �cation at this point, but by
experimentally excluding class 5 from the hierarchical training and testing, both the precision and
recall proportionally increase from respectively 0.58 to 0.73 and 0.53 towards 0.68. As such, signi-
�cantly improving the predicative accuracy. In contrast, excludi ng class 5 in the at classi�cation
decreases the predictive accuracy. Again consulting Table6.6, it can be examined that excluding
class 5 has a similar e�ect of merging certain classes, as was discussedbefore and depicted in a
at way in Table 6.5. With a precision of 0.73, this implies that approximately 3=4 of all cases are
predicted correctly. Furthermore, this also indicates that by combining certain classes { due to
comparing knowledge and information { signi�cantly increases theF1.

Figure 6.3: Final hierarchical classi�er.

Ultimately, a �nal hierarchical classi�er is selected, including the combined crime classes, which
incorporates a Multinomial NB classi�er with two FFP classi�ers for th e second level multiclass
situations, as is tailored in Figure 6.3. Training the three models and testing the �nal classi�cation
resulted in fairly decent outcomes, especially considering the fact that the used data could be
replaced with actual police documentation, possibly contain less noisy and more valuable features
within TDM. Furthermore, police documentation will also exceed the minimum amount of 35
labelled corpora used per included class.

6.5 Conclusion

As standalone research, the results presented in this chapter showthat the proposed Fuzzy Fin-
gerprinting (FFP) classi�cation algorithm outperforms Naive Bayes and Support Vector Machines
for the multiclass situation in the crime analytical domain. As a rather straightforward method,
FFP does not require machine learning training, decreasing the amount of time for building the
�ngerprint library. Moreover, the library can be extended to on-the-y processing of data streams.
What was not tested is overcoming falsely or multiple predicted classes, creating possibilities for
multi-label classi�cation. If multiple similar �ngerprints are fou nd according to a certain threshold
value, it may provide additional identi�cation functionality for the crime analytical domain.
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With respect to the information enrichment process, this chapter shows that FFP can be
adopted to assign a severe or less severe crime class based on the crimedocument �ngerprint. In
turn, the class can facilitate basic information extraction according to the associated controlled
vocabulary, identi�cation or possibly case prioritization. However, what is even more promising is
the fact that �ngerprint libraries can be easily extended towards other schemes and problems. By
focusing on various terms and extracted features, one could for exampleidentify certain people
(e.g. suspects or perpetrators) ormodus operandi. Nevertheless, this requires huge pools of data
and proper evaluation. Hence, requiring more context and further investigation to prove its lower-
level functionality. Despite the need for additional research, this chapter has shown that FFP
expands current research in the crime analytical domain with more thanjust an appropriate name
and could improve daily operations and strengthen the process of proof.
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Chapter 7

Semantic Crime Information
Clustering

Despite that crime document classi�cation provides initial stru cture and enrichment, text could
still harvest valuable details and information within its sentences. As such, this chapter provides
a study regarding semantic information clustering. First, Section7.1 presents a thorough decom-
position of IE. Moreover, this section presents several limitationsand how textual information
enrichment can be linked to limitations and possibilities in Open IE. Subsequently, Section7.2
proposes two alternative vectorization techniques for sentences, named Bag-of-Word2Vec-Means
(BOWM) and Bag-of-Sentence-Concepts (BOSC), both based on the neuralnetwork language
model Word2Vec. Thereafter, the sentence vectors are used as inputfor several clustering al-
gorithms presented in Section7.3. Combinations of sentence vectorization techniques and cluster-
ing algorithms are implemented and evaluated in Section7.4. Lastly, Section 7.5 will discuss the
general �ndings and implications of this chapter

7.1 Extracting Text Segments

Information extraction (IE) is a critical ongoing problem in the process of extracting knowledge
from natural language. According to Jurafsky and Martin (2007) di�erent types of information
are part of the IE pipeline, speci�cally: (i) named entities, (ii) temporal expressions, (iii) numeric
values, (iv) events and (v) relationships. Entity extraction or named entity recognition (NER)
commonly includes, the �rst four types of the abovementioned information categories. Recall that
it is the automated process of identifying named entities from extensive collections of unstructured
textual sources (Aggarwal & Zhai, 2012). A named entity is merely anything that can be referred
to with a proper name. Examples of named entities are elements of POLE,such as persons,
objects (i.e. weapon or vehicle) or locations (i.e. place or construction). Naturally, relation
extraction (RE) covers the last type of information; the semantic connections between named
entities. According to Ng et al. (2013), semantic connections typically represent facts about the
entities, which can be depicted as, for example,uses(person, object) or livesIn (person, location).

For nearly all IE applications, the extraction is of named entities is a crucial initial step that
can be achieved through several methods (Nadeau, 2007). First of all, rule-based methods use a set
of rules, either manually constructed or learned by a machine learning algorithm. Subsequently,
the free text is compared against the rules to �nd a speci�c named entity. Usually, a rule consist
of a pattern and an action. The latter is �red if a regular expression pattern matches a token or
sequence of tokens de�ned over a set of features. Normally, the action consists of labelling (i.e.
tagging) a token with a speci�c entity name (J. Jiang, 2012; Soderland, 1999). More recently is
the use of machine learning techniques for NER. Supervised techniques use an annotated corpus of
entities to train a model. Each token in a sentence is treated as an observation, which is represented
as a feature vector for classi�cation purposes (Nadeau, 2007). Semi-supervised techniques remove

54



Chapter 7. Semantic Crime Information Clustering

some of the need for fully labelled entities. W. Liao and Veeramachaneni(2009) start with a
small set of annotated entitiesL , with every k iteration a classi�er Ck is trained on the data and
the extracted new entities are added toL . A third machine learning approach is unsupervised
NER, in which named entities are clustered based on context (Alfonseca & Manandhar, 2002)
or simultaneous occurrence (Shinyama & Sekine, 2006). In addition to rule-based methods and
machine learning approaches is the use of a so-calledgazetteer. The latter is used as a (nested) list
of named entities that can be adopted to recursively tag instances thatare part of the gazetteer
(Ng et al., 2013; Kazama & Torisawa, 2008). Notice that the practicability of a gazetteer can be
easily mapped on the usage of a controlled vocabulary (CV) as was presented in Chapter 4. As
such, a gazetteer can will be proposed and demonstrated in the next chapter to represent the CV.

In contrast to a named entity, a relationship is usually a semantic connection between two or
more entities de�ned in the form of a tuple1, such ast = ( e1; e2; ::en ) or t = ( e1; r; e2), where ei

are entities in a prede�ned relationship r as part of document D (Soderland et al., 2010; Bach &
Badaskar, 2007). Most recent work in RE is mainly focused on extracting binary relationships, such
as the examples in previous paragraph. As with NER, RE can be subdivided in several methods.
Rule-based systems use a naive approach of hand crafted patterns, which extracts dependency
structures through shallow parsing or chunking (Nebhi, 2013; Hearst, 1992). Supervised methods
present RE as a classi�cation task, using annotated relations as traininginput for a mapping
function that reproduces similar annotations on unseen text segments(Jurafsky & Martin, 2007).
Supervised RE generally has two stages: (i) training a binary classi�er to detect a relation and
(ii) training a classi�er to label the relations. Both NER and RE are �tt ed with the assumption
of having access to annotated material, which is often impractical in many real-world settings. As
such, one may apply a weakly-supervised orbootstrapping approach. DIPRE, developed by Brin
(1998), is considered the �rst system that employed bootstrapping forRE (Jurafsky & Martin,
2007). The main idea is to use the output of an initial set ofseed tuples, to retrieve new sets
that serve as input for the next iteration until convergence criteria are met. Similar is the use of
distant supervision. Concretely, the intuition of the latter is th at any sentence that contains a
pair of entities, which is known as a relation in a knowledge base is likely to express that relation
(Mintz, Bills, Snow & Jurafsky, 2009). Therefore, it extends bootstrapping by using features
from di�erent sentences, including the entities, to create a rich feature vector for classi�cation
purposes. A reversed approach is known as unsupervised RE, which aims at discovering relational
details without the use of a priori knowledge (W. Wang, Besan�con, Ferret & Grau, 2011). The
unsupervised extraction of relations can be examined according to three viewpoints:

1. Preemptive IE. Compares document relations using a two-level bag-of-words approach to
cluster basic relation patterns (Shinyama & Sekine, 2006).

2. On-demand IE. Responds `on-demand' by retrieving keywords as topic in documentretrieval,
which contain information about the apparent relations of this topic (Sekine, 2006).

3. Open IE. A domain-independent approach that identi�es relation phrases basedon patterns
from part-of-speech tagged text to ultimately extract relation tuples.

7.1.1 Information Extraction Limitations

Although IE systems have become more sophisticated throughout recent years, there are still
several limitations. First and foremost, rule-based systems may tend to achieve high degrees
of precision, it is at the expensive of valuable time. Manually developing rules requires human
expertise, which is a labour-intensive and time-consuming process and will make porting the rules
to other domains a challenge in its own right (R. Jiang, Banchs & Li, 2016; Nandakumar, 2016;
Aggarwal & Zhai, 2012). As briey highlighted before, having access to annotatedtraining material
is often unrealistic. Intrinsically, the performance of supervised methods becomes exceedingly
dependent on a suitable feature set selection, which in turn also becomes a tedious and time

1A tuple is considered a sequence of immutable (i.e. unchange able) objects (Bird et al., 2009).
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consuming activity. Therefore, high accuracy might be achieved, barring a lot of e�ciencies (Sahu,
Anand, Oruganty & Gattu, 2016; Konstantinova, 2014). Moreover, Bach and Badaskar (2007)
stress that supervised methods will become very di�cult to generalize to new entity and/or entity-
relation types. Furthermore, regardless of how promising bootstrapping is presented to overcome
these constraints, it is not completely awless. Error propagation is a serious problem, in which
mistakes in initial seeds may generate mistakes in later stages (Konstantinova, 2014). In addition,
there is the potential of semantic drift. The latter occurs when erroneous senses of tokens are not
taken into account, therefore moving away from the original meaning of the word, resulting in
decreased precision (Jurafsky & Martin, 2007). Distantly supervisedapproaches may control the
latter, but according to Riedel, Yao and McCallum (2010) this may still generate noisy patterns.
By using a domain-speci�c database, entities may appear in the same sentence due to topic
similarity, not because the sentence is expressing the relationship from the knowledge- or database.
Therefore, one does not know the exact correspondence between entities and relations within
sentences. Hence, distant supervision is unable to guarantee complete texts and databases (Xiang,
Chen, Wang & Qin, 2016). Although, unsupervised methods have the potential to overcome the
previous expressed limitations, the methods are far from complete.More speci�cally, in the Open
IE domain, unsupervised approaches can process very large amounts of free text and extract
large numbers of both entities and relations, but the information lacks usefulness for further
analytical processing. By only enumerating semantic relations and entities, it may not serve more
comprehensive pattern discovery and mapping between relations. The latter makes Open IE an
interesting topic to map on the crime analytical domain and information enrichment process.

7.1.2 Crime Analytical Direction

Obstacles discussed above, stressed that most IE systems do not scale to corpora where the number
of target relations are unable to be speci�ed in advance or the number of target relations is simply
very large. Essentially, this scenario follows the rational depicted by the experts from Chapter
4. Recall, that the police experts underlined that every crime casegenerally di�ers, so all details
(i.e. entities and relations) are of utmost importance. Open IE follows the same rational, avoiding
speci�c noun and verb phrases at all cost. However, there is a gap between theory and practice
since the generated entities and relations from Open IE could lack usefulness in further analysis.
A common approach to increase the functionality is to build clusters ofrelational patterns and
entities. Still, research conducted by Min, Shi, Grishman and Lin (2012), Yao, Haghighi, Riedel
and McCallum (2011) and Nakashole, Weikum and Suchanek (2012) clarify that there is a lack
of semantic similarity within the clusters. As such, this chapter proposes the use of semantic
similarity between sentences to give more meaning to the extracted entities and relations. In
particular, the idea of BOW clustering from Preemptive IE is replaced with the clustering of
sentences within Open IE. More speci�cally, this chapter proposes to group similar sentences to
extract similar information from those sentences. With regard to the crime information enrichment
process, semantic information clustering decomposes the document into sub-stories, creating a
more meaningful knowledge representation of the data in the document. This acknowledges that
clusters can be used to: (i) link POLE data with other incidents, leads or cases, (ii) discovering
relations, (iii) extracting speci�c MO and (iv) creating visual te xtual overviews. The semantic
clustering of sentences requires a di�erent approach than the three step text processing phase, seen
in crime document classi�cation. An approach which is known as semantic sentence vectorization.

7.2 Semantic Sentence Vectorization

Up until now, text and documents have been represented by the vector space model following the
BOW hypothesis by Salton, Wong and Yang (1975). This resulted in arguably the two most com-
mon representations, namely term frequency (tf) and term frequency inverse document frequency
(tf-idf), both being constituted by weighted information about the f requency of words. Due to
this intuitive `absence and presence' interpretability, vectors based on the BOW hypothesis have
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established themselves as one of the most inuential document and sentence representations. No-
tice that, document { in this context { can be used interchangeably with sentence. Although, the
previous chapter demonstrated that both models perform decently well for simple classi�cation
tasks, they generally have some disadvantages for more complex tasks:

1. The word order is lost. Hence, distinctive sentences, representing relations and entities,
could have the exact same representation as long as the same terms are used. Particularly,
sentences that resemble similar meaning, do not necessarily haveto share many of the same
words (Le & Mikolov, 2014).

2. Both models su�er from high dimensionality and data sparsity. The former occurs due to
the dictionary size, while the latter is caused by including a small fraction of the words in
the dictionary. Therefore making it computational ine�cient for short er text segments (Li,
McLean, Bandar, O'shea & Crockett, 2006).

3. Due to increased sparsity and dimension, both models have little sense about the semantics,
since distance measures become meaningless. As such, it fails to capture the distance between
individual words, therefore failing to capture the semantic similarity and thus the meaning
of the words (Kusner, Sun, Kolkin & Weinberger, 2015).

The abovementioned disadvantages have motivated the use of thedistributional hypothesis. Harris
(1954) states that every language can be characterized in terms of the occurrence of textual parts
relative to other parts; the distributional structure . This concept is explored further by Firth
(1957, p. 11), who coined the well-known quote: \you shall know a word by the company it
keeps". In essence, the core of the distributional hypothesis is the presence of correlation between
distributional and meaning similarity (Sahlgren, 2006). However, distribution does not necessarily
require words to co-occur, merely that they co-occur in the same context. Appropriately, Bengio,
Ducharme, Vincent and Jauvin (2003) were among the �rst to introduce this theory as major
improvement in neural network language modelling. The latter is usedto capture statistical
characteristics of individual words in natural language, allowing to makeprobabilistic predictions
of the next word given the preceding words.

Generally, an arti�cial neural network (ANN), or simply neural network (NN) , is a set of
interconnected input and output units, called neurons, loosely based on its biological counterpart
(Han et al., 2012). The most commonly used NN, a multilayer perceptron (MLP), consists of
several neurons, distributed over an input, various hidden and an output layer. Each neuron
takes the weighted sum of the output of previous layer and applies an activation function on this
input (Burstein & Holsapple, 2009). The MLP connects neurons moving forward from the input
nodes, through the neurons in the hidden layer towards the output. Learning is accomplished by
adapting the randomly assigned connection weights between the neuronsthrough backpropagation.
From a supervised learning perspective, backpropagation facilitatesthe error for every neuron, by
comparing the prediction with the actual known value in a backwards direction. The weights are
adjusted by minimizing/maximizing the meaning-squared error/log-lik elihood through stochastic
gradient descent, which is the stochastic approximation of gradient descent (GD). Briey, the GD
algorithm determines the derivative of the function (i.e. sum of weighted activation functions) at
every neuron and changes it weights in the direction of the steepest gradient, resembling the best
improvement (Manning & Sch•utze, 1999). After several cycles, the model converges to a state of
small error calculation, in which the NN is able to label unseen data.

As mentioned earlier, Bengio et al. (2003) used a NN to determine language models that
estimate the probability of a give word sequenceW: The goal of a language model is to capture
the characteristics of natural language words:
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Notice that the last part of the equation above is simpli�ed according to the Markov assumption
(Jurafsky & Martin, 2007). In the Neural Probabilistic Language Model (NPLM), p resented by
Bengio et al. (2003), the prediction of P(wt j wt � 1

t � n +1 ) is determined by using a NN. Each word
wt from the training vocabulary V is mapped on a feature vectorw t through a mapping C. This
matrix of dimension jV j � m resembles all feature word vectors either randomly determined or
based on prior knowledge. The goal is to learn a modelf that subsequently maps a given word of
index i in the V , to a conditional probability distribution, through g, which uses the prior word
vectors. To put this a lot simpler, using the `history' of the words to determine the next word:

f (i; w t � 1; wt � 2; :::; wt � n +1 ) = g(i;

w t � 1
z }| {
C(wt � 1);

w t � 2
z }| {
C(wt � 2); :::; C(wt � n +1 )) (7.2)

Ultimately, Equation 7.2 outputs a vector whosei th element estimates the probability P(wt =
i j wt � 1

t � n +1 ). It should be observed that f is a nested composition of two mappings,C and the
NN named g. The hidden layers of the NN are trained using backpropagation and stochastic GD,
modifying the weight and thus the vectors. As such, the NPLM jointly l earns the language model
and semantically informed word vectors, calledword embeddings. The properties of these dense
vectors have proven to be semantically relevant, meaning that wordsthat tend to be nearby, are
semantically similar (Collobert & Weston, 2008).

Figure 7.1: NPLM. Figure 7.2: Skip-gram. Figure 7.3: CBOW.

The inuential NPLM demonstrated satisfactory performance, but at the e xpense of more
computational training power (Mikolov, Yih & Zweig, 2013). As a response, Mikolov, Chen et
al. (2013) present two new architectures known as: (i) continuous bag-of-words (CBOW) and
(ii) continuous skip-gram (skip-gram), summarized under the name Word2Vec. Both models are
a variation on the aforementioned NPLM. However, rather than relying solely on the preceding
words, a word is predicted based on its context (i.e. CBOW) or surrounding words are predicted
from a single input word (i.e skip-gram) as is depicted in the �gures above.

The objective of the skip-gram model is trying to predict the most probable surrounding words
in a context-window of length m for every given word in a corpus on every positiont. More formally,
one tries to maximize the probability of any context word given the current centre word in the
window, which is, according to Manning and Sch•utze (1999) equivalentto minimizing the negative
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log-likelihood:
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logP(wt + j j wt ; �) (7.3)

In Equation 7.3 the inner summation represents all the words in the window of the context, ignoring
the input itself. The surrounding word vectors � are learned by adju sting the NN weights through
backpropagation and gradient descent by calculating:

P(wt + j j wt ) = P(outside
words j centre

words ) =
e(u T

o �v c )

P V
w=1 e(u T

w �v c )
(7.4)

The vector space that is generated by Word2Vec makes it possible to perform simple algebraic oper-
ations on the generated word embeddings. A well-known example is the analogy given by Mikolov,
Chen et al. (2013): vector(\ king") � vector(\ man") + vector(\ woman") = vector(\ queen"). It
may also be applied to, for example, national dishes:vector(\ bradwurst") � vector(\ Germany")
+ vector(\ Netherlands") = vector(\ boerenkool").

Following these successful models, the challenge remains to go beyond word embeddings to-
wards textual representation. Vector-based models are mainly directed at representing words in
isolation, while sentence-level representations have receivedless attention. Only a small amount
of studies was found that sought to focus on shorts text segments (Khosla& Venkataraman, 2015;
Socher, Huang, Pennin, Manning & Ng, 2011; Mitchell & Lapata, 2010). However, thisthesis
builds upon the earlier laid Word2Vec foundation by proposing two new, rather simple, semantic
sentence representations that will support semantic information clustering for textual enrichment.
Both models will be compared with an extension of Word2Vec named Doc2Vec.

Figure 7.4: Word2Vec context-window.

7.2.1 Doc2Vec

Recall that previous section demonstrated the notion of context-window; words that do not ap-
pear within the context-window will never occur together. As such, Word2Vec fails to produce
embeddings for larger text sequences. Paragraph vectors, or Doc2Vec, areproposed by Le and
Mikolov (2014), inspired by Word2Vec, to extend embeddings to word sequences. The latter is
simply an arbitrary length text block (e.g. paragraph, sentence or document), while its paragraph
vector (PV) resembles the embedding of such a sequence.

Doc2Vec explores the abovementioned limitation by applying supplementary input neurons in
the NN that generate the PV. The PV and unique word embeddings are presented in columns of re-
spectively matricesD and W . From this perspective Doc2Vec presents two modi�ed architectures,
which are basically in accordance with Word2Vec.

The distributed memory model of paragraph vectors (PV-DM) is an extension of CBOW, in
which the PV can be thought of as additional context, larger than the actual window permits. It
generally acts as a `memory' of what is missing from the current context-window. More simpli�ed,
this signi�es the PV is shared across all contexts from the same word sequence, regardless of
window size. Additionally, the distributed bag-of-words (PV-DBOW) essentially works in the
same way as the skip-gram model, except from the fact that the word embedding is replaced by
the PV. As such, predicting the words in the context-window.

59



Chapter 7. Semantic Crime Information Clustering

Figure 7.5: PV-DBOW Figure 7.6: PV-DM

Training both models to produce sentence embeddings is accomplished by backpropagation
and stochastic GD, comparable to Word2Vec. Notice that the latter will slight change both
Equation 7.3 and 7.4. At the end of the training process, both word and sentence embeddings are
generated in matricesW and D. After the training stage, unseen documents can be inferred by
adding columns to matrix D and retrain the model using gradient descent on the unseen words
(Bhardwaj, 2016).

7.2.2 Bag-of-Word2Vec-Means (BOWM)

Basically, every sentence consists of an arbitrary set of individual words, which implies that the
maximum context-window varies profoundly per document. Moreover, this indicates that taking
just the sum of the individual word embedding in a sentence will not maintain semantic sentence
similarity. In other words, identical sentences with a variable length will never be regarded the
same. Although, this train of thought has been applied in the past by Chinea-Rios, Sanchis-
Trilles and Casacuberta (2015), this thesis does not follow the same logic, but proposes a new
vectorization technique. The latter merges all the learned word embeddings into a single sentence
embedding, usable for machine learning tasks. The latter is achievedby taking the aforementioned
sum of word embeddings and calculating the mean by normalizing the sum:
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(7.6)

The left Equation 7.5 incorporates a lookup function f that infers vectors w t from a trained
Word2Vec model by using natural language wordswt . Furthermore, Equation 7.6 on the right
presents an additional function g that calculates the tf-idf score of the word in a sequence, which
is multiplied with the respective embedding of the word. This weighted variant introduces a
decreased leverage of the most common words. Considering documents cannow be represented
as a `bag' of encoded sentences, this approach is named Bag-of-Word2Vec-Means (BOWM). Both
variants, BOWM and tf-idf BOWM, will be evaluated throughout the remai nder of this thesis.

7.2.3 Bag-of-Sentence-Concepts (BOSC)

Despite the impressive performance of Doc2Vec in recent studies(Lau & Baldwin, 2016; Campr &
Je�zek, 2015), the generated sentence embeddings often lack interpretable representations. Accord-
ing to B. Kim, Patel, Rostamizadeh and Shah (2015) interpretability of seemingly high dimensional
vectors can provide a deeper understanding to explain the data, and evaluate and debug the logic
incorporated in machine learning algorithms. Since Doc2Vec sentenceembeddings fail to overcome
this limitation, another alternative vectorization technique is prop osed in this chapter. The tech-
nique is based on a study by H. Kim et al. (2017), which stress that documents contain multiple
interpretable concepts. Hence, the name Bag-of-Sentence-Concepts(BOSC). The crux of BOSC
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is to maintain the potential value of a distributed presentation whil e at the same time provide
an interpretable sentence vector. Although having an interpretablevector itself is not the main
goal, it is important that sentences should be represented with clearunderstanding to ultimately
construct signi�cant models.

Like in BOWM, word embeddings in BOSC are inferred from a Word2Vec model using a lookup
function. In addition, BOSC uses spherical k-means clustering togroup semantically similar words
from a sentence into a common concept cluster (CC). Furthermore, the sentence vectors will be
established by the frequency of eachCC in the sentence for a given document. As such, providing
both dimensionality reduction as well as vector interpretability, similar to the BOW method.
Figure 7.7 provides a very simple example of BOSC for a document with three sentences and two
concept clusters.

CC1 CC2

v s1 2 2
v s2 5 2
v s3 5 3

Figure 7.7: BOSC Example: \He was involved in a drive-by shooting. Investigation revealed a red car
and machine guns were used. Later, witnesses stated they sawa blue Volkswagen leaving the scene"

7.3 Clustering Algorithms

Clustering or cluster analysis partitions similar objects into segments, natural groupings or subsets,
calledclusters (Han et al., 2012). As such, it is based on the idea of maximizing intraclass similarity
and minimizing interclass similarity. More speci�cally, the great er the homogeneity within a cluster
and the greater the discrepancy between groupings, the more distinctthe clustering. Often,
clustering serves as a preliminary step, i.e. using the newly found data further down the pipeline.
According to both Han et al. (2012) and Fahad et al. (2014), clustering algorithms canbe divided
into four categories: (i) partitioning- (ii) hierarchical- (iii) den sity- and (iv) grid-based algorithms.
Moreover, Aggarwal and Reddy (2013) clarify that the former two approach are distance-based
techniques, often desirable due to their simplicity. Since there is an abundant amount of clustering
algorithms only a selection of algorithms with a distance-based perspective are utilized in this
thesis.

7.3.1 Partitioning-based Methods

Partitioning-based algorithms simply divide the set of data objects into non-overlapping clusters
{ i.e. one-level partitions { such that each data object is in one particular cluster. More formally,
given a set ofn objects, k partitions are constructed, where k < n and each partitions contains
at least one object. According to Manning et al. (2009) the most common, and important, par-
titioning algorithm, is k-means. First, k objects in dataset D are randomly selected, presenting
the initial cluster centre (i.e. cluster mean or centroid). Subsequently, the remaining data objects
are assigned to the most similar cluster, based on the Euclidean distance between the objects and
the centre, k-means iteratively improves the within-cluster variation by minimizing the objective
function (i.e. sum of squared errors) given in Equation7.7. Following is the computation of new

61



Chapter 7. Semantic Crime Information Clustering

centre means using the objects of the preceding iteration. The latter continues until the centroids
remain unchanged, terminating the algorithm.

Ek-means =
kX

i =1

X

v s 2 C i

(jjv s � Ci jj2)2 Ci = � (Ci ) =
1

jCi j

X

vs 2 C i

v s (7.7)

An alternative is presented by spherical k-means, optimized for high-dimensional data such as
textual vectors. Strehl, Ghosh and Mooney (2000) advocate that the Euclidean distance, used in k-
means, is often inappropriate for clustering documents. Therefore, spherical k-means is presented,
which uses cosine similarity between data objects. More formally, it is presented by (Dhillon,
Guan & Kogan, 2002) by minimizing the cosine dissimilarity:

Espkm =
kX

i =1

X

v s 2 C i

(1 � cos(v s; Ci )) (7.8)

In contrast to the abovementioned algorithms, not every scenario can rely on forming convex
geometric clusters. To put it di�erently, sometimes clusters overlap in the original space due to
complex data (Aggarwal & Reddy, 2013). Thus, spectral clustering is introduced, projecting the
original data into a new space combining feature extraction and clustering by means of representing
the data in the form of a similarity graph (Von Luxburg, 2007). In a very brief way, the algorithm
works a follows:

1. Let G = ( V; E) be an undirected graph, where each vertex2 vsi represents a sentence. This
graph can be represented as an adjacency (or a�nity) matrix W , representing the connection
between sentences, the edge is weighted by the similarity (i.e.distance) si;j .

2. UsingW , one can calculatedi =
P n

j =1 wi;j , where degree matrixD is de�ned as the diagonal
matrix D ii = di . Using D and W , matrix A can be derived according toA = f (W; D). The
way step 1 and 2 are constructed varies per similarity graph (i.e. how the edges are weighted),
briey presented in the last section of Appendix M.

3. Matrix A can be solved to computek leading eigenvectors, which derivesk new dimensions,
�nding the eigenvectors is achieved by incorporating a solver, build in the algorithm provided
by sklearn or through ARPACK (Lehoucq, Sorensen & Yang, 1997).

4. The k eigenvectors can project the original data onto a new space. Subsequently, a traditional
clustering algorithm can be applied in this new space. Besides k-means, discretization is used
(Stella & Shi, 2003). Accordingly, the data objects are clustered.

For a more mathematically comprehensive analysis it is advised to consult both Aggarwal and
Reddy (2013) and Von Luxburg (2007).

7.3.2 Agglomerative Hierarchical Method

The partitioning algorithms often have a non-deterministic foundation, meaning the methods ex-
hibit a di�erent outcome for the same input (Aggarwal & Reddy, 2013). Hierarchical clustering
iteratively groups objects in a more deterministic procedure, bymeans of hierarchical decomposi-
tion. Hierarchical methods can be classi�ed as either agglomerative or divisive. The agglomerative
approach starts by forming each object in a singleton cluster and mergingcluster along the way
to build a bottom-up hierarchy. The divisive approach works in an oppositetop-down fashion. In
accordance with Manning et al. (2009), this thesis focuses on agglomerative clustering, since it is

2A vertex is a point where two or more line segments (i.e. edges ) meet. For example, a square consists of four
corners, meaning it has four vertices.
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a popular and less complex approach. Generally, agglomerative clusteringworks as follows. First,
each vector is assigned to a single cluster. Afterwards, a similaritymatrix is constructed based on
the similarity between clusters (i.e. linkage). Based on the shortest distance two pairs of cluster
are merged, and the matrix is updated. This process is repeated until the matrix is reduced to
a single element, generating a binary tree structure called a dendrogram. Within this thesis the
following similarity calculations are considered:

1. Complete linkage. The similarity of the clusters is determined by the distance of their most
divergent members.

2. Average linkage. Considers similarity of two clusters as the average distance of all vectors
within those clusters.

3. Ward's method. Assumes a cluster is represented by its centroid and minimizesEquation
7.7 from k-means, to determine the distance.

Furthermore, three distance measures have been chosen to determine the similarity, namely: Eu-
clidean distance, Manhattan distance and cosine distance.

7.4 Clustering Results

Whereas the theory and rational in this chapter were briey described in previous sections, the
actual clustering still needs to be performed. The previous steps were carefully studied, analysed
and translated to Python scripts. In correspondence with previous chapter, di�erent semantic
sentence vectorization techniques are combined with di�erent clustering algorithms to properly
evaluate and determine the best performing combination.

7.4.1 Implementation

Unlike document classi�cation, the clustering of sentences doesnot require establishing a training
corpus due to the unsupervised nature. However, semantic vectorization actually demands training
of both Word2Vec and Doc2Vec models, which is accomplished throughgensim. The gensim
module provides a toolkit for topic and vector space modelling by including implementations of,
i.a. Word2Vec and Doc2Vec (Rehurek & Sojka, 2010). It is speci�cally designed to handle semantic
representations of unstructured data. Hence, the namegensim, `generate similar'.

By means ofgensim BOWM and BOSC incorporate a pre-trained model containing 300 dimen-
sion word embeddings extracted from Google News. Since such a pre-trained model is unavailable
for Doc2Vec, the model is trained on the extracted crime articles andnarratives from Chapter 5.
A connection with the database is provided by thesqlite3 module, whereas the data is stored in a
data frame provided by the pandas library. Training is accomplished by means ofgensim, provid-
ing the functionality to merge the pre-trained weight matrix from th e aforementioned pre-trained
Word2Vec model with the newly trained Doc2Vec model. Le and Mikolov (2014) advocate that
training as a result of PV-DM consistently outperforms PV-DBOW. However, Lau and Baldwin
(2016) have reported contradictory results. Therefore, both models aretrained and used.

After training the Doc2Vec models, BOWM and BOSC algorithms are implemented in Python
using the numpy3 library to process highly dimensional arrays and matrices. Furthermore, the tf-
idf vectorizer from sklearn is used to extract speci�c term weights employed by the tf-idf BOWM
variant. Additionally, spherical k-means is incorporated in BOSC, through sklearn . An overview
of the general steps of both BOWM and BOSC algorithms can be found in Appendix K.

In total four semantic vectorization techniques are translated to callable Python functions
complemented by a non-semantic tf-idf vectorizer fromsklearn for evaluation purposes. Every
vectorization function is initiated by sentence tokenization, followed by word tokenization within
the sentences, including the removal of basic stopwords, all provided by nltk . Unlike document

3http://www.numpy.org/
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classi�cation, lemmatization is not applied, due to the fact that unlem matized words will remain
close within the vector space. All the sentence vectorization functions are accompanied by a
clustering algorithm invoked from sklearn . Recall, that Scikit-learn implements a range of ma-
chine learning functionalities, providing multiple settings for similarity graphs, eigenvalue solvers,
linkage and distance measures. Thus, generating multiple combinations of sentence vectorization
techniques and clustering algorithms. An approach that shares resemblance with the previous
chapter. Ultimately, adopting the best performing combination will r equire clustering evaluation
provided by sklearn . Outcomes of the evaluation will again be extracted to a spreadsheet using
the xlsxwriter library. Since clustering is inherently unsupervised the models do not require
serialization.

7.4.2 Evaluation

Generally, the evaluation of cluster analysis is a very di�cult proc ess, since what makes a good
cluster is highly subjective and often no `ground truth' is available. Nevertheless, there are two
objective approaches that will be carried out to assess the performanceof all possible vectorization
and clustering algorithms combinations.

Intrinsic Measures

Often, the ground truth of a dataset is unavailable, meaning that sentences are not grouped in
advance according to their semantic similarity of speci�c topic. Hence, intrinsic methods can
be used to evaluate the performance withouta priori knowledge. In general, this is achieved
by examining how cohesive clusters are and how well clusters are separated (Han et al., 2012).
Albeit, there are various intrinsic measures, this thesis will focus on the average silhouette score
(or coe�cient). Rousseeuw (1987) presents the silhouette score as a measure for how dissimilar
a sentences is to its own cluster Cs and how dissimilar it is to the closest neighbouring cluster
Cs62C . The value of the silhouette score ranges from� 1 to 1. A value closer to one indicates
higher quality clustering, that is, low dissimilarity between sentences within the cluster and high
dissimilarity with the other sentences not in the cluster. In addition, a value of zero indicates
that sentences could �t into neighbouring clusters almost as good as inCs. Lastly, a negative
coe�cient indicates that sentences are closer to objects in anothercluster than the objects in the
same cluster, indicating a poor clustering.

Figure 7.8: Overall average silhouette score: best performing sentence vectorizers.
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After training and creating the semantic sentence vectorizers on the crime text from the data-
base, a holdout sample of document is extracted for evaluation. The sample contains 51 articles
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and 19 narratives of combined crime classes one and two (i.e. homicide andassault), based on the
results of Chapter6. All the documents are �ltered to contain at least ten sentences to evaluate for
di�erent values of k clusters. As such, 36 crime documents were used for clustering and calculating
the silhouette score per document to determine the overall average silhouette score.

Figure 7.8 depicts the best scoring combinations of all sentence vectorizers,based on the results
presented in AppendixO. The �rst striking detail that can be examined from this appendix is the
fact that spherical k-means consistently outperforms the other algorithms, providing the highest
scores for all sentence vectorization approaches. This was somewhat expected, since spherical k-
means is often preferred for high dimensional text representations due to the use of cosine similarity
(Hornik, Feinerer, Kober & Buchta, 2012). Furthermore, both Doc2Vec models outperform the
rest, if k < 5, but fail behind if k increases, indicating that Doc2Vec does an acceptable job at
providing cohesive and separated sentence clusters for lower values of k. Based on the overall
average silhouette score it was not found that PV-DM outperforms PV-DBOW or vice versa.

Additionally, both BOWM and tf-idf BOWM perform poorly on all other algorit hms incorpor-
ating Euclidean distance and a little better on the other distance measures, which implies that
from a distance-perspective both approaches score rather low. Following on the latter, variants of
BOSC denote higher average silhouette scores when Euclidean distance is used, since the technique
incorporates dimensionality reduction, generating interpretablelow-dimensional sentence embed-
dings. Consulting Appendix O, one can examine tf-idf vectorization scores high using spherical
k-means, but very poorly using the other algorithms. This illustrates that a non-semantic sen-
tence vectorization approach will generate poor clusters in terms of intrinsic evaluation. Although,
both Doc2Vec and variants of BOSC demonstrate decent values regarding intrinsic evaluation, the
question arises whether it is actually semantically useful to look only at distances. In real-world
situations BOWM variants could still be very useful even if clusters would overlap or sentence
topics are exceedingly close to each other. The latter argues that well-formed clusters do not
always pertain practicality, especially considering clusteringfor IE purposes, in which information
frequently overlaps. To get a little closer to answer questions regarding this limitation, one can
provide a manual categorization and perform extrinsic evaluation.

Extrinsic Measures

Extrinsic measures describe the performance of clustering procedures given a `ground truth' of the
sentences. Often, this is regarded as the general topic expressed by the semantic meaning of the
given words. Therefore, extrinsic measures can be applied if topic labels are constructeda priori
for each data point. Although the latter is very complex in real-world situations, extrinsic measures
mainly serve to facilitate metrics to assess the performance against human annotation. However,
a `wrong' clustering seems very relative due to the subjective nature of human annotation.

According to Amig�o, Gonzalo, Artiles and Verdejo (2009), extrinsic evaluation metrics can be
divided into three classes: (i) set matching, (ii) pair counting and (iii) entropy-based. Set matching
`matches' the predicted clusters with the ground truth labels to calculate cluster precision and
recall, to determine the F1-measure4. Pair counting measures are based on counting the pairs of
data objects on which di�erent clusters degree or disagree. One suchmeasure used, within this
thesis, is the Fowlkes-Mallows (FM) index. According to Wagner andWagner (2007) the FM index
can be interpreted as the geometric mean of cluster precision and recall, counting the TP, FP,
TN and FN within the clusters. Similarly to the F1-measure, values closer to one indicate better
similarity between clusters. Lastly, entropy-based measures reect how the member sentences of
k clusters are distributed within each subset. More speci�cally,entropy captures the uncertainty
associated within a random variable. The V-measure, presented by Rosenberg and Hirschberg
(2007), follows this logic, determining the harmonic mean ofhomogeneity and completeness. A

4 Initial manual checking revealed that the precision and rec all in sklearn are only optimized for classi�cation.
The latter means that the ground truth labels have to be exact ly the same. For example, the outcome of a cluster
with k = 2, is C = [1 ; 1; 0; 0; 0], with ground truth labels L = [0 ; 0; 1; 1; 1], will have an F1 of zero, while in reality
the clusters are exactly the same. As such, an alternative cl uster evaluation algorithm is adapted from sklearn
and optimized for set matching.
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clustering is considered homogeneously well-formed if the clusters contain sentences of a single
label. Symmetrically, completeness requires that all sentencesthat are members of a given class
label are in fact elements of the same cluster. As such, the V-measure thoroughly studies the
clusters itself by also recognizing completeness, ultimately assigning a score between 0 and 1. An
overview of the used extrinsic metrics can be found in AppendixO.

Two datasets are considered for the extrinsic evaluation of the stressed combinations. The
�rst dataset consists of several sentences extracted from various crime articles and narratives part
of the crime database. By carefully reading di�erent documents, sentences with the same topic
were manually labelled and extracted from the database into separate text �les. In total 7 basic
topics were identi�ed, ranging from personal descriptionsto weapons, all serving as ground truth
label. The second dataset is the non-crime relatedOpinosis opinion dataset, containing sentences
extracted from reviews on a given topic, with a total amount of 51 topics (Ganesan, Zhai &
Han, 2010). Originally, the dataset was used for generating very short abstractive summaries
of redundant opinions, but due to the provided topic labels it also deemed suitable for semantic
information clustering. From this data, two sets of �les, each containing six di�erent topics, were
extracted for evaluation purposes. A brief example of the data extracted can be found in the last
section of Appendix L. Both datasets are used in the evaluation, which is performed by looping
through a list of �le names representing the topic labels, each indexcontaining an additional topic,
with a maximum of six topics. As such, generating extrinsic performance measures { extracted to
a spreadsheet { for di�erent values ofk topics, ranging from two to six semantic sentence clusters
in total.

Figure 7.9: Clustering F1-measure: best performing sentence vectorizers.
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Figure 7.9 presents the best performing combinations of sentence vectorizers and clustering
algorithms in terms of F1 for both datasets. Both BOWM variants consistently outperform the
other vectorization approaches, in combination with nearly every possible clustering algorithm.
Generally, the latter means that both vectorization techniques incorporate semantic meaning of
the embeddings, which will aid �nding meaningful and informative clusters. Furthermore, tf-idf,
Doc2Vec and BOSC all score rather low on precision and high on recall, indicating that sentences
are often not grouped in the same cluster. Although this is not a hard requirement in real-world
applications, in this { rather simple { situation, the clusters are f airly obvious since they are based
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on standalone topics. In return this means that using these type of vectorization techniques in
combination with any type of clustering algorithm will not fully grasp th e similar meaning of very
simple sentences. This could lead to the extraction of clusters containing a lot of di�erent details
within the cluster, while one desires the extraction of similar details.

In addition, it was found that tf-idf vectorization scores adequately on the Opinosis data, indic-
ating that the frequency of words in a sentence (i.e. without considering semantic meaning) could
essentially help forming clusters in very simple situations, like this particular dataset. Moreover,
this signi�es that the occurrence of words can determine a central class of documents containing
a huge amount of words. Essentially, this follows the rational for the useof tf-idf in document
classi�cation, discussed in Chapter6. Focusing on BOSC, it can be shown that the technique
starts promising, but with a higher amount of clusters, F1 decreases. Additionally, increasing the
amount of CCs in BOSC did only moderately improve cluster recall. ConsultingAppendix O, it
can also be concluded that, for this speci�c evaluation, not one clustering algorithm stands out,
the best performing sentence vectorizers work su�cient in combination with most algorithms.

Table 7.1: Fowlkes-Mallows index: best performing sentence vectorizers.

Crime dataset Opinosis dataset

k 2 3 4 5 2 3 4 5

tf-idf 0.6919 0.5609 0.4838 0.4337 0.8098 0.8037 0.8499 0.7841
PV-DBOW 0.5988 0.5147 0.4300 0.3585 0.6406 0.5191 0.4255 0.3872
PV-DM 0.6677 0.4947 0.3884 0.3516 0.6759 0.4954 0.4118 0.3918
BOWM 0.8744 0.7329 0.5998 0.5181 1.0000 1.0000 0.9825 0.9860
tf-idf BOWM 0.8750 0.6924 0.6447 0.4356 1.0000 0.9541 0.8632 0.9034
BOSC, CC=

p
n=2 0.6974 0.5329 0.4682 0.4294 0.9311 0.5385 0.4455 0.3817

The high values for the FM index for BOWM con�rm that the algorithm reec ts the cluster
structure of the ground truth (i.e. the basic topics of both datasets). The similarly high values of
both the FM-index and F1 are primarily caused due to a high precision, which is exactly what is
desired in this basic evaluation. Moreover, an alternative for the FM index, the Rand index (RI)
was also considered. However, RI gives equal weights to FP and FN (Rosell, 2008). For this partic-
ular case, separating similar sentences is worse than clustering dissimilar sentences. Furthermore,
it can be found that the precision of BOWM always surpasses tf-idf. As such, the least performing
BOWM variant still outperforms the best performing tf-idf vectori zers, indicating that with the
ine�cient use of sentence embeddings still reasonable results canbe acquired. Alternatively, the
V-measure grasps something di�erent. Recall, that the V-measure is the harmonic mean of homo-
geneity and completeness, thus examining the clusterings itself. A complete case has a value close
to one, while in the worst case each class is represented by every cluster. Examining Appendix O,
one can infer that tf-idf, Doc2Vec and BOSC perform mediocre in terms of individually classifying
the sentences through clustering, but forming meaningful clusters itself is much more complicated
for the three approaches. By manually examining the predicted clusters { during the evaluation
run { it was found that for all vectorization approaches it resulted in rath er diverse clusters, con-
taining a lot of di�erent labels, ignoring the simple cases of the Opinosis data. This is reected
even more by the low values of homogeneity and completeness for some combinations. Finally,
the V-measure also a�rmed a decreasing performance for both BOWM variants. This indicates
that, for BOWM, partitioning-based methods ultimately outperform th e hierarchical method.

7.5 Conclusion

This chapter presented a standalone research subject focused on semantic information clustering by
proposing two semantic sentence vectorization techniques: (i) Bag-of-Word2Vec-Means (BOWM)
and (ii) Bag-of-Sentence-Concepts (BOSC). Stemming from neural network language modelling,
BOWM and BOSC are compared to Doc2Vec and tf-idf. Combined with several clustering al-
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gorithms, the evaluation results demonstrate that for very simple situations high performance
measures are noted for both BOWM variants. As such, providing more meaning to unstructured
relations and information in documentation. Although, this chapter did n ot present a totally �rm
resolution for open information and relation extraction, the clusters do give extra meaningful in-
formation. Therefore, guiding future research to investigate the actual relations between entities
amidst sentences part of the clusters.

Figure 7.10: Linking entities of the CPS.

Regarding the information enrichment process for crime analysis, itis argued that BOWM
{ and semantic sentence vectorization in general { will be highly relevant. Larger unstructured
crime texts �lled with informative details will be decomposed int o smaller sub-stories, which tell
something about the incident, lead or case at hand. Correspondingly, theinformation clusters
form new data, accessible in more advanced crime investigative analyses. For example, extract-
ing all weapon-related information from a lead can provide the MO of the perpetrator, creating
possibilities to quickly link the lead to an ongoing case, as is visualized in Figure 7.10. Therefore,
gaining a better case understanding. In turn, mitigating the high cost of rework and human bi-
ases in the process of proof. However, more research is required dueto the subjective nature of
cluster analysis. As such, more sophisticated annotated `ground truth'labels need to be combined
with extensive manual analysis and evaluation. Indicating that further investigation requires data
through direct professional collaboration with police actors and stakeholders.
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Chapter 8

Textual Information Enrichment
Prototype

Previous two chapters provided studies in an isolated manner, laying the theoretical foundation
for the text analytical information enrichment process. What is left for this chapter is putting
the ideas together by demonstrating a horizontal prototype. Section8.1 will introduce the imple-
mentation of ReVerb and the gazetteer. The former is an Open IE method used in demonstrating
the prototype. In addition, Section 8.2 will visually represent the prototype by means of a brief
walkthrough. It facilitates an idea of future applications using text analytical information enrich-
ment in crime investigative tasks. Lastly, Section8.3 will conclude this chapter by looking towards
future applications.

8.1 ReVerb and Gazetteer Implementation

The semantic similar clustering of sentences will focus on named entities and relations identi-
�ed by ReVerb. ReVerb is an Open IE method based on a simple heuristic constraint: every
relational phrase r must be either: (i) a verb particle, (ii) a verb particle direct ly followed by
a preposition or (iii) a verb particle followed by adjectives, nouns, or adverbs ending in a pro-
position (Fader, Soderland & Etzioni, 2011). As such, extracting a binary relationship tuple
t = ( e1; r; e2), which corresponds to the POS pattern in Figure8.1. However, this thesis proposes
to apply ReVerb in a slightly di�erent manner by extending the tr iple to cover whole sentences,
i.e. ts = ( e1; r1; e2; :::; en � 1; r n � 1; en ). Consulting Figure 8.1, this means excludingnoun from the
pattern. Intrinsically, making ReVerb behave like a chunker, which extracts noun phrases (NPs)
and verb phrases (VPs) from sentences. The latter will make it easierto extract important details
from the sentences without using labour-intensive rule-based expression patterns. ReVerb works
by tagging all the tokenized words in a sentence with a POS tag and `cutting' the sequence if
the adapted pattern of Figure 8.1 is encountered. So, the sentence \A shotgun was used during
a murder last week", will be translated into t =(\ A shotgun",\ was used during",\ a murder last
week"). In essence, this makes it possible to to provide structure tothe data by organizing entities
and relations. It is important to note that the POS tag provided by nltk is replaced by a reduced
POS tag set by Petrov, Das and McDonald (2011). The reduced POS tag set makes it easier to
loop through encountered tags. For a more detailed overview, AppendixK can be consulted.

Figure 8.1: ReVerb POS pattern, adopted from Fader et al. (2011).
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Additionally, the CV is translated to a gazetteer, which is basically a nested Python dictionary
that can identify speci�c information in the text. The applied gazett eer-approach is two-fold:
(i) it recursively searches for words { and its synonyms { in the nested dictionary, in which its
`tag' corresponds to the concepts of the model provided in the last part Chapter 4, and (ii)
it incorporates the standard NER provided by nltk which can identify persons, organizations,
locations and dates. The nested dictionary is �lled with information r etrieved from Wikipedia
by building several wrappers associated to the concept. These wrappers extracted several lists
containing variants or names of the concept, following a similar approach aswas presented in
Chapter 5. Although this approach is far from perfect, recall that the gazetteer application is
ontology-driven, meaning that is serves primarily to demonstrate the basic possibilities. More
formal approaches can be applied in future applications and research.

8.2 Horizontal Prototype

To demonstrate how textual enrichment can be applied, a conceptualsystem extension is provided
by means of a simple horizontal prototype, which is built using a combination of InVision 1 and
Adobe Photoshop. Horizontal prototyping includes high-level system functionality but does not
contain an implemented back-end. In other words, it simulates a bridge between theory and
practice communicated through a visual representation (Nielsen, 1993). The provided prototype
corresponds with a low-�delity design, supporting design directions, which could indicate a starting
point for potential redesigns in terms of business and case management (Memmel & Reiterer, 2008).

Figure 8.2: Lock screen conceptual t-Police information system.

After a user has logged in the application in Figure8.2, the tool enables them to start investig-
ative procedures depicted in Figure8.3. It is important to note that the prototype is unrelated to
any user interfaces or system architecture currently in use by Capgemini due to security reasons.
As such, the tabs on the left hand menu are partially hypothetical, but could be easily replaced
by other functionalities. The landing page presents an example intelligence case #145 about a
homicide happened at a bar on June 30, 2017, investigated by a Cold Case team2. A scenario

1https://www.invisionapp.com/
2This example is based on the liquidation of Mohammed Alarasi , covered by the Dutch TV Show Opsporing

Verzocht .
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that is possible, since manual investigative procedures revealed potential links with a lead from
a cold case a few years back. From the current investigation, the user is redirected towards: (i)
associated case �les, (ii) the physical evidence, (iii) the digital evidence or (iv) witness reports.
This last option is explored more in-depth.

Figure 8.3: Landing page current investigation of the text analytical t-Police extension.

8.2.1 Textual Information Graphs

After examining several witness reports of current intelligence case, a speci�c report is chosen
for further investigation, illustrated in Figure 8.4. On the right hand side several information
is provided about the witness, including a comment for actors associated to the case, while the
report itself covers the centre of the page. The report was classi�edwith a speci�c crime class
associated to the text by going through a classi�cation process using FFP. Again, recall that this
classi�cation does not have to be the ICCS scheme used before, but can be easily replaced by other
schemes or identi�cation purposes. For example, if speci�c crime-related names are a�liated to
the data, it might lead to the identi�cation of other cases { part of a �ngerp rint library or database
{ without examining all the details and patterns within the text jus t yet. The latter, indicates
that multiple at or hierarchical crime classi�ers might be incorporat ed in parallel to extract some
basic information in advance. Naturally, this requires a lot of data for training purposes.

In the previous chapter it was described that Open IE follows the rational of including and
examining all the documented details (i.e. entities and relations) without a priori knowledge.
However, this often lacks usefulness for further analytical processing. As such, semantically mean-
ingful and similar sentences are grouped together, which tells something about the text in terms
of clusters. By analysing the witness report, a clustering process is put in motion that incor-
porates a combination of BOWM and spectral clustering with k = 3 for this speci�c example.
Additionally, ReVerb patterns { containing NPs and VPs { are extracted fr om the sentences. Fur-
thermore, the class-speci�c gazetteer search is invoked due to theassociated class provided by the
abovementioned FFP classi�cation process.

To visualize the extracted information in a meaningful way, a textual graph is automatically
generated, including the clustered ReVerb sentence patterns and tagged information. These graphs
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are generated by an algorithm using the Pythonpydotplus 3 module. This module provides an
interface to create and process graphs through thedot language administered by Graphviz. The
latter presents a collection of graph visualization tools for engineering, databases and knowledge
representations (Ellson, Gansner, Koutso�os, North & Woodhull, 2004). The textual graphs
capture the semantic relations in the sentence between NPs (i.e entities or nodes) and VPs (i.e.
relations or edges). Thus, extracting both the important details, as well as providing enriched
opportunities to discover causal relations and patterns between incidents, leads and other cases
(Rink, Bejan & Harabagiu, 2010).

Figure 8.4: Witness report investigation.

After a user has decided to analyse the provided text, the prototypeprogresses to Figure
8.5, visualizing an overview of the report. The di�erent colours resemble the di�erent clusters,
breaking up the story in several sub-stories that could contain valuable information about, for
example, the MO or other POLE-related concepts. To inspect the textual graph more closely,
another { very small { example is provided in Figure 8.6. In this very simple example, one can
examine three clusters. The red cluster contains information about the used vehicle. The blue
cluster includes information about the act and murder weapon. And lastly, the green cluster
involves information about the victims. Referring back to Figure 8.5, the enriched data subsets
can be used in further analytical and investigative processes. An example of such an analysis is a
link analyses, connecting the dots with other incidents, leads, cases or people. The latter shares
resemblance with the example provided in the conclusion of Chapter7.

Besides the advantages concerning the analytical component of investigation, textual graphs
may help with case reasoning and hypotheses (Bex et al., 2007). Particularly, it could provide: (i)
easier interpretation (Van Bruggen & Kirschner, 2003), (ii) search of relevant information (Larkin
& Simon, 1987; Cox, 1999), (iii) less cognitive e�ort to solve complex problems (Ainsworth, 2006)
and (iv) push informative details forward (Stenning & Oberlander, 1995). As such, potentially
amplifying procedural skills, which could help in decision-making and setting the right course of
actions. In other words, creating potential bridges to bypass the cracks in the process of proof.

3https://github.com/carlos-jenkins/pydotplus
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Figure 8.5: Textual analysis of the witness report.

Figure 8.6: Alternative textual graph.
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8.2.2 Semantic Word Clouds

To examine the provided clusters in more detail, one may employ the use of semantic word clouds.
Tag or word clouds became popular in the context of community-oriented websites to depict tags
(e.g. Twitter hashtags). Word clouds are considered a simple technique to provide an intuitive
�rst impression of the unstructured words in a text (Lohmann, Heimer l, Bopp, Burch & Ertl,
2015). However, instead of focusing on the frequencies in the report or document itself, the clouds
are based on the semantic clusters. As such, demonstrating the similar meaning and dependencies
between words.

Figure 8.7: Semantic word clouds of the demonstrated clusters.

The word clouds of the three clusters from Figure8.5 are visualized in Figure8.7 by means of
the wordcloud 4 Python module. Exploring the word clouds, it can be concluded that it covers
three subject matters, namely: (i) appearance, (ii) bar scene and (iii) murder/getaway. From a
more mathematical point of view, multidimensional scaling (MDS) can beapplied to convert the
data into two-dimensional arrays to generate a scatter plot in Figure8.8. Briey examining the
scatter plot, it can be examined that { for this speci�c example { the c lusters are logically divided
in the two-dimensional plane.

Figure 8.8: Scatterplot of the semantic word clouds.

4https://github.com/amueller/word cloud
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8.2.3 Conceptual Future Development

In its current fashion the horizontal prototype will utilize both clas si�cation and clustering before
undertaking more advanced investigative and analytical procedures using the system. Therefore,
the focus primarily lies with the initial stages of POP and ILP, follow ing the goal of this research
and the preliminary knowledge presented in Chapter2. However, the possibility arises to move
some functionality of this research towards the middle stages of both philosophies, complementing
current studies in this domain as well. This can be initialized by providing an additional loop in
the two-fold enrichment process, extending Figure4.2 and presented in Figure8.9.

Figure 8.9: Conceptual extension textual enrichment process.

This feedback loop a�rms that the generated clusters are fed back intoa classi�cation process.
The latter is the main reason why this thesis continues to insist on using other classi�ers trained
on other data or for other purposes in the near future. For example, one maybuild an MO
cluster �ngerprint library containing clusterings regarding, i.a. u sed weapons or vehicles. In
return, FFP classi�cation may classify the generated semantic clusters and output the n most
similar �ngerprints of the cluster �ngerprint library. As such, gen erating detailed logic from
other case�les, which may bene�t help solving the present case. In other words, facilitating the
possibility to apply textual case-based reasoning (TCBR), by combining crime classi�cation and
semantic sentence clustering. TCBR is closely related to case-based reasoning (CBR), which is
the process of comparing new cases to previously solved problems in order to draw inferences and
govern the decision-making process (Weber, Ashley & Br•uninghaus, 2005). However, in order to
attain TCBR, an extensive �ngerprint library needs to be established. Hence, requiring a lot of
unstructured `real' police data sources. In essence, the lattercreates a potential valuable direction
for future research and applications.

8.3 Conclusion

This chapter presented a conceptual system extension using the knowledge and �ndings from
previous sub-questions by demonstrating a horizontal prototype. Theprototype introduces an
easy to use interface, using the enrichment capabilities to amplify upcoming procedural activities
in the investigative process. To put it di�erently, making operat ional procedures smoother by
using text analytics. Inspecting the prototype also justi�es that several dots between this research
and additional future applications can still be connected. First of all, the presented ideas of
link analysis and TCBR suggest possibilities for decision support tools. Linking cases and past
actions may help to substantiate the right operational procedures and potentially solve cases
faster and easier. Feedback systems, may { for example { ask for more information from the user
or suggest certain follow-up activities. Consecutively, this may decrease tunnel vision, intuitive
actions and probability errors, thus bene�ting the process of proof. Secondly, classi�cation may
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be used for prioritization. If a system `understands' which documents contain useful and su�cient
amounts of information, cases can be e�ciently allocated. Lastly and from a practical point of
view, semantic sentence clustering can support case summarizationby selecting representative
information/sentences within the clusters. In other words, in stead of decomposing the story for
analytical purposes, a new story is created containing all the important informative concepts.
Still, it is important to note that these ideas are highly conceptual, but should be explored in the
near future, starting by extending current �ndings.
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Chapter 9

Conclusions

\ War is ninety percent information "

Napoleon Bonaparte (1769{1821)

People play the most inuential role in an ongoing war that bears the name crime. Both sides
try to be victorious, but since it is in the nature of humans to make mistakes, both sides are also
bound to engage in erroneous behaviour. Hence, one of the the sides will loose the war. Winning
and loosing is the product of the systematic study of crime through analysis and investigation,
which essentially tries to exploit the mistakes at one side, but does not invest a great deal of
e�ort to battle the aws on the other side. As such, it may hinder the fruitful utilization of vast
amounts of textual reports and evidence. In this thesis an attempt was made to battle these aws
and improving investigative procedures in policing and law enforcement operations by proposing
and presenting text analytical information enrichment.

9.1 Findings

More formally, the goal of this research was to study text analytical models to improve investigative
procedures in policing and law enforcement by providing information enrichment. In order to
achieve this objective, the thesis was carried out within Capgeminit-Police, which started by
studying and analysing current problem from a business perspective. By developing a generalized
process model of the current t-Police situation, it appeared that both routine and knowledge tasks
are subject to humans biases due to the fact that both activities are constantly a�ecting each
other. Therefore, the possibility arises that wrongful conclusions are drawn, potential valuable
leads are ignored or cases come to a standstill, simply because not all information is used. In
turn, the process of proof is blocked. Studying the problem domainfrom an expert perspective
yielded three important insights: (i) a conceptualization of important crime-related terms is often
not enough, (ii) all details within text are of utmost importance and (iii ) procedures are not
adequately coordinated and prioritized. From both perspectives, this led to the believe to tackle
these problems with a two-fold information enrichment process consisting of two standalone studies
regarding: (i) crime document classi�cation and (ii) semantic information clustering. The former
handling speci�c class-related concepts, while the latter takes into account all informative details.

Crime document classi�cation proposed an adapted interpretation of Fuzzy Fingerprinting
(FFP), compared to Naive Bayes and Support Vector Machines (SVM). By employing extracted
web-based crime corpora, evaluation showed that FFP outperforms the other classi�ers in the
multiclass situation. In addition, FFP requires less time to develop and could attain fast extensions
of the �ngerprint library. Regarding information enrichment, FFP can facilitate identi�cation and
basic information extraction using an ontology-driven controlled vocabulary. Moreover FFP is
extendible to the identi�cation of people or modus opernadiaccording to their textual �ngerprint.
Indicating it could help with allocating resources and case prioritization, which in turn could
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improve daily operations. However, this should be interpreted with care, since it requires huge
pools of unstructured annotated data and mainly shows further investigation is necessary.

The study regarding semantic information clustering proposed two semantic vectorization tech-
niques for sentences: (i) Bag-of-Word2Vec-Means (BOWM) and (ii) Bag-of-Sentence-Concepts
(BOSC). BOWM and BOSC were compared with Doc2Vec and tf-idf using various clustering
algorithms. In very simple situations, using labelled sentences for evaluation, it was found that
BOWM outperforms the other sentence vectorizers in combination with almost every considered
clustering algorithm. In turn, BOWM can facilitate meaningful extrac ted sentences, containing
related details and information, which could assists in research regarding more advanced forms
of entity and relation extraction. In addition and focusing on information enrichment, BOWM
vectorization can decompose crime documents in smaller sub-stories, telling something about the
o�ence (e.g. used objects or MO). This newly formed data can be used toconnect leads, people
or ongoing cases with each other. mitigating high costs of rework and amplifying the processing
of proof. Although BOWM established a strong foundation, more practical testing form an oper-
ational perspective is still desired due to the subjective nature of clustering.

Merging these �ndings and theory in a horizontal information enrichment prototype assisted
in demonstrating the relevance of this research in relation to the rigour. First of all, enriched
information has the potential to identify and connect the dots between leads, crimes, MO and
objects among others. By seeing multiple connections, this thesisargues that less crucial evidence
is overlooked. Therefore, it helps to indirectly substantiate the right procedures, but also to
allocate personal, procedural knowledge and skills. Secondly, by visually representing documents
as clustered textual information graphs, enriched information helps with case reasoning through
easy interpretation, less cognitive e�ort and pushing details forward. As such, stimulating critical
thinking, helping in decision-making and prioritize work. In other words, both points could help
making operational procedures run smoother by using text analytics.Doing so, crime analytical
activities will exploit mistakes on one side, while helping to mitigate human aws on the other side.
If it can indeed be assumed that war is ninety percent information, as was coined by Napoleon,
this study has hopefully guided the solution a couple percent forward.

9.2 Company Recommendation

By analysing the business context and based on the work done in this thesis, several brief points
of recommendation can be de�ned for the Capgemini t-Police team, subdivided in short term and
long term priorities.

Short term priorities. The conducted research argues that information enrichment can con-
sistently improve crime analytical capabilities, but at the same time is still in its infancy. As such,
it is �rst of all recommended that the Capgemini t-Police team studies current research outcomes
in greater detail and generates a network of developers and business analytical specialists from
the company to study the possibilities of a system improvement. Alternatively, the team could
present current study in the Capgemini innovation centre to brainstorm about certain opportunit-
ies by collaborating with other business units, teams or people. Secondly, the presented horizontal
prototype should be investigated with respect to current architecture and software. Since the
company has a joint partnership with Oracle, it should be explored whatis possible with current
software solutions and if integration is both feasible and pro�table in current state. The former
can be tested by realizing a proof of concept. Preferably, the companycan start a new internship
program or project to develop this proof of concept.

Long term priorities. Longer term priorities are a scenario if the short term priorities resulted
in positive outcomes and feedback. First of all, the company needs to invest in attracting team
members with speci�c skills in data science, natural language processing or ideally arti�cial intel-
ligence. Secondly, it is recommended that the initial abovementioned proof of concept is extended
and integrated in a working prototype within the architecture of the t -Police test environment.
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At the same time it is important to demonstrate the functionality of te xt analytical information
enrichment to clients and other companies. The latter may be used to establish collaborations for
extended functionality. A �nal scenario is to develop an actual working prototype and perform a
pilot that is evaluated promptly afterwards to asses the actual business value for long term future
investments.

9.3 Limitations and Future Work

While this study gained valuable insights, the research and its outcomes are still subject to certain
limitations, which can be extended in several directions of future research. First of all, this thesis
has demarcated the problem domain by only including the homicide crime class. Although this
research has argued that some crime classes are very similar, others are not. As such, it should
be investigated if the indicated information enrichment process is also perceived e�ective in other
crime classes such as fraud or deception. Thus, requiring additionalmodes of knowledge elicitation.
Next to that, the presented work was mainly ontology-driven to investigate the high-level function-
ality. Future studies should explore the potential advantages more formal ontologies can have and
how it can be linked with both text classi�cation and semantic inform ation clustering. Another
important assumption made in this thesis was the use of crime news articles to develop and test
document classi�cation and neural network language models. Successive projects should extend
current research by going through a security clearance process to claim actual case documentation,
including reports, narrative, witness statements and interviews among others. Following this no-
tion, it should also be researched if there is any di�erence between these documents to adapt future
solution directions accordingly. Moreover, it is very important to not e that the overall study only
considered English as language. Future work should also be subject to a detailed study including
other languages (e.g. Dutch) in the text analytical information enrichment process. Subsequently,
outcomes of the crime document classi�cation illustrated that current study should be extended
with a multi-label classi�cation component. The latter can also be considered while taking other
classi�cation schemes than the ICCS into account. Regarding the evaluation, both aspects of the
information enrichment process should be developed an properly test in a policing environment,
incorporating expert evaluation and critical feedback. The latter alsohelps to determine possible
responses from experts. In terms of information extraction, semantic relations within and between
the sentence clusters were not properly investigated and a detailed study should provide insight
if the outcomes of this thesis can blend in with other research regarding { among others { Open
IE. Lastly, this thesis expressed the desire to extend the information enrichment process by in-
troducing a feedback loop and applying �ngerprint classi�cation on semantic sentence clusters.
Logically, this requires a huge pool of data and a combination of several of theabovementioned
improvement directions.
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Appendix A

List of Abbreviations

ACM Adaptive Case Management
AI Arti�cial Intelligence
ANN Arti�cial Neural Network
API Application Programming Interface
BI Business Intelligence
BOSC Bag-of-Sentence-Concepts
BOW Bag-of-Words
BOWM Bag-of-Word2Vec-Means
BPM Business Process Management
BPMN Business Process Modelling and Notation
BPS Business Problem-Solving
CBOW Continuous Bag-of-Words
CBR Case-Based Reasoning
CC Concept Cluster
CMMN Case Management Modelling and Notation
CPS Core Police Solution
CRISP-DM Cross-Industry Standard Process for Data Mining
CSS Cascading Style Sheets
CV Controlled Vocabulary
DOM Document Object Model
DSRM Design Science Research Methodology
ERP Enterprise Resource Planning
FFP Fuzzy Fingerprinting
FFS Filtered Space Saving
FM Fowlkes-Mallows
FN False Negative
FP False Positive
GD Gradient Descent
HTML HyperText Markup Language
HTTP HyperText Transfer Protcol
ICCS International Classi�cation of Crime for Statistical Purposes
IE Information Extraction
ILP Intelligence-Led Policing
IR Information Retrieval
IS Information System
KBS Knowledge-Based System

95



Appendix A. List of Abbreviations

MDS Multidimensional Scaling
MF Membership Function
MLP Multilayer Perceptron
MO Modus Operandi
NB Naive Bayes
NER Named Entity Recognition
NLP Natural Language Processing
NLTK Natural Language Toolkit
NN Neural Network
NP Noun Phrase
NPLM Neural Probabilistic Language Model
OMG Object Management Group
POLE Person Object Location Event
POP Problem-Oriented Police
POS Pars-Of-Speech
PV Paragraph Vector
RE Relation Extraction
RI Rand Index
SARA Scanning Analysis Response Assessment
SVM Support Vector Machines
TCBR Textual Case-Based Reasoning
TDM Term-Document Matrix
TF-IDF Term Frequency Inverse Document Frequency
TN True Negative
TP True Positive
URL Uniform Resource Locator
VP Verb Phrase
WFM Workow Management System
XML eXtensible Markup Language
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Appendix B

CRISP-DM

Figure B.1: CRISP-DM, adopted from Chapman et al. (2000).

The �gure illustrates the phases of the CRISP-DM reference model. The outer circle indicates that
mining is a continuous process, while the sequence is not rigid. Hence, moving back and forward
between phases is possible. Following CRISP-DM, the di�erent phases can be briey described
as:

1. Business Understanding. Determining business objectives and requirements, in whichthe
situation is assessed to produce data mining goals and a project plan.

2. Data Understanding. Focuses on data collection, description, quality and exploration to
compose �rst insights.

3. Data Preparation. This phase covers selection and preparation of the �nal dataset. It may
include: cleaning, constructing, integrating and formatting the data.

4. Modelling. Various modelling techniques and methods, based on the previous described data
mining tasks, are selected and applied to design the model.

5. Evaluation. Phase in which models are evaluated through deciding on results. Inaddition,
this phase also determine future actions upon decision.

6. Deployment. Focuses on determining the use of results and subsequent knowledge. As such,
a �nal report is included, consisting a plan for monitoring, maintenance and an overall
project review.
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Appendix C

Business Architecture t-Police

Figure C.1: Capgemini t-Police platform.
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Appendix D

BPM Lifecycle

Figure D.1: BPM lifecycle, adapted from Dumas et al. (2013).
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Appendix E

BPMN Models

Models start at the next page.
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Appendix E. BPMN Models

E.1 Main Process Model

Figure E.1: Main BPMN Model, t-Police, including collaboration and data.
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Appendix E. BPMN Models

E.2 Sub-Process: Validate and Capture Lead

Figure E.2: Sub-process: validate and capture incident.
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Appendix E. BPMN Models

E.3 Sub-Process: Initiate Coercive Measure

Figure E.3: Sub-process: initiate coercive measure.

E.4 Sub-Process: Initiate Case Reporting

Figure E.4: Sub-process: initiate case reporting.
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Appendix E. BPMN Models

E.5 Sub-Process: Validate Lead

Figure E.5: Sub-process: validate lead.

E.6 Sub-Process: Accept and Approve Lead

Figure E.6: Sub-process: accept and approve lead.
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Appendix F

CMMN Models

F.1 Sub-Process: Investigate Incident

Figure F.1: Sub-process: investigate incident, partially adapted from Smierset al. (2015).
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Appendix F. CMMN Models

F.2 Sub-Process: Investigate Lead

Figure F.2: Sub-process: investigate lead, partially adapted from Smiers et al. (2015).
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Appendix G

Interview Guides

G.1 Capgemini t-Police

1. Enlightening comments

ˆ Introduce own research regarding standardization1 in crime documentation.

ˆ State why AS-IS understanding is needed for my research.

ˆ Purpose of this �rst interview: discuss draft process model (main activities and ow).

ˆ Ask permission to record, transcribing and quoting of interview during research.

2. Can you introduce yourself and your current job?

ˆ Job description?

ˆ Years of experience?

ˆ Background?

3. Which services does t-Police currently deliver?

4. Which services will t-Police deliver in the near future?

5. What triggers or starts a process in which documentation or textual input is involved?

ˆ Start with an incident or lead or can you also initiate a case?

6. What identi�es an outcome of the process?

ˆ Is that based on the status or sub-status?

ˆ So an active, inactive or closed lead, incident or case?

ˆ Once a case is closed, can it still be re-opened?

7. How are o�ences reported?

ˆ Through civilians or just police o�cers?

ˆ Is there a speci�c process for this reporting as well? Or a di�erent system?

8. What databases are used for incidents, leads and cases?

ˆ Are these databases di�erent?

9. When is an incident, lead or case is reject or canceled?

1The term standardization was later replacement by enrichment.
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