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ABSTRACT: In transmission electron microscopy (TEM) the interaction of an electron beam with polymers such as P3HT:PCBM photovoltaic nanocomposites results in electron beam damage, which is the most important factor limiting acquisition of structural or chemical data at high spatial resolution. Beam effects can vary depending on parameters such as electron dose rate, temperature during imaging, and the presence of water and oxygen in the sample. Furthermore, beam damage will occur at different length scales. To assess beam damage at the angstrom scale, we followed the intensity of P3HT and PCBM diffraction rings as a function of accumulated electron dose by acquiring dose series and varying the electron dose rate, sample preparation, and the temperature during acquisition. From this, we calculated a critical dose for diffraction experiments. In imaging mode, thin film deformation was assessed using the normalized cross-correlation coefficient, while mass loss was determined via changes in average intensity and standard deviation, also varying electron dose rate, sample preparation, and temperature during acquisition. The understanding of beam damage and the determination of critical electron doses provides a framework for future experiments to maximize the information content during the acquisition of images and diffraction patterns with (cryogenic) transmission electron microscopy.

INTRODUCTION

Transmission electron microscopy (TEM) is one of the main tools to investigate the morphology of materials, from subnanometer to micrometer length scales. However, the interaction of electrons with materials, and especially beam sensitive structures such as polymers, biological materials, or zeolites, causes different types of radiation damage, e.g., atomic displacement, electrostatic charging, sputtering, radiolysis, and knock-on damage. These mechanisms operate at different length scales: At subnanometer length scales, knock-on damage and atomic displacement can result in distorted crystal lattices, while morphology changes due to heating, electrostatic charging and sputtering are visible at nanometer and micrometer length scales. Hence, for beam sensitive materials, beam damage constitutes a physical limit and determines the resolution that can be achieved in imaging, diffraction, and electron tomography. Therefore, it is important to analyze and understand beam damage to facilitate the study of these (beam sensitive) materials with a minimum amount of artifacts. The degradation of crystal lattices, at subnanometer length scales, can be studied by electron diffraction. It is well established that electron beam damage causes the fading of diffraction spots and rings in protein crystallography, and it has been shown that it is affected by the temperature of the material, the electron flux through the material, and the accumulated amount of electrons transmitting the material. Furthermore, this effect is easily quantified by following the intensity of diffraction rings or spots as a function of accumulated dose.

The effects of beam damage at nanometer and micrometer length scales are dependent on and specific to the utilized imaging mode but mainly relate to materials loss by sputtering, and shrinkage. The degradation of materials causes artifacts in the form of changes in contrast or local intensity, while mass loss will result in an increase in overall intensity. In the literature, this phenomenon is mostly studied by using the difference image of two images with different accumulated electron doses. These techniques, however, is not commonly used to follow beam damage over a multitude of images, which is essential for e.g. electron tomography. The analysis of organic photovoltaics (OPVs) is a good example where beam sensitivity plays an important part. OPVs contain a photoactive layer, which is composed of different organic molecules. Since the morphology of this photoactive layer, i.e., the distribution of molecules, including their nanoscale phase separation, has a large impact on the overall efficiency of OPVs, TEM has become a standard characterization tool. Common OPV materials are e.g. poly(3-hexylthiophene) (P3HT) and phenyl-C61-butyric acid methyl ester (PCBM). These materials show diffraction rings instead...
of diffraction spots, resulting from the random orientation of crystallites or the presence of amorphous phases. Therefore, radial averaging of diffraction patterns is a suitable way to record and analyze the intensity change of P3HT and PCBM diffraction signals upon electron beam damage.

In the analysis of OPVs, TEM samples are usually created by floating the photoactive layer on water from a water-soluble polymer film. The resulting water that is present in the sample might play a role in beam damage mechanisms as well, for example, by creating oxygen radicals. An oxygen- and water-free sample preparation method is therefore introduced to specifically study the influence of sample preparation.

In this paper, beam damage is studied in both diffraction and bright field imaging, investigating the effect of electron dose rate, temperature, and sample preparation. More specifically, (1) beam damage of the crystallinity is quantified via radially averaged diffraction patterns, (2) mass loss is assessed via changes in intensity and standard deviation of the mean intensity, and (3) shrinkage is determined by monitoring the movement of markers, while a method is introduced to determine shrinkage or expansion via the use of the normalized cross-correlation.

■ MATERIALS AND METHODS

Materials. Poly(3-hexylthiophene) (P3HT, Plexcore OS2100) was supplied by Plextronics, while PCBM ([6,6]-phenyl-C₆₁-butyric acid methyl ester, purity 99%) was purchased from Solenne B.V. and the solvent o-dichlorobenzene (oDCB) from Sigma-Aldrich. PEDOT:PSS (Clevios P VPAl 4083) was purchased from Heraeus GmbH. TEM grids (Quantifoil R2/2 200-mesh Cu) was purchased form Quantifoil Micro Tools GmbH. All materials were used as purchased.

Sample Preparation. P3HT and PCBM were dissolved in oDCB, resulting in a solution with 1 wt % P3HT and 1 wt % PCBM. The solution was stirred at 70 °C for 24 h to ensure complete dissolving of the materials.

A custom-made specimen holder was used to facilitate direct spin-coating on TEM grids. Four recesses were laser ablated (20 μm deep with a diameter of 3 mm) on S, 10, 15, and 20 mm from the center of a 50 × 50 mm glass plate. A custom spring was designed to lock the TEM grids in the recesses, with spring was designed to lock the TEM grids in the recesses, with a method is introduced to determine shrinkage or expansion via the use of the normalized cross-correlation.

TEM Acquisition. The samples were loaded into the TUE Cryo Titan (FEI Company; now Thermo Fisher Scientific), which was operated at 300 kV and is equipped with a field emission gun. Diffraction patterns were acquired at dose rates of 0.1, 1, 10 e/(Å² s), with exposure times of 5, 0.5, and 0.05 s (keeping the total dose per pattern constant), at a camera length of 1.15 m. For the bright field imaging experiments, the dose rates were set at 1, 10, and 100 e/(Å² s), with exposure times of 5, 0.5, and 0.05 s (again, keeping the total dose per image constant), respectively, at a magnification of 18K. For high accumulated dose experiments, the screen was flipped down to realize constant irradiation and flipped up to acquire intermediate images.

Data Analysis. Diffraction patterns were radially averaged using an in-house Matlab script (details in the Supporting Information, section 1) and fitted by a nonlinear least-squares method using the lsqnonlin command in Matlab (details in Results section and Figure 1b). The signal intensities of P3HT (at 0.256 Å⁻¹) and PCBM (at 0.217 Å⁻¹) were normalized to their initial intensity and followed as a function of accumulated electron dose.

Prior to further analysis, bright field images were aligned via cross-correlation to avoid processing artifacts from sample drift. The aligned data stack was cropped to the overlap area present in all images for analysis. From the resulting aligned stack of images, the average intensity, standard deviation, and the normalized cross-correlation coefficient with the first image of the series were measured as a function of accumulated electron dose.

Finally, to assess local deformations, the aligned stack was cut into 16 subareas of equal size. These subarea stacks were individually aligned via cross-correlation. From this alignment, the shift of each individual subarea with respect to the first image in the x and y direction was used to calculate the displacement of each subarea. Furthermore, the relative displacement from the center of the total image was calculated.
by measuring the distance between the center of the subarea and the center of the total image. More details can be found in the Results section and Supporting Information section 2.

**RESULTS**

Figure 1a shows a diffraction pattern obtained from a typical P3HT:PCBM bulk heterojunction prepared via the conventional sample preparation (CF/RT/10), before and after exposure to 50 e/Å² at room temperature. It is evident that the sharp outer ring, depicting the (020) lattice spacing in P3HT, is decreasing in intensity faster than the broad inner ring, characterizing PCBM nanocrystals, which is in agreement with previous studies. Since the PCBM is inherently broader than the P3HT ring, indicating a large part of PCBM being amorphous, a slower decrease in diffraction intensity for PCBM is expected.

In Figure 1b, the radially averaged diffraction pattern of the P3HT:PCBM bulk heterojunction is presented. To quantitatively analyze the decrease in intensity as a function of accumulated electron dose, it is necessary to separate neighboring peaks. Therefore, to independently address the decrease in intensity as a function of accumulated dose, it is necessary to separate different components by least-squares fitting. This function contains (in the same order as in eq 1) a Gaussian describing the PCBM peak, a Gaussian describing the P3HT peak, a Gaussian located between 0.285 and 0.323 Å⁻¹ describing (inseparable) secondary components of both P3HT and PCBM, a power law to estimate the inelastic background, and a constant representing residual dark current in the diffraction patterns. The variables \(a_1\) and \(a_2\) describe the intensity of the PCBM and P3HT signal, respectively.

\[
I = a_1e^{-\left(\frac{x-h_1}{2\sigma_1}\right)^2} + a_1e^{-\left(\frac{x-h_2}{2\sigma_2}\right)^2} + a_3e^{-\left(\frac{x-h_3}{2\sigma_3}\right)^2} + Dx^{-\gamma} + E
\]  

(eq 1)

**Effect of Dose Rate in Diffraction Mode.** To study the effect of electron dose rate on the decrease of intensity of P3HT and PCBM diffraction rings, dose series were acquired at various dose rates, i.e., 0.1, 1, and 10 e/(Å² s). The dose per image was kept constant at 0.5 e/Å² by adjusting the exposure time accordingly. Because of differences in absolute peak height for PCBM and P3HT, and changes in PCBM/P3HT ratio in different regions of the sample, all peaks were normalized to the peak intensity of PCBM \((a_1^0)\) and P3HT \((a_2^0)\) of the initial diffraction pattern \((a_{1,2}^0)\).

Figure 2 shows the decrease in relative intensity \((a_{1,2}^0/a_{1,2}^0)\) for P3HT (a) and PCBM (b) acquired at three different dose rates (CF/RT/x), in the presence of water and oxygen. The results confirm that the relative intensity of the P3HT diffraction ring decreases faster than the relative intensity of the PCBM diffraction ring, as seen in Figure 1a. In all three cases the critical dose for P3HT, which we define by the accumulated electron dose at which the relative intensity decreases to 1/e (∼37%), is about 16–19 e/Å² (Table 2), as calculated from an exponential decay fit.

<table>
<thead>
<tr>
<th>Signal</th>
<th>CF/RT/0.1</th>
<th>CF/RT/1</th>
<th>CF/RT/10</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3HT</td>
<td>18 ± 1</td>
<td>19 ± 1</td>
<td>16 ± 1</td>
</tr>
<tr>
<td>PCBM</td>
<td>265 ± 3</td>
<td>412 ± 5</td>
<td>392 ± 1</td>
</tr>
</tbody>
</table>

Table 2. Critical Doses of P3HT and PCBM Diffraction Ring Intensity Fading to 1/e for Three Dose Rates, in e/Å², Interpolated from an Exponential Decay Fit

Most notably, changing the electron dose rate from 0.1 to 10 e/(Å² s) has no significant effect on the fading of the diffraction rings, i.e., the critical dose.

The critical dose of PCBM was obtained by an exponential decay extrapolation of the curves in Figure 2b (details are presented in the Supporting Information, section 3). Therefore, the critical dose for PCBM is less well-defined than the critical dose for P3HT. Table 2 shows that this critical dose is between 265 and 412 e/Å². Despite the large error due to extrapolations,
it is clearly shown that the critical dose of PCBM is more than 10 times larger than the critical dose of P3HT. Therefore, in this system, the stability of P3HT is the limiting factor. The results show that, using a dose of 0.1 e/Å² per image, at least 160 diffraction patterns can be acquired, opening up the possibility of using high electron dose techniques such as electron diffraction tomography for organic crystals.\textsuperscript{29,32} To complement the presented results, studies on beam damage effects for each component individually and nanocomposites of different ratios should be considered. This is however beyond the scope of this paper.

In summary, dose rates between 0.1 and 10 e/Å² do not have an effect on the rate of relative intensity loss of both P3HT and PCBM. This is in agreement with previous studies on the decrease of features in the EELS spectrum of other organic materials,\textsuperscript{33–35} but in contrast with observations of Karuppasamy et al. in single-particle cryo-electron microscopy.\textsuperscript{36} Note that Karuppasamy et al. used an electron microscope operating at 120 kV, significantly decreasing the inelastic mean free path. At 300 kV, as in our experiments, changing the sample thickness or increasing the electron dose rate to values above 10 e/Å² might therefore cause an electron dose rate effect on sample damage. Nonetheless, this falls beyond the scope of this paper and is therefore not investigated.

As the decrease in diffraction intensity is related to the breaking of chemical bonds, beam damage will change the HOMO and LUMO levels of OPV materials, which can be measured with electron energy loss spectroscopy (EELS).\textsuperscript{17,36–38} Based on the low-loss EELS results presented in ref 17, a critical dose can be estimated which is similar to our diffraction results. This clearly illustrates the close relationship between diffraction intensities and energy levels in OPV materials with low-dose diffraction being somewhat simpler to carry out and more broadly available for critical dose measurements.\textsuperscript{17,36–38}

**Effect of Temperature and Sample Preparation in Diffraction Mode.** The above results were obtained with a standard OPV bulk heterojunction sample imaged at room temperature. Additional dose series were acquired in cryogenic conditions, as this has been shown to reduce beam damage in beam sensitive materials.\textsuperscript{10,12,27} We furthermore studied the effect of sample preparation using either the conventional sample preparation (CF) or by direct spin-coating (DS) on a TEM grid in a water and oxygen-free environment (glovebox), facilitated by a custom-made TEM specimen holder as described in the Methods section.

Figure 3 shows the influence of temperature and sample preparation on the decrease of relative intensity of the P3HT (a) and the PCBM (b) signal, with a dose per image of 0.5 e/Å² acquired with a dose rate of 10 e/Å² s\(^{-1}\). It is clearly visible that the sample CF/Cryo/10 shows a slower fading of the diffraction signal for both the PCBM and the P3HT signal. The critical dose increases from \(\sim 16\) e/Å² at room temperature to \(\sim 108\) e/Å² at 80 K (Table 3). Hence, cryo-preservation is shown again to be essential in the analysis of beam sensitive materials.\textsuperscript{9,10,27} More importantly, having a quantitative criterion or threshold for determining exposure limits as presented here will provide a framework to maximize useful information before beam damage influences the validity of acquired data.

Sample preparation effects, i.e., the presence or absence of oxygen and water, are only minor at room temperature. However, at cryogenic conditions, the rate of relative intensity loss for P3HT (Figure 3a, purple triangles) is significantly decreased by a water- and oxygen-free sample preparation method (DS/Cryo/10), increasing the critical dose from \(\sim 108\) to \(\sim 188\) e/Å² (Table 3). A detailed analysis of the significance of these results is presented in the Supporting Information, section 4.

The observed difference in critical dose for P3HT and PCBM with or without oxygen and water being present at low temperatures may be related to trapped oxygen and water molecules. These molecules will form radicals upon electron beam irradiation, thus decreasing the crystalline order at lower accumulated electron doses. Because of the fact that the samples have been in high vacuum for at least 30 min before imaging, it is expected that water and oxygen will diffuse out of
the material at RT conditions and thus only be present in small amounts in the imaged thin film. This explains why sample preparation seems to have little influence when measuring at room temperature. For cryogenic conditions the exclusion of water and oxygen significantly improves the stability of P3HT exposed to an electron beam. Furthermore, for the room temperature experiments, annealing in air might cause minor damage. This also could explain the observed critical dose, causing the critical dose for the CF/RT/10 to be lower than the critical dose for DS/RT/10.

The values in Table 3 also suggest that a water- and oxygen-free method increases the critical dose of PCBM in cryogenic conditions. In this case, a linear extrapolation was used, since the adjusted $R^2$ value for the exponential decay fits were too low (0.85 (exponential fit) compared to 0.95 (linear fit)). Since the PCBM intensity decay will probably not behave in a linear fashion, one could suggest that the difference between the PCBM critical doses at cryogenic conditions is therefore not significant. Since PCBM is more hydrophobic than P3HT, and it is known that P3HT forms a charge-transfer complex with oxygen, it can indeed be expected that the presence of water and oxygen has less influence on the decay of the PCBM diffraction ring.

Figure 4. (a) Cross-correlation coefficient with respect to the first image of three dose series (1, 10, and 100 e/(Å² s)) as a function of accumulated dose. For visibility reasons, every third data point is shown. (b) Cross-correlation coefficient with the first image of a dose series acquired at 10 e/Å² at room temperature, starting at 750 e/Å². An exponential fit is added to calculate the critical dose.

Figure 5. (a) Schematic representation of cutting a stack of images in 16 parts (left to middle) and using the cross-correlation to find the shift in 1 part of the image compared to the original image (right), as a representation of shrinkage or expansion. (b) The average shift of the 4 corner subareas, the 8 edge subareas, and the 4 center subareas, acquired at 10 e/(Å² s). (c) Relative decrease in standard deviation of the mean intensity as a function of accumulated dose for samples prepared by the common floating approach at room temperature, at three different dose rates. For visibility reasons, every fifth data point is shown in (b) and (c).
Beam Damage As Observed during Imaging. In imaging mode, beam damage can present itself as among others (1) shrinkage or expansion of an organic thin film and (2) sample thinning due to mass loss. Both effects were measured by acquiring dose series of samples prepared by CF and DS methods. These series of images were acquired at different dose rates and at either room temperature or cryogenic conditions. To study sample deformations, the normalized cross-correlation coefficient (NCCC) of an image with respect to the first image within the series was calculated. Sample thinning due to mass loss was assessed by the relative decrease in average pixel intensity and the accompanying standard deviation.

Effect of Dose Rate in Imaging Mode. Figure 4a shows the decrease of the NCCC with respect to the original image as a function of accumulated dose at dose rates of 1, 10, and 100 e/(Å² s) (CF/RT/x). Local differences in thickness, small deviations in intensity due to microscope instabilities, and high contrast contaminations cause the NCCC to start at different values for each series. Therefore, the trend of the curves is studies instead of the absolute NCCC values. It is clearly visible that the NCCC drops quickly before a more stable regime is reached after approximately 150–180 e/Å², as calculated from the intersect of two linear fits: one fitted to the first 50 e/Å² and one fitted between 750 and 1000 e/Å² (for details, see Supporting Information, section 5). Identical fit regimes were chosen in every experiment to ensure a fair comparison between data sets, at room temperature and at cryogenic conditions.

For CF/RT/100, the quick initial drop is less evident (a slope of (∼6.73 ± 0.04) × 10⁻⁴ as compared to (∼1.32 ± 0.04) × 10⁻³ and (∼1.67 ± 0.05) × 10⁻³ for CF/RT/1 and CF/RT/10, respectively), which is likely caused by pre-exposure with a higher dose before starting the dose series. An exposure of 0.25 s to check that there was no carbon film in the entire field of view caused a pre-exposure of 0.25 and 2.5 e/Å² for the CF/RT/1 and CF/RT/10 samples, respectively, which is small compared to the dose limit. However, for the CF/RT/100, this pre-exposure will be 25 e/Å². This will cause significant damage, and therefore the NCCC for the last image will be higher, as the first image is already more damaged. After the cutoff dose is reached, a more stable second regime starts, as indicated by a much smaller slope (∼1 × 10⁻₄). Since the cutoff dose and the slope of the second regime are fairly similar between dose rates of 1 to 100 e/(Å² s), it is concluded that the dose rate effect is negligible, similar to the diffraction data.

Although the slope of the second damage regime is much smaller, beam damage still occurs. In a similar way as introduced for the diffraction data, a quantitative criterion can be set to calculate the critical dose, at which the initial NCCC decreases with a factor of e. To estimate this critical dose for imaging, a dose series is acquired at 10 e/(Å² s), reaching an accumulated dose of 30 000 e/Å². An exponential decay curve is fitted to the NCCC decay of this data set, starting at 750 e/Å² to exclude effects from the first damage regime. Calculating the critical dose imaging results in a value of (2.6 ± 0.2) × 10³ e/Å² (for details, see Supporting Information, section 6).

Since the NCCC is a measure of similarity, it will entail among others sample deformation and contrast loss or intermixing. To show that the initial drop in cross-correlation is caused by sample deformations, the stack of aligned images acquired at 10 e/(Å² s) was cut into 16 equal subimages (Figure 5a), and these different subimages were aligned by the normalized cross-correlation to the next image of the dose series. This approach facilitates the measurement of displacement of each subimage, i.e., expansion or contraction of the thin film as a function of accumulated dose. The results of this analysis are plotted in Figure 5b. It is clearly visible that the displacement of the subimages at the corners and edges of the stack is larger than the displacement of the subimages at the center of the stack (Figure 5b), indicating movement towards or from the center of the stack. Calculating the relative increase in distance between the center of each subimage and the center of the total image results in a shrinkage of 0.70 ± 0.14% at an accumulated dose of 1000 e/Å².

The validity and accuracy of the method above has been proven against an approach that uses the movement of high contrast silver makers to determine shift, as presented in the Supporting Information, section 2. As a different measure to assess beam damage, we quantify the change in average intensity that can be interpreted as a change in mass–thickness due to either mass loss or deformations of the thin film. To minimize the effects of microscope instabilities, two low-magnification overview images were taken, before and after the dose series. From these two images the intensity ratio of the nonilluminated and illuminated region before and after the series was calculated (Table 4).

Table 4. Relative Increase in Intensity Ratio between an Illuminated and a Nonilluminated Area before and after Imaging at Three Different Dose Rates at Room Temperature with Samples Prepared by the Common Floating Approach

<table>
<thead>
<tr>
<th>Dose Rate (e/Å² s)</th>
<th>CF/RT/1</th>
<th>CF/RT/10</th>
<th>CF/RT/100</th>
</tr>
</thead>
<tbody>
<tr>
<td>intensity increase (%)</td>
<td>0.57 ± 3.1</td>
<td>0.16 ± 2.6</td>
<td>0.22 ± 2.6</td>
</tr>
</tbody>
</table>

Because of the occurrence of lateral shrinkage, one would expect the sample to become thicker (assuming volume preservation), since material is moving toward the center. This would result in a lower average intensity. However, Table 4 shows an insignificant change in intensity, which can be explained by the fact that the relative shrinkage is small. Furthermore, thinning caused by mass loss will increase the average intensity, compensating for the thickening effect of shrinkage. Before and after images are shown in the Supporting Information, section 7.

Last, Figure 5c shows the relative decrease in standard deviation of the mean intensity of the aligned images. Shrinkage would result in a higher standard deviation, since more data will move into the field of view. It is, however, clear that the standard deviation decreases, again pointing out that mass loss plays a significant role in beam damage processes. The fast drop in relative standard deviation at the onset of beam damage might be caused by quick mass loss of material at the surface of the sample removing sample roughness. After this initial drop, a more stable regime is reached where mass loss plays a less significant role since the sample has reached a more equilibrated state.

From this, we can again conclude that in imaging mode a dose rate between 1 and 100 e/(Å² s) has a negligible effect on beam damage. Furthermore, we can conclude that the minimal pre-exposure of polymer thin films or microtome sections, often applied prior to acquiring electron tomography data sets, can now be quantified to limit artifacts in imaging. During this regime, mass loss and shrinkage occur, while after
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this regime, a second regime will set in, significantly reducing the rate of electron beam damage at higher doses. Furthermore, a critical dose in imaging is calculated, which results in a critical dose of more than 2500 e/Å². Even when the cutoff dose of the first damage regime is subtracted, this leaves more than enough dose available for acquiring tomography data sets (e.g., tilting from $-70^\circ$ to $+70^\circ$ in 1° steps, with 10 e/Å² per image results in a total dose of 1410 e/Å²).

Effect of Temperature and Sample Preparation in Imaging Mode. Figure 6a shows the decline of the NCCC with respect to the first image as a function of accumulated dose, for series acquired at room temperature and cryogenic conditions, and prepared by either the CF or DS methods. These series were acquired with a dose rate of 10 e/(Å² s). Comparing the room temperature measurements, one can see that the decrease in NCCC in the first regime does not significantly change for DS method, as the calculated slope is $(-1.57 \pm 0.12) \times 10^{-5}$ compared to $(-1.67 \pm 0.05) \times 10^{-5}$ for the CF method. However, the cutoff between the two damage regimes decreases from 156 ± 9 to 96 + 12 e/Å². This indicates that the rate of damage is similar for both the CF and the DS method but that the total damage in the first regime will be smaller for the DS method (the relative decay of NCCC at the cutoff dose decreases from 24% for the CF method to 15% for the DS method), indicating a more stable system.

The second, more stable regime shows a relatively constant NCCC for the DS method, since the slope of this regime decreases from $(-12.7 \pm 0.3) \times 10^{-5}$ for the CF method to $(-6.9 \pm 0.2) \times 10^{-5}$ without water and oxygen present. The critical dose therefore increases from $(2.6 \pm 0.2) \times 10^3$ e/Å² for the CF method to $(5.0 \pm 0.4) \times 10^3$ e/Å² for the DS method (for details, see Supporting Information, sections 5 and 6). This again indicates that the DS method will create a more stable system during electron beam radiation.

Figure 6c shows the displacement of parts of the images acquired at room temperature by using the alignment method as described before. It is clearly visible that by using the DS method, the shrinkage of the thin film decreases significantly, from 0.70 ± 0.18% to 0.40 ± 0.14%. Figure 6b shows the decrease of relative standard deviation of the mean intensity. The sample prepared by the DS method is more stable, since it is clear that the absolute decrease in relative standard deviation is smaller for this method.

After subtracting the initial pre-exposure regime, an electron dose of $5 \times 10^3$ e/Å² is still available before reaching the critical dose imaging, which is about twice as much as for a sample prepared by the CF method. Furthermore, since the relative decay of NCCC at the cutoff dose is smaller for the DS method, the acquired data set in the second regime will show...
the most resemblance to the sample in the initial, nondamaged state. Figure 6a also shows the evolution of the NCCC as a function of accumulated dose in cryogenic conditions. Clearly, the two damage regimes remain visible. The slope of the first regime decreases from $(-1.57 \pm 0.12) \times 10^{-3}$ for DS/RT/10 to $(-9.25 \pm 0.76) \times 10^{-4}$ for DS/Cryo/10 and to a minimum of $(-9.53 \pm 0.57) \times 10^{-4}$ for CF/Cryo/10. This indicates that cryo-preservation could be useful when acquiring small data sets with a low total dose, since the NCCC changes more slowly, and one can therefore acquire images as close as possible to the original, nondamaged state. The effect of water and oxygen seems minimal in this case.

The cutoff between the two damage regimes increases from $156 \pm 9$ e/Å² for CF/RT/10 to $219 \pm 19$ and $271 \pm 28$ e/Å² for CF/Cryo/10 and DS/Cryo/10, respectively. With a relative decay of 19% at the cutoff dose for CF/Cryo/10, in comparison to 37% for DS/Cryo/10, it can be concluded that for small data sets with relatively low doses a conventional floating method at cryogenic conditions is best applicable, since the NCCC decreases slowly over a larger amount of dose.

In cryogenic conditions, the second regime behaves differently in comparison to room temperature conditions, since the NCCC is increasing again. Therefore, it was impossible to determine a useful critical dose imaging, based on an NCCC decay by a factor of $e$. The increase in NCCC can be explained by an inversion of the displacement, i.e., initial shrinkage followed by expansion or vice versa. This is confirmed by the displacement of subareas, shown in Figure 6d. At an accumulated dose of $400 \pm 8$ e/Å², the relative shrinkage is calculated to be $-0.39 \pm 0.16\%$ and $-0.79 \pm 0.42\%$ for CF/Cryo/10 and DS/Cryo/10, respectively. This means that the sample will expand first, before it starts to shrink, in contrast to room temperature conditions where shrinkage occurs directly from the onset of beam damage. Whether a stable regime will appear after shrinkage in cryogenic conditions, just as in room temperature conditions, is not investigated.

Because of the initial expansion, one would expect an initial decrease in standard deviation, since the information on less material will be spread over the same amount of pixels. This effect is seen in Figure 6b. However, for the CF/Cryo/10 sample, this effect is minimal. Local mass loss, which is expected since oxygen and water can be removed easily, will increase the standard deviation, explaining the smaller decrease in relative standard deviation.

In cryogenic conditions, in contrast with room temperature conditions, the sample seems to be destabilized by an oxygen- and water-free sample preparation method. Furthermore, even without oxygen and water being present, the stability at high doses is less in cryogenic conditions than at room temperature. Further details on intensity changes of areas before and after exposure can be found in Supporting Information section 7.

### CONCLUSIONS

By combining diffraction and imaging data, we have investigated electron beam damage effects in P3HT-PCBM thin films over multiple length scales. Analysis of the fading of electron diffraction rings allows us to quantify the beam sensitivity of each component of the nanocomposite individually. This shows that PCBM is 15 times more stable based on the criterion of the critical dose diffraction, i.e., the accumulated electron dose at which the intensity of the corresponding diffraction ring decreases with a factor of $e$. For electron dose rates between 0.1 and 10 e/(Å² s), no dose rate effects are observed. Cryo-preservation increases beam stability of both materials with the critical dose for P3HT significantly increasing from 16 to 108 e/Å², while the critical dose for PCBM increases from 392 to 596 e/Å². Most importantly, it is shown that excluding water and oxygen during sample preparation further improves the beam stability of these materials, reaching a critical dose of 188 e/Å² for P3HT, which corresponds to a 10-fold increase over conventional sample preparation and room temperature diffraction.

Beam damage in imaging mode was analyzed in terms of mass loss and thin film deformations. The normalized cross-correlation coefficient (NCCC) between images contains contributions from among others contrast loss and intermixing of phases. Here, the NCCC is used to assess sample deformation, as the NCCC is followed as a function of accumulated dose. First, it is shown that the dose rate effect is negligible for dose rates between 1 and 100 e/(Å² s). Second, experiments at room temperature show a quick initial decrease in NCCC before a stable second regime is reached. In this first regime, shrinkage and mass loss occurs, as shown via the movement of subimages and changes in relative standard deviation. The second, more stable regime is used to calculate a critical dose imaging, defined by the dose at which the initial NCCC is decreased with a factor of $e$. An oxygen- and water-free sample preparation method increases this critical dose imaging from 2600 to 5000 e/Å². Furthermore, since the relative decay of the NCCC at the cutoff dose is lowest in oxygen and water free conditions, data acquired in this second regime will be closest to the sample in a nondamaged state. In cryogenic conditions, the first regime shows a slower decrease of the NCCC, indicating that the first regime is more stable than in room temperature conditions. In the second regime, however, the NCCC increases again. This is due to the fact that after an initial expansion of the thin film the sample starts to shrink.

In summary, we suggest to use an oxygen- and water-free sample preparation method combined with cryogenic conditions in diffraction mode, while for imaging an oxygen- and water-free sample preparation method is best suited combined with data acquisition at room temperature (high total doses, large data sets) and a conventional floating method is best suited for cryogenic condition (small total doses, small data sets). We believe that the quantitative analysis of TEM beam damage as illustrated here will become a standard tool to optimize TEM imaging conditions and sample preparation protocols in the future.

### ASSOCIATED CONTENT

* Supporting Information
The Supporting Information is available free of charge on the ACS Publications website at DOI: 10.1021/acs.jpcc.7b01749.

Experimental details radial averaging, displacement calculation with silver particles; data fits: critical dose calculations in imaging and diffraction mode, calculating cutoff in imaging mode; intensity changes in imaging mode (PDF)

### AUTHOR INFORMATION

**Corresponding Author**
E-mail h.friedrich@tue.nl; phone +31 (0)40 247 3041 (H.F.);
**ORCID**
Heiner Friedrich: 0000-0003-4582-0064
We thank Arno van Hoof for providing the silver particles. We acknowledge financial support for this research from ADEM, A Green Deal in Energy Materials of the Ministry of Economic Affairs of The Netherlands (www.adem-innovationlab.nl).

## References

