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Abstract

A classical Euler-Lagrangian model for gas-solid flows has been extended with gas component mass conservation equations, and has been used to obtain fundamental insights on bubble-to-emulsion phase mass transfer in bubbling gas-solid fluidized beds. Simulations on injected, single rising bubbles under incipient fluidization conditions have been carried out, using both Geldart-A and -B type particles. Comparisons between the phenomena observed in the simulations and various theoretical models used to derive phenomenological models have been performed, in order to challenge the assumptions underlying these phenomenological models. The bubble-to-emulsion phase mass transfer coefficients calculated for the simulations using Geldart-B type particles are in a good agreement with the predictions by the Davidson and Harrison (1963) model. The bubble-to-emulsion phase mass transfer coefficients for Geldart-A type particles are, however, much smaller than the predictions from theoretical models (e.g. Chiba and Kobayashi (1970)). The newly developed model allows a detailed analysis of various hydrodynamic aspects and their effect on the mass transfer characteristics in and around rising bubbles in fluidized beds.
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Nomenclature

\begin{tabular}{|l|l|}
\hline
\textit{A} & area, [m\textsuperscript{2}] \\
\textit{c} & number of species, [\textendash] \\
\textit{d} & particle diameter, [m] \\
\textit{D_b} & bubble diameter, [m] \\
\hline
\end{tabular}

\textsuperscript{\ast}corresponding author

Email address: M.v.SintAnnaland@tue.nl (Martin van Sint Annaland)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>diffusion coefficient, [m$^2$/s]</td>
</tr>
<tr>
<td>$e$</td>
<td>coefficient of restitution, [-]</td>
</tr>
<tr>
<td>$f$</td>
<td>volume fraction, [-]</td>
</tr>
<tr>
<td>$F_{\text{contact},a}$</td>
<td>contact force of particle $a$, [N]</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration, [m/s$^2$]</td>
</tr>
<tr>
<td>$I$</td>
<td>moment of inertia, [kg $\cdot$ m$^2$]</td>
</tr>
<tr>
<td>$k$</td>
<td>spring stiffness, [N/m]</td>
</tr>
<tr>
<td>$K$</td>
<td>mass transfer coefficient, [/s]</td>
</tr>
<tr>
<td>$m_a$</td>
<td>particle mass, [kg]</td>
</tr>
<tr>
<td>$M$</td>
<td>molar mass, [kg/mol]</td>
</tr>
<tr>
<td>$N_p$</td>
<td>particle number, [-]</td>
</tr>
<tr>
<td>$P$</td>
<td>pressure, [Pa]</td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant, [J/mol $\cdot$ K]</td>
</tr>
<tr>
<td>$S_p$</td>
<td>particle drag source term, [N/m$^3$]</td>
</tr>
<tr>
<td>$t$</td>
<td>time, [s]</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature, [K]</td>
</tr>
<tr>
<td>$u_g, v_a$</td>
<td>gas and solid velocity, [m/s]</td>
</tr>
<tr>
<td>$U$</td>
<td>velocity, [m/s]</td>
</tr>
<tr>
<td>$V$</td>
<td>volume, [m$^3$]</td>
</tr>
<tr>
<td>$x$</td>
<td>mole fraction, [-]</td>
</tr>
<tr>
<td>$y$</td>
<td>mass fraction, [-]</td>
</tr>
</tbody>
</table>

**Greek symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>inter-phase momentum exchange coefficient, [kg/m$^3$$\cdot$s]</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>volume fraction, [-]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>damping coefficient, [N$\cdot$s/m]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>gas phase shear viscosity [Pa$\cdot$s]</td>
</tr>
<tr>
<td>$\mu_f$</td>
<td>friction coefficient, [-]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density, [kg/m$^3$]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>stress tensor, [Pa]</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a, p$</td>
<td>particle</td>
</tr>
<tr>
<td>$b$</td>
<td>bubble</td>
</tr>
</tbody>
</table>
1. Introduction

Gas-solid fluidized bed reactors are often applied in the process industries due to their excellent mixing and heat transfer characteristics. It is well-known that bubbles prevail in these beds and their dynamics are responsible for the solids agitation and the accompanying favorable heat and mass transfer characteristics of fluidized beds. An important foundation for a rational design of fluidized bed reactors is a thorough understanding of the mass transfer processes in fluidized beds, specifically the bubble-to-emulsion phase mass transfer. This phenomenon occurs via the combined effects of gas diffusion, coherent gas flow and solids motion carrying adsorbed gas atoms (Davidson and Harrison, 1963; Kunii and Levenspiel, 1991).

In the past decades, single-bubble fluidized beds and freely bubbling fluidized beds have been used to study the bubble-to-emulsion phase mass transfer, both experimentally and numerically (a.o. Patil et al. (2003); Deshmukh et al. (2007); Pavlin et al. (2007); Dang et al. (2013); Hernández-Jíménez et al. (2013)). Phenomenological models, used for the design of industrial-scale reactors, can only provide reliable predictions when accurate mass transfer coefficients are
used. Up to now, most of the correlations for these coefficients are based on (i) analytical considerations and (ii) experiments using invasive measurement techniques. Several problems arise with this approach. Firstly, various assumptions have been made in order to reduce the mathematical analysis, but the scope of their validity has not yet been analyzed in detail. Secondly, the invasive experimental techniques may disturb the flow and are limited only to point measurements. Noninvasive optical techniques (e.g. Müller et al. (2006); Roels and Carmeliet (2006); Pavlin et al. (2007); Dang et al. (2013)) have been developed in the mean time, but detailed understanding of the underlying mechanisms is still out of reach particularly due to the difficulties in measuring the gas concentration in the emulsion phase (Dang et al., 2013).

In this light, numerical simulations (i.e. computational fluid dynamics) can shed more light on the detailed process of interphase mass transfer. Patil et al. (2003); Hernández-Jiménez et al. (2013), for instance, used the Two Fluid Model (TFM, and Euler-Euler technique) and focused on fluidized beds using Geldart-B type particles. Patil et al. (2003) has indicated that the Davidson and Harrison (1963) model predicts the mass transfer for single injected bubbles reasonably well, but their results show an inconsistent bubble size evolution and tracer gas concentration compared to the experiments from Dang et al. (2013). Hernández-Jiménez et al. (2013), on the other hand, found good agreement with Davidson and Harrison (1963) model for single-injected bubbles, but found that using freely bubbling fluidized beds, the mass transfer coefficients were more than two times larger than predicted.

With higher-detail models, it will be possible to identify the most important aspects of the interphase mass transfer. While the TFM uses various assumptions to describe the emulsion phase rheology, in a discrete particle model (DPM, an Euler-Lagrange technique) the particle-particle interactions are taken into account deterministically. The DPM can therefore provide more detailed insight into the prevailing phenomena compared to the TFM model, and also allows the simulation of smaller particles (e.g. Geldart A type particles). Geldart-A type particles are often used in industrial fluidized beds (typically FCC catalyst) and are also of interest for the design of micro fluidized beds (e.g. Tan et al. (2014, 2016)).

In this work, a state-of-the-art DPM model extended with gas component conservation equations is used to characterize the interphase mass transfer processes in gas-solid fluidized beds consisting of Geldart B and Geldart A type particles. The model will be used to simulate single injected bubbles that rise through an incipiently fluidized bed, analogous to the experiments carried out by Patil et al. (2003) and Dang et al. (2013), but without the specific limitations inherent to these techniques. Besides, the tracer gas concentration in the emulsion phase will
not be neglected but analyzed for the computation of the mass transfer coefficient.

This section continues with a short overview of the available correlations for the bubble-to-emulsion phase mass transfer coefficient, which will be used in the comparison with the simulation results. Subsequently, the DPM model will be outlined, followed by a detailed analysis of mass transfer processes in Geldart B and, subsequently, Geldart A particles. The paper is then finalized with a discussion and conclusions.

1.1. Phenomenological models for bubble-to-emulsion mass transfer

In the literature, several correlations have been reported for the prediction of the mass transfer coefficient. In the derivation of these correlations, a gas cloud between a bubble and the emulsion (bulk) phase is usually assumed, originally deemed as a thin region surrounding the bubble with a relatively high solids holdup compared to the bulk emulsion. Davidson first suggested the existence of the gas cloud in gas-solid bubbling fluidized beds (Rowe et al., 1964). The pioneering model by Davidson and Harrison (1963) has been widely used in phenomenological models for large scale fluidized bed reactors. In this model, the total mass transfer consists of a convective flow from the bubbles to the emulsion phase and diffusion from the bubble to the cloud. Kunii and Levenspiel (1991) followed their approach and proposed an extension considering two consecutive transfer steps, namely the transfer from the bubble to the cloud and that from the cloud to the emulsion. Based on the stream function derived by Murray (1965), Chiba and Kobayashi (1970) assumed that the gas composition in the cloud and bubble is uniform and that the mass transfer limitation is largely governed by the diffusion through the surface between the cloud and the emulsion phases. Table 1 summarizes the equations for estimating the bubble-to-emulsion mass transfer coefficient for the most popular phenomenological models, together with the main assumptions used in their derivation.
Table 1: Phenomenological models for the bubble-to-emulsion mass transfer coefficient $K_{be}$

<table>
<thead>
<tr>
<th>Reference</th>
<th>Equations</th>
<th>Dim.</th>
<th>Main assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davidson and Harrison (1963)</td>
<td>$K_{be} = \frac{4}{D_b} \left( 0.6D_b^{1/2} \left( \frac{g}{D_b} \right)^{1/4} + \frac{2U_{mf}}{\pi} \right)$</td>
<td>2D</td>
<td>1) mass transfer from the bubble to the emulsion by molecular diffusion and a bulk flow to and from the bubble; 2) perfect mixing in the bubble and the emulsion phase; 3) circular or spherical bubble with constant size; 4) bubbles in a large volume bed; 5) diffusion from spherical cap bubble surface with a nose angle of 100°.</td>
</tr>
<tr>
<td>Kunii and Levenspiel (1991)</td>
<td>$K_{be} = 4.5 \left( \frac{U_{mf}}{D_b} \right) + 5.85 \left( \frac{D_i^{1/2} \left( \frac{g}{D_b} \right)^{1/4}}{D_b^{3/4}} \right)$</td>
<td>3D</td>
<td>1) Davidson model for the bubble and the gas flow at the bubble; 2) the emulsion voidage is obtained at minimum fluidizing conditions; 3) Higbie penetration model (Higbie, 1935) for the cloud to emulsion mass transfer coefficient; 4) two consecutive steps: transfer from the bubble to the cloud and from the cloud to the emulsion phase.</td>
</tr>
<tr>
<td>Chiba and Kobayashi (1970)</td>
<td>$K_{be} = \frac{4.52}{1 - f_w} \left( \frac{D_i \varepsilon_{mf} U_b}{D_b^2} \right)^{1/2}$</td>
<td>2D</td>
<td>1) uniform gas composition in the cloud and bubble; 2) constant bubble volume and bubble rise velocity; 3) circular or spherical cap bubble and circular or spherical clouds; 4) Gas and particle flow around the bubble follow the analysis by Murray (1965); 5) the gas flow in the emulsion phase is in plug flow.</td>
</tr>
</tbody>
</table>
2. Numerical method

2.1. The extended Discrete Particle Model

The soft-sphere discrete particle model (DPM) employed in this study is based on the pioneering work by Tsuji et al. (1993) and has originally been developed by Hoomans et al. (1996) and Ye et al. (2004). It is a popular Euler-Lagrange type of model with a discrete description of the particulate phase and a continuous description of the gas phase, and has been widely used in hydrodynamic studies of gas-solid fluidized beds. A set of three dimensional volume-averaged Navier-Stokes equations for compressible flow are solved on the Eulerian grid cells for the gas phase hydrodynamics, assuming ideal gas behavior. For the particle phase, Newton’s second law of motion is applied to each individual particle to trace its position and velocities while accounting for particle-particle and particle-wall collisions. Because the size of the Eulerian grid cells is larger than the particle diameter, the details of the interactions between the gas phase and the particles are unresolved and constitutive correlations are required to compute the momentum exchange between the two phases.

A summary of the main equations of the model used in this study is provided in Table 2. For the gas-particle interaction the classic drag force correlation from Ergun (1952) and Wen et al. (1966) are utilized. The contact force resulting from particle-particle and/or particle-wall interactions is calculated using the linear spring and dashpot model proposed by Cundall et al. (1979). The particle spring stiffness constant is a key input parameter and it is common practice to use a value much smaller than the true one derived from material properties, since it allows an increased time step without noticeable effects on the hydrodynamics and thus reduces the required CPU time (Tsuji et al., 1993). Here, we choose those values such that the maximum overlap between interacting particles and particle-wall at any time step is less than 1% of the particle diameter. For a more detailed explanation of this model, we refer to our previous papers (Tan et al., 2014, 2016) and reviews by Deen et al. (2007) and Zhu et al. (2008).

The transport of chemical components is described using an instationary convection-diffusion equation for component $i$. For binary gas systems with components $A$ and $B$, Fick’s law can be used for the molecular diffusion mass flux $j_i = -\rho D_{AB} \nabla y_A$, using $y_A$ to denote the mass fraction of component $A$, which is employed in the gas component conservation equation used in this study (Table 2).

The DPM has been extensively used for detailed understanding of hydrodynamic characteristics in gas-solid fluidized beds (for example, Xu et al. (1997); Li et al. (2007); Ye et al. (2004);
Wang et al. (2010); Tan et al. (2014)). The extended part for the component conservation calculation is newly developed and its implementation has been carefully verified by carrying out simulations for simplified systems and comparing the results with theoretical solutions, as presented in Tan et al. (2016).

2.2. Simulation configuration

Investigations on the bubble-to-emulsion phase mass transfer have been carried out by simulating single-bubble injections of a tracer gas CO$_2$ into a fluidized bed maintained at minimum fluidization (for beds using Geldart-B type particles) or minimum bubbling conditions (for beds using Geldart-A type particles). N$_2$ was used as the background fluidization gas. After an initial 1 s of incipient fluidization, the bubble was injected by setting the central cells at the bottom boundary (the nozzle) to inflow of CO$_2$ using a prescribed injection velocity. The cells were switched back to N$_2$ at incipient fluidization velocity after the injection was finished. The injection time required for generating specific bubble sizes was determined by separate simulations beforehand.

A constant molecular (binary) diffusion coefficient of CO$_2$ in N$_2$ is used to describe the tracer gas diffusivity. For the Geldart-A type particle simulations, the diffusion coefficient of CO$_2$ was also increased with a factor 3 to investigate the influence of the gas diffusivity. The nozzle for gas injection is located in the center of the bottom plate.

The simulations using Geldart-B type particles were set up based on the experiments done by Dang et al. (2013). The bed width of 4 cm was repeated from the experiments, which was subsequently supplemented with simulations using a bed width of 5 cm and 6 cm. Similar to the experiments, the Geldart-B type particles have a density of 2525 kg/m$^3$ and average diameter of 500 µm (400 ∼ 600 µm, Gaussian distribution with σ = 5.0 × 10$^{-5}$). The minimum fluidization velocity of these particles was determined by simulations using the pressure drop method at 0.22 m/s (0.206 m/s in the referenced paper). No-slip boundary conditions were applied to the side walls of the bed for these simulations.

The Geldart-A type particles employed in this study are monodispersed particles with a diameter of 100 µm and density of 1500 kg/m$^3$. Van der Waals’ forces is neglected in this study. Here the minimum bubbling fluidization velocity (9.0 × 10$^{-3}$ m/s), determined by simulations based on the standard deviation of the pressure drop over the bed, has been used as the background fluidization velocity. Since a large number of particles was used to allow the bubble some rising time, pseudo-2D fluidized beds are simulated to reduce the computational cost. The bed
Table 2: Main governing equations of the soft-sphere DPM extended with gas component conservation equations

Gas phase continuity equation:
\[
\frac{\partial (\varepsilon_g \rho_g)}{\partial t} + (\nabla \cdot (\varepsilon_g \rho_g \mathbf{u}_g)) = 0
\]

Gas phase momentum equation:
\[
\frac{\partial (\varepsilon_g \rho_g \mathbf{u}_g)}{\partial t} + \nabla \cdot (\varepsilon_g \rho_g \mathbf{u}_g \mathbf{u}_g) = -\varepsilon_g \nabla P_g - \mathbf{S}_p - \nabla \cdot (\varepsilon_g \mathbf{\tau}_g) + \varepsilon_g \rho_g \mathbf{g}
\]

Gas phase equation of state:
\[
\rho_g = \frac{M_g}{RT} P_g \text{ with } M_g = \left( \frac{y_i}{M_i} \right)^{-1}
\]

Gas phase stress tensor:
\[
\mathbf{\tau}_g = \mu_g (\nabla \mathbf{u}_g + \nabla \mathbf{u}_g^T) - \left( \lambda_g - \frac{2}{3} \mu_g \right) (\nabla \cdot \mathbf{u}_g) \mathbf{I}
\]

Gas-solid momentum exchange rate:
\[
\beta = \begin{cases} 
\frac{3}{4} C_D \frac{\rho_g \varepsilon_g (1 - \varepsilon_g) ||\mathbf{u}_g - \mathbf{v}_a||}{d_p} \varepsilon_g^{2.65} & \varepsilon_g \geq 0.8 \\
150 \frac{(1 - \varepsilon_g)^2 \mu_g}{\varepsilon_g d_p^2} + 1.75 \frac{\rho_g (1 - \varepsilon_g) ||\mathbf{u}_g - \mathbf{v}_a||}{d_p} & \varepsilon_g < 0.8 
\end{cases}
\]

the porosity in DPM simulation:
\[
\varepsilon_{g,\text{cell}} = 1 - \frac{1}{V_{\text{cell}}} \sum_{\forall a \in \text{cell}} f_a^a V_p
\]

Equations of motion for every particle:
\[
m_a \frac{d\mathbf{v}_a}{dt} = m_a \frac{d^2 \mathbf{r}_a}{dt^2} = -V_a \nabla P_g + \frac{V_a \beta}{\varepsilon_p} (\mathbf{u}_g - \mathbf{v}_a) + m_a \mathbf{g} + \mathbf{F}_{\text{contact},a} \\
I_a \frac{d\omega_a}{dt} = \mathbf{T}_a
\]

Gas component conservation equations:
\[
\frac{\partial}{\partial t} (\varepsilon_g \rho_g y_i) + \nabla \cdot (\varepsilon_g \rho_g y_i \mathbf{u}_g) = \nabla \cdot (\varepsilon_g \rho_g \mathbf{D} \nabla y_i)
\]

closure equation for component \( i = 0 \):
\[
y_0 = 1 - \sum_{i=1}^{c} y_i
\]

viscosity of a gas mixture:
\[
\mu_g = \sum_{i} \frac{x_i \mu_i}{\sum_{j} x_j \Phi_{ij}}
\]
\[
\Phi_{ij} = \left[ 1 + \left( \frac{\mu_i}{\mu_j} \right)^{1/2} \left( \frac{M_i}{M_j} \right)^{1/4} \right]^2 \left[ 8 \left( 1 + \frac{M_i}{M_j} \right) \right]^{1/2}
\]
depth is only 6 times the particle diameter and hence a free-slip boundary condition was applied for the front and back walls.

For all the simulations, the pressure at the top outlet was specified as the atmospheric pressure (101325 Pa). Particles were initially regularly placed layer by layer at the bottom of the bed with a small random fluctuating translational and rotational velocity to make sure that the system was in an asymmetric fluidized state from the start. Table 3 summarizes the main parameters used in the simulations. The parameters in the DPM model for Geldart-B type particles, such as restitution coefficients and friction coefficient, were first tested with a simulation setting most close to one experiment from Dang et al. (2013). A good agreement was found with regard to the key phenomena and bubble size as function of time. Note that despite the great similarity, the simulations cannot be used for an exact one-to-one comparison with the experiments. The analysis and resulting mass transfer coefficient are very sensitive to the gas injection and bubble formation time, and Dang et al. (2013) used a very high injection velocity and stopped the injection before the bubble formation was completed. Also, their analysis for the bubble-to-emulsion mass transfer coefficients started before the bubble is completely formed and detached. These aspects can be controlled much more accurately in the simulations and hence differ from the experiments.

2.3. Mass transfer coefficient calculation

The mass transfer coefficient $K_{be}$ can be calculated from an integral mass balance of the tracer gas in the bubble (defined as an enclosed region with a porosity above a predefined threshold):

$$\frac{d(C_{CO_2,b}V_b)}{dt} = -K_{be}(C_{CO_2,b} - C_{CO_2,e})V_b$$

(1)

In order to analytically solve Equation 1, the averaged tracer gas (in this case CO$_2$) concentration in the emulsion phase is assumed negligible (thus set to zero). As presented in Dang et al. (2013), for a pseudo-2D bed having a single bubble with an initial averaged tracer gas concentration of $C_{CO_2,b}(0)$, with $C_{CO_2,e} = 0$ and at $t = t_0$: $C_{CO_2,b} = C_{CO_2,b}(0)$, integration yields

$$\frac{C_{CO_2,b}(t)}{C_{CO_2,b}(0)} \left( \frac{D_b(t)}{D_b(0)} \right)^2 = \exp(-K_{be}t)$$

(2)

where $D_b(0)$ is the initial bubble diameter and $D_b(t)$ is the bubble diameter at time $t$. By plotting $\ln(C_{CO_2,b}(t)/D_b^2(t)/C_{CO_2,b}(0)/D_b^2(0))$ as a function of time, the mass transfer coefficient $K_{be}$ can be calculated from the slope of the linear correlation according to Equation 2.
Table 3: Summary of the values for the main simulation parameters in DPM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Geldart-B type</th>
<th>Geldart-A type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle diameter $d_p$, µm</td>
<td>400 ~ 600</td>
<td>100</td>
</tr>
<tr>
<td>Particle number $N_p$</td>
<td>72500</td>
<td>279000</td>
</tr>
<tr>
<td>Particle density $\rho_p$, kg/m$^3$</td>
<td>2525</td>
<td>1500</td>
</tr>
<tr>
<td>Normal restitution coefficients $e_n$</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>Tangential restitution coefficients $e_t$</td>
<td>0.33</td>
<td>0.95</td>
</tr>
<tr>
<td>Friction coefficient (particle-particle/wall) $\mu_f$</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Normal spring stiffness $k_n$, N/m</td>
<td>3500</td>
<td>28</td>
</tr>
<tr>
<td>Tangential spring stiffness $k_t$, N/m</td>
<td>1000</td>
<td>8</td>
</tr>
<tr>
<td>CFD time step $t$, s</td>
<td>$1.0 \times 10^{-5}$</td>
<td>$1.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>Particle dynamics time step $t_p$, s</td>
<td>$1.0 \times 10^{-6}$</td>
<td>$1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>Domain height, m</td>
<td>$1.5 \times 10^{-1}$</td>
<td>$3.6 \times 10^{-2}$</td>
</tr>
<tr>
<td>Domain width, m</td>
<td>$4.0, 5.0, 6.0 \times 10^{-2}$</td>
<td>$2.32/3.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>Domain depth, m</td>
<td>$5.0 \times 10^{-3}$</td>
<td>$6.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>Number of grid cells</td>
<td>$150 \times 40/50/60 \times 5$</td>
<td>$90 \times 58/75 \times 2$</td>
</tr>
<tr>
<td>Diffusivity of CO$<em>2$ $D</em>{\text{diff}}$, m$^2$/s</td>
<td>$1.65 \times 10^{-5}$</td>
<td>$1.65/4.95 \times 10^{-5}$</td>
</tr>
<tr>
<td>Injection velocity $U_{\text{inj}}$, m/s</td>
<td>5.0, 6.0</td>
<td>0.1, 0.2</td>
</tr>
<tr>
<td>Injection time $\Delta t_{\text{inj}}$, s</td>
<td>0.07, 0.075</td>
<td>0.035, 0.036</td>
</tr>
<tr>
<td>Nozzle area, mm$^2$</td>
<td>20 (4 x 5 grid cells)</td>
<td>0.96 (4 x 2 grid cells)</td>
</tr>
<tr>
<td>Minimum fludization velocity $U_{mf}$, m/s</td>
<td>0.22</td>
<td>$5.9 \times 10^{-3}$</td>
</tr>
<tr>
<td>Bubbling fluidization velocity $U_{mb}$, m/s</td>
<td>-</td>
<td>$9.0 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

3. Fluidized beds using Geldart-B type particles

3.1. Characteristics of bubble-to-emulsion phase mass transfer

The tracer gas concentration in the center slice of the fluidized bed is shown in Figure 1 for the simulation using a bed width of $6 \times 10^{-2}$ m and an injection velocity of 6 m/s. While the actual value is somewhat arbitrary, a porosity of 0.85 is used to define the bubble contour. In this figure, a range of porosity contours for the bubble is provided to show the pronounced phenomenon of particle raining which leads to bubble collapse. As found by Patil et al. (2003) and Dang et al. (2013), the bubble shape as well as the bubble size continue to change over time. The same holds for the tracer gas concentration inside the bubble.
Figure 1: Snapshots of the tracer gas concentration in the center slice of the fluidized bed at different moments in time from the beginning of the injection (from $t = 0$ s to 0.16 s with a step of 0.02 s), where the bubble is depicted with different threshold values of the porosity ($0.7 - 0.85$) (bed width = $6 \times 10^{-2}$ m, $d_p = 400 \sim 600$ µm, $U_{inj} = 6$ m/s, $\Delta t_{inj} = 0.075$ s).
Figure 2: Snapshots of the streamlines through the bubble in the center slice of a fluidized bed from 0.06 s to 0.12 s after the tracer gas injected (bed width = $6 \times 10^{-2}$ m, $d_p = 400 \sim 600$ µm, $U_{inj} = 6$ m/s, $\Delta t_{inj} = 0.075$ s).
Figure 3: a) The average CO$_2$ concentration in the emulsion phase and in the bubble with its spatial standard deviation (shaded bar) as a function of time; b) The equivalent bubble diameter as a function of time after the injection started (bed width = $6 \times 10^{-2}$ m, $d_p = 400 \sim 600$ $\mu$m, $U_{inj} = 6$ m/s, $\Delta t_{inj} = 0.075$ s).

From the snapshots in Figure 1 three stages can be discerned; first, it is noticed that the bubble starts to form shortly after the injection and the tracer gas appears at the nozzle even before the bubble is distinguishable. The gas flow trajectories, shown in Figure 2, indicate that both the tracer gas CO$_2$ (via the middle) and the background fluidization gas N$_2$ (via the bubble sides) contribute to the formation of the bubble, while the tracer gas CO$_2$ immediately flows through the top of the bubble into the emulsion phase. After the bubble is formed, the second stage starts, where background fluidization gas N$_2$ flows into the bubble also via the bottom and replaces the CO$_2$ that continues to leave the bubble through its roof. In this Geldart B case, the mass transfer is thus strongly dominated by convection, as reported by Dang et al. (2013). A small part of the CO$_2$ that leaves to the emulsion phase is recycled through the left and right vortices, back into the bubble (see Figure 2). During the last stage, the last traces of CO$_2$ that are trapped in the vortices can only leave through diffusion; a slow process such that the bubble concentration remains fairly constant while it collapses, also shown by the experimental results from Dang et al. (2013).

Figure 3a shows the CO$_2$ concentration in the bubble and emulsion phases, where also the three stages indicated above can be distinguished. The emulsion phase concentration is non-zero and at times even larger than the bubble concentration, but since the majority of CO$_2$ is found downstream of the bubble (incapable of re-entering the bubble), the assumption of a
negligible emulsion phase concentration to describe the bubble-to-emulsion phase mass transfer seems justified. Figure 3b shows the equivalent bubble diameter \( D_b = \sqrt{\frac{4A_b}{\pi}} \), and shows that the bubble starts to collapse shortly after an initial growth, which is consistent with the experimental results from Dang et al. (2013). However, Patil et al. (2003) failed in predicting the decreasing bubble size at the later stage with 2D TFM simulations and presented a slow increase of the equivalent bubble diameter there, explaining the above described discrepancy.

### 3.2. Bubble-to-emulsion phase mass transfer coefficient

In the previous section, the assumption of taking a negligible emulsion concentration was justified, so Equation 2 can be employed to calculate \( K_{be} \). In order to exclude wall effects as much as possible, the evolution of the gas streamlines was studied to find the time before wall effects become dominant. Subsequently, \( K_{be} \) was obtained from the linearized Equation 2, using two different bubble sizes (Figure 4). Table 4 presents the comparison for \( K_{be} \) between the simulations and the predictions from the Davidson and Harrison (1963) model.

In Table 4, the differences between the values calculated from the simulations and the predictions using the Davidson and Harrison (1963) model are less than 10%, showing a good agreement. The short time period used to calculate \( K_{be} \) allows making the relevant assumptions, such as constant bubble diameter, constant mass transfer coefficient and zero tracer gas in the emulsion phase. Table 4 also shows that the convective contribution is indeed dominant and that
Table 4: Comparison of the simulated BE-MT coefficients with the predictions with the Davidson and Harrison (1963) model, including the individual contribution of diffusion and convection based mass transfer.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Averaged bubble diameter [m]</th>
<th>Mass transfer coefficient $K_{be} ,[s^{-1}]$</th>
<th>Davidson and Harrison model (1963)</th>
<th>This study</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bed width = 5 cm $U_{inj} = 5 , m/s$</td>
<td>0.0231</td>
<td>27.08 (Conv 24.90 + Diff 2.18)</td>
<td>28.89</td>
<td>6.69%</td>
<td></td>
</tr>
<tr>
<td>Bed width = 6 cm $U_{inj} = 6 , m/s$</td>
<td>0.0277</td>
<td>22.48 (Conv 20.75 + Diff 1.74)</td>
<td>24.33</td>
<td>8.21%</td>
<td></td>
</tr>
</tbody>
</table>

the larger $K_{be}$ is obtained for the smaller bubble, which is consistent with the results presented above and with previous studies (Patil et al., 2003; Dang et al., 2013).

4. Fluidized beds using Geldart-A type particles

The DPM technique is also very suitable to simulate Geldart A type particles, which are used in many industrial fluidization processes. In this section, particles with a diameter of 100 µm with a density of 1500 kg/m³ are used. Similar to the previous cases, single bubble injections are performed, using a porosity of 0.85 to define the bubble surface. The bubbles rise steadily through the bed until they break up at the bed surface.

4.1. Characteristics of bubble-to-emulsion phase mass transfer

Figure 5 shows the concentration field and gas phase streamlines for a simulation using an injection velocity of 0.1 m/s. The CO$_2$ concentration in the middle of the bubble is relatively high. The CO$_2$ transferred to the emulsion phase is found mainly in the path behind the bubble. This concentration profile is very similar to the profile of gas bubbles rising in a liquid (e.g. Stöhr et al. (2009)) with a tail behind the bubble.

The snapshots indicate a quite different mass transfer process from the one using Geldart-B type particles. The gas phase streamlines recirculate inside the bubble and its immediate surroundings (the cloud), keeping the tracer gas local to the bubble. Also, no sign of bubble collapse is seen in the snapshots. These characteristics are highlighted in Figure 6, showing that the bubble even keeps growing while rising through the bed. A simulation with a 3 times higher tracer diffusivity, and otherwise identical settings, shows that the diffusivity of the gas has a
Figure 5: Snapshots of the rising bubble in Geldart A beds at different time steps. At the top, the CO$_2$ concentration in the center slice is shown. The bubble is plotted by varying the threshold value of porosity from 0.8 to 0.85. At the bottom, the streamlines of the relative gas phase in the bubble and the emulsion phases are shown. For top and bottom: the streamlines at the left half of the bubble are colored using the relative gas velocity in the Z direction while at the right half of the bubble are colored with the CO$_2$ concentration. (bed width = $2.32 \times 10^{-2}$ m, $d_p = 100$ µm, $U_{inj} = 0.1$ m/s, $D_{diff} = 1.65 \times 10^{-5}$ m$^2$/s, $\Delta t_{inj} = 0.035$ s).
Figure 6: (a) The equivalent bubble diameter as a function of time after starting the injection with the tracer gases having different diffusivities of a factor 3, and (b) The averaged CO\textsubscript{2} concentration in the bubbles and its spatial deviation (shaded bar) as a function of time, in single-bubble fluidized beds using Geldart-A type particles (\(d_p = 100 \ \mu m\), \(\rho_p = 1500 \ \text{kg/m}^3\), \(D_{\text{diff}} = 1.65 \times 10^{-5} \ \text{m}^2/\text{s}\), \(\Delta t_{\text{inj}} = 0.035 \ \text{and} \ 0.036 \ \text{s}\)).

negligible influence on the bubble size. The averaged CO\textsubscript{2} concentration in the bubble keeps decreasing with time while it remains more or less uniformly distributed. Moreover, as shown in Figure 7, over time the averaged CO\textsubscript{2} concentration in the emulsion phase is much lower than the averaged CO\textsubscript{2} concentration in the bubble, and the mass transfer rate increases with increased diffusivity.

Based on the criteria for a clouded bubble presented in Davidson and Harrison (1963)’s book, these bubbles are surrounded by clouds. As shown in Figure 5, the gas flowing out of the bubble via its roof flows downwards along the bubble edge and circulates back through the cloud into the bubble. The main difference between the calculated gas flow at the bubble in Figure 5 and the predicted gas flow at a clouded bubble in Davidson and Harrison (1963)’s book are the bubble shape and the gas flow profiles in the wake of the bubble. In the theory, the bubble is assumed ideally spherical and no wake is defined, but the opposite is seen in the simulations.

4.2. Bubble-to-emulsion phase mass transfer coefficient

The streamlines shown in Figure 5 are actually quite similar to the predictions based on Murray (1965)’s theory, used by Chiba and Kobayashi (1970) for providing a correlation for the mass transfer coefficient (Figure 8).
Figure 7: The averaged CO$_2$ concentration in the bubble and emulsion phases in single-bubble fluidized beds using Geldart-A type particles and the tracer gases with different diffusivities of a factor 3 ($d_p = 100$ µm, $\rho_p = 1500$ kg/m$^3$, $U_{inj} = 0.1$ m/s, $\Delta t_{inj} = 0.035$ s).

Figure 8: a) Gas and particle flow patterns near a bubble based on experiments and Murray’s theory (Rowe et al., 1964) ($\alpha \approx 2.5$) and b) their symbolized model used by Chiba and Kobayashi (1970).
Equation 1 is used to calculate \( K_{\text{be}} \), based on the average \( \text{CO}_2 \) concentration in the whole emulsion phase, as a function of time. Figure 9 shows that while the bubble rises, \( K_{\text{be}} \) decreases with time as a result of bubble growth (Figure 6a). Together with the averaged bubble diameter, the time-averaged \( K_{\text{be}} \) are presented in Table 5 ("bulk emulsion" column) and compared with predictions from classic phenomenological models: D&H (Davidson and Harrison, 1963), K&L (Kunii and Levenspiel, 1991) and C&K (Chiba and Kobayashi, 1970). The large differences in the predictions of \( K_{\text{be}} \) and these models are related to the differences in the underlying assumptions. Note that the bubble rise velocity \( U_b \) calculated from simulation results has been used in the computation of \( K_{\text{be}} \) with these phenomenological models.

Despite the similarity between the gas streamlines (Figure 5) and the theory of Murray (1965) (Figure 8) utilized in the Chiba and Kobayashi (1970) model, the Chiba and Kobayashi (1970) model did not give the best prediction of the \( K_{\text{be}} \) for these simulations. This is most probably due to the fact that the phenomena observed in the simulations are not consistent with the assumptions for the process used in the derivation of Chiba and Kobayashi (1970) model, such as constant bubble volume (hence cloud volume) and the spherical shape and size of the cloud.

The influence of the varying bubble diameter on the averaged \( K_{\text{be}} \) has been analyzed first. The change in the amount of tracer gas in the bubble consists of two parts: a contribution due to the changing bubble size and a contribution related to the changing \( \text{CO}_2 \) concentration in the
Table 5: Comparison of mass transfer coefficients $K_{be}$ computed from the simulation results and from phenomenological models.

<table>
<thead>
<tr>
<th>$U_{inj}$ [m/s]</th>
<th>$D_b$ [m]</th>
<th>$K_{be}$ [1/s] (predictions)</th>
<th>$K_{be}$ [1/s] (simulations)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D&amp;H</td>
<td>K&amp;L</td>
</tr>
<tr>
<td>Diffusion coefficient = $1.65 \times 10^{-5}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.003</td>
<td>27.37</td>
<td>11.85</td>
</tr>
<tr>
<td>0.2</td>
<td>0.004</td>
<td>18.64</td>
<td>7.74</td>
</tr>
<tr>
<td>Diffusion coefficient = $4.95 \times 10^{-5}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.003</td>
<td>42.34</td>
<td>19.12</td>
</tr>
<tr>
<td>0.2</td>
<td>0.004</td>
<td>28.98</td>
<td>12.66</td>
</tr>
</tbody>
</table>

bubble. Therefore, the analysis has been carried out for these two terms separately. It turns out that the first term contributes over 60% to the total change in the amount of CO$_2$ in the bubble.

Equation 1 computes the total mass transfer based on the mass transfer coefficient and the driving force, defined as the concentration difference between the bubble and the emulsion phase in the rest of the bed. However, as shown in Figure 5 a more accurate driving force could be the concentration difference between the bubble and the emulsion phase around the bubble (or the cloud). Here, the emulsion around the bubble with CO$_2$ concentration larger than 62.5% and 73% (corresponding to different cloud sizes) of the average CO$_2$ concentration in the bubble has been identified and its average CO$_2$ concentration has been used to calculate $K_{be}$. This gives a much more local emulsion phase concentration than the average over the entire bed. As shown in Table 5, the computed $K_{be}$ in columns named "62.5%$C_b$" and "73%$C_b$" using the CO$_2$ concentration in the surroundings of the bubble for the driving force, are in much better agreement with the predictions from the Kunii and Levenspiel (1991) and Chiba and Kobayashi (1970) models.

5. Discussion and Conclusions

5.1. Discussion

The simulation snapshots and analysis have shown that the mass transfer process is greatly influenced by the gas flow pattern at and around the bubble. As learned from Davidson and Harrison (1963)’s book, the gas flow pattern at the bubble is determined by the ratio of the bubble rise velocity to the interstitial gas velocity ($U_b/u_0$). For slowly rising bubbles ($U_b/u_0 < 1$) in
single-bubble fluidized beds using Geldart-B type particles, the mass transfer is determined by the convective flow from the emulsion to the bubble and from the bubble back to the emulsion. The simulations in this work have shown that the tracer gas in the bubble transfers into the emulsion phase firstly by the (convective) depletion of the center of the bubble and then by the diffusion via the vortices at the left and right sides of the bubble before it collapses. Because the injected tracer gas escaped through the bubble, the emulsion phase concentration could be assumed to be zero. An important issue remains, however, on how the upstream concentration profile can be incorporated in the correlations, especially if it is not uniform. Any tracer gas that exists upstream (i.e. below the bubble) will likely travel towards the bubble, enter via the bottom and leave through the roof. This aspect of mass transfer is not captured in existing correlations, but is crucial for freely bubbling fluidized beds.

For fast rising bubbles \( U_b/u_0 \simeq 5 \) in fluidized beds using Geldart-A type particles, the phenomena observed in the mass transfer process are quite different from the Geldart-B simulations. No obvious volumetric flow-rate between the bubble and the emulsion bulk was observed, rather a strong gas circulation in the bubble and the local emulsion phase (i.e. cloud) has been distinguished. Some of the tracer gas was left behind via the wake at the bottom of the bubble, but also a large part of the tracer gas was trapped in the bubble and was released only when the bubble broke up at the bed surface. The mass transfer coefficients computed with the theoretical models do not agree with those found from the simulations, unless a local emulsion phase concentration is taken into account. While the local emulsion phase concentration is clearly the most influential zone, and using a local emulsion phase concentration can be justified, it is important to acknowledge that the theoretical models are typically used for freely bubbling fluidized beds. Bubble breakup and coalescence can greatly increase the mass transfer between the bubble and emulsion phases. This may give a good additional explanation on why \( K_{be} \) calculated from the simulation results are much lower than any of the predictions from the phenomenological models derived for freely bubbling fluidized beds. The scope of this study, however, remains with single rising bubbles.

The used correlations incorporate the diffusion coefficient by including \( D_i^{0.5} \) in the diffusive terms. Increasing the diffusion coefficient by a factor 3 would therefore predict an increased mass transfer coefficient by a factor of \( 3^{0.5} = 1.73 \); however, the simulations typically yield a factor 2 larger mass transfer coefficient, showing that the effect of the diffusive flux is more important than anticipated by the correlations.
5.2. Conclusions

A discrete particle model extended with gas component conservation equations has been used to investigate the bubble-to-emulsion phase mass transfer by carrying out simulations on single-bubble fluidized beds using both Geldart-A and -B type particles. New insights on the spatial distribution and temporal evolution of the tracer gas concentration in the bubble as well as in the emulsion have been developed. Detailed information on changes of the bubble size, tracer gas concentrations and the gas flow at the bubble are utilized to accurately analyze the mass transfer characteristics and calculate the mass transfer coefficient.

This work has challenged the validity of the assumptions used in popular phenomenological models for the bubble-to-emulsion mass transfer coefficient. For single-bubble fluidized beds using Geldart-B type particles, the bubble to emulsion phase mass transfer process is dominated by the convective gas flow from the emulsion phase to the bubble phase and then back to the emulsion phase. No uniform gas concentration in the bubble, or a constant bubble size and shape can be assumed for these cases.

The Davidson and Harrison (1963) model assumes a constant volumetric flow-rate into the bubble from the emulsion bulk and out of the bubble into the emulsion bulk. Since convective transfer is dominant (by far) for Geldart-B particles, this model predicts reasonably good mass transfer coefficients for these particles, provided that a constant bubble size and zero tracer gas concentration in the emulsion phase can be assumed. The first assumption is assured by taking a short time interval (keeping the size relatively constant), and the concentration in the emulsion phase could be assumed zero because the tracer gas concentration profile extends only downstream of the bubble. In freely bubbling fluidized beds, however, upstream concentration profiles may exist upstream of a bubble, which should then be taken into account.

For Geldart A type particles, the bubbles cannot be assumed to be constant in size and circular (or spherical) in shape, and it was shown that the bubble-to-emulsion mass transfer coefficient changes over time. These findings confirm and extend the findings from previous experimental and numerical studies. Not all tracer gas is ultimately exchanged with the emulsion inside the beds, but quite some is released at the bed surface when the bubbles break up. Hence, a proper definition of the cloud around the bubble and using the average tracer gas concentration in the cloud are necessary to calculate the mass transfer coefficient. In this case, the Kunii and Levenspiel (1991) and Chiba and Kobayashi (1970) models give the best predictions. Moreover, it has been demonstrated that gas diffusivity has a distinctive influence on the bubble-to-emulsion mass transfer in the beds, which is underestimated by the models.
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