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Introduction

The basic principles behind ensembles (e.g., Random Forest [1], AdaBoost [2]) are simple. But we’re still in trouble when attempting to explain the logic taken. Where does the problem lie? The reason that ensembles are effective is that the base estimators “work together” and compensate each for the others’ shortcomings.

The Nutcracker Framework

Given a trained ensemble and the relevant training / test dataset, construct prediction matrix, \( M \), cases (rows) against predictions (columns). Bi-cluster \( M \) to a given number of \( R \times C \) bi-clusters [3]. Now, investigate performance per bi-cluster (\( R \times C \)). Identify feature importance per base estimators group (C). Describe each of the \( R \) cases subgroups in terms of features and values. We use Exceptional Model Mining [4] for that task.

Performance of the ensemble against the dataset compared to performance of base estimator groups against subgroups of cases, adds transparency.

Table 1 Descriptions for the subgroups

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SG1</td>
<td>alcohol &gt; 9.97 and residual sugar &lt;= 19.23 and total sulfur dioxide &lt;= 192.0</td>
</tr>
<tr>
<td>SG2</td>
<td>alcohol &lt;= 9.97 and chlorides &lt;= 0.18 and quality != 4</td>
</tr>
<tr>
<td>SG3</td>
<td>alcohol &gt; 9.97 and alcohol &lt;= 12.93 and sulphates &lt;= 0.73</td>
</tr>
<tr>
<td>SG4</td>
<td>alcohol &gt; 9.97 and total sulfur dioxide &lt;= 192.0 and fixed acidity &lt;= 10.71</td>
</tr>
<tr>
<td>SG5</td>
<td>quality != 6 and density &lt;= 0.99 and color != 1</td>
</tr>
<tr>
<td>SG6</td>
<td>alcohol &gt; 9.97 and volatile acidity &lt;= 0.72 and pH &gt; 3.09</td>
</tr>
</tbody>
</table>
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