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ABSTRACT

In this article we simulate travelling liquid slugs in conduits, as they may occur in systems carrying high-pressure steam. We consider both horizontal and inclined pipes in which the slug is accelerated by a suddenly applied pressure gradient, while at the same time gravity and friction work in the opposite direction. This causes a steep slug front and an extended slug tail. The shapes of front and tail are of interest since they determine the forces exerted on bends and other obstacles in the piping system. The study also aims at improving existing one-dimensional models. A hybrid model is proposed that enables us to leave out the larger inner part of the slug. It was found that the hybrid model speeds up the two-dimensional computations significantly, while having no adverse effects on the shapes of the slug’s front and tail.

1 Introduction

The phenomenon of travelling liquid slugs in pipelines inevitably occurs in the process of rapid pipe emptying and filling operations [1], but is especially observed in piping systems that carry high-pressure steam. In power plants, for instance, electricity is produced by means of steam turbines. When such systems are shut down for maintenance or lack thermal insulation, steam condensates and accumulates in the lower sections of the system. The liquid slug that thus arises forms a potential danger when the system is reactivated. Due to the high velocity of the slugs, which can easily be over 40 m/s, serious impact forces are imposed when they hit obstacles like bends and (partly) closed valves. This may lead to severe damage to the piping system, its supports, and its direct environment when leakage is the result. Severe accidents with casualties have been scrutinized in the literature [2–6]. Reference [2] is recommended reading for anyone interested in condensation-induced waterhammer and Reference [5] reports a 2500 kg pipe blown away an unbelievable distance of 800 m. Several laboratory investigations have been undertaken [7–12] as well as theoretical modelling and numerical simulation [13–21] on
the formation, evolution and structural impact of liquid slugs. The severity of the impact depends on the velocity and length of the slug, and on the steepness of its front. This is investigated herein by means of two-dimensional SPH simulations in order to check the plane-front assumption adopted in one-dimensional models and to quantify the amount of holdup (liquid that is left behind). In particular it is computed how liquid is pushed out of a dip and how the slug’s front and tail develop in time in an inclined pipe before hitting a downstream bend. To reduce the computation times a hybrid 1D-2D model is proposed which is most efficient for multi-phase pipe flows with large regions of pure liquid.

2 Mathematical model

We will simulate the travelling slugs as two-dimensional bodies. To that end, we consider the vertical cross-section through the central axis of the pipe, as depicted in Fig. 1. The x-axis is taken in the axial direction along the pipe. We neglect the effect of the circular shape of the pipe by assuming that there is no flow in the z-direction. In this way we can directly use the continuity equation:

\( \nabla \cdot \mathbf{v} = 0, \) (1)

and the Euler equation:

\[ \frac{d\mathbf{v}}{dt} = -\frac{\nabla p}{\rho} + \mathbf{g}, \] (2)

to simulate the two-dimensional flow of the liquid. Notice that Eq. (2) implies that the fluid is assumed to be inviscid. The two-dimensional velocity vector \( \mathbf{v} \) consists of the velocities \( u \) and \( v \) in the x and y-direction, respectively. The pressure is denoted by \( p \), the density by \( \rho \), and \( \mathbf{g} \) is the gravitational acceleration vector.

Initially, the liquid is at hydrostatic rest. Then, as illustrated in Fig. 1, a constant pressure \( P \) is suddenly exerted on the left surface of the slug, while at the right surface a zero gauge pressure is assumed. Skin friction at the pipe walls is included as an additional deceleration mechanism according to:

\[ \frac{du}{dt} = -f \frac{u^2}{2D}, \] (3)

where \( f \) is the Darcy-Weisbach friction coefficient and \( D \) is the hydraulic diameter of the circular and square conduits considered herein.

3 Numerical method

3.1 Incompressible SPH (ISPH)

We use Smoothed Particle Hydrodynamics for our numerical simulations, in which the slug is described by a large number of incompressible particles, each of mass \( m \). Every time step \( \Delta t \) (indicated by \( n \)), we carry out the following (more or less standard) calculations for each particle \( i \):

Compute the auxiliary velocity field resulting from gravity:

\[ \mathbf{v}_i^* = \mathbf{v}_i^n + \mathbf{g} \Delta t. \] (4)

Compute the new pressure field from the Poisson equation:

\[ \langle \nabla^2 p_i \rangle^{n+1} = \frac{\rho}{\Delta t} \langle \nabla \cdot \mathbf{v}_i^* \rangle. \] (5)

Calculate the new accelerations:

\[ \left\langle \frac{d\mathbf{v}_i}{dt} \right\rangle^{n+1} = \Gamma_{ij}^{-1} \sum_{j \in S_i} m_j \left( \frac{p_j^{n+1} - p_i^{n+1}}{\rho_j \rho_i} \right) \nabla x_j K_{ij}, \] (6)
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Update the velocities:

\[ v_i^{n+1} = v_i^n + \left( \frac{d}{d\tau} \right)^{n+1} \Delta \tau. \]  

(7)

Update the particle positions:

\[ x_i^{n+1} = x_i^n + \frac{1}{2} \left( v_i^n + v_i^{n+1} \right) \Delta \tau. \]  

(8)

Here, \( S_i \) is the set of particles contained in the support domain of particle \( i \), \( K_{ij} := K(x_i - x_j, h) \) is a kernel function with smoothing parameter \( h \), and \( \Gamma_{i,v} \) is a normalisation matrix defined by:

\[ \Gamma_{i,v} := -\sum_{j \in S_i} \nabla x_j K_{ij} x_j^T V_j, \]  

(9)

where \( V \) denotes volume, \( x_{ji} := x_j - x_i \), and superscript \( T \) indicates transpose. The boundaries (both rigid walls and free surfaces) need special treatment, in that particles close to walls need to be mirrored in those walls and particles constituting the free surface need to be identified to impose the zero pressure boundary conditions. Also the flow separation points and the particle distribution require some attention, since without proper treatment particles will manoeuvre themselves into particle chains, thereby inevitably decreasing the accuracy. The precise details of the SPH algorithm used in this article are fully described in [22].

3.2 A hybrid model

The regions of particular interest are the front and the tail of the slug. These are the regions where genuine two-dimensional flow occurs. In the inner part of a slug in a straight pipe the velocities are unidirectional, with the magnitudes depending only on the \( y \)-coordinate. Despite its less interesting behaviour, the inner part forms the largest part of the slug and therefore has a dominant contribution to the total computational effort. To make our algorithm more efficient – i.e. save computational time and avoid the need to store large matrices – we adopt a quasi two-dimensional model for the inner part of the slug. It turns out that the only assumption we need to include is that the pressure field inside the inner part is linear in the axial direction. The model is applicable only when the entire inner slug is in a straight section. It is a novel procedure and therefore fully described in Appendix A.

Results of the hybrid model are compared with those of the full simulation. To that end, we simulate an initially block-shaped slug of length \( L_0 = 2 \) m and density \( \rho = 1000 \text{ kg/m}^3 \), travelling in a horizontal pipe with diameter \( D = 0.1 \) m. The slug is accelerated by a suddenly applied upstream pressure of \( P = 500,000 \) Pa and there is no friction with the walls. The particles are initially distributed hexagonally, with particle distance \( d = 0.005 \) m. This gives a total of \( 9,223 \) particles. When the hybrid model is applied, the computations are started with only \( 1,564 \) particles (representing front and tail), reducing the computational time by a factor 5. We emphasize, however, that this factor increases significantly when the liquid slug is much longer (for example in pipe emptying), since this would increase the number of particles in the full simulation, while exactly the same number of particles can be used for a simulation with the hybrid model.

Figure 2 shows the tail of the slug at \( t = 0.25 \) s for both the full simulation and the simulation that employs the hybrid model. If one looks closely it is possible to distinguish slight variations in particle positions, but otherwise the shapes of the free surfaces are practically identical. Figure 3 confirms that the shapes and positions of the slug fronts are nearly the same.

3.3 Wall friction

Wall or skin friction is caused by the fluid being in contact with the wall. Hence, the main contribution to the total amount of wall friction comes from the inner part of the slug. With the hybrid model, however, the inner part of the slug does not explicitly take part in the SPH computations. We therefore have to impose the effects of wall friction after the accelerations of the fluid particles in the front and tail of the slug have been computed. The average speed of the inner slug particles is:

\[ u_{\text{avg}} = \frac{1}{|S_i|} \sum_{s \in S} \sqrt{v_s^2 \cdot \psi_s}, \]  

(10)
with \( S \) the set of particles that has been temporarily stored, as explained in Appendix A. Then, the accelerations tangent to the wall of all particles (also those in front and tail) are reduced per time step according to:

\[
\frac{du}{dt} = -\frac{f}{2D u_{av}}.
\]

(11)

Any additional friction, turbulence or air-entrainment effects in front and tail have not been taken into account.

4 The slug’s velocity and the holdup coefficient

We now compare our SPH results with those of the symbolic one-dimensional solutions given in Appendix B. To that end, we simulate an initially block-shaped liquid slug with length \( L_0 = 1 \text{ m} \) in a horizontal pipe with diameter \( D = 0.01 \text{ m} \). Gravity is included, as well as wall friction with \( f = 0.016 \). The initial particle distance is \( d = 5 \cdot 10^{-4} \text{ m} \), resulting in 46,023 particles. In the early stages of the simulation the hybrid model reduces the number of particles to just 1,564. The density of the fluid is \( \rho = 1000 \text{ kg/m}^3 \). In Eq. (6) we use the Wendland kernel:

\[
K_{ij} = K(|q_i - \tilde{h}|) = \frac{7}{6h^2} (1 - |q_i|) \frac{4}{(4|q_i| + 1)},
\]

(12)

where \( (\cdot)_+ := \max(0, \cdot) \), \( q := (x_i - x_j)/\tilde{h} \), and \( \tilde{h} = \sqrt{(18/5)h} \) is the radius of the support domain, with smoothing length \( h = 1.5d \).

4.1 The velocity of the slug’s front

During the computations, we keep track of the average horizontal velocity of all the particles that constitute the free surface at the slug’s front. We consider two cases: in case one \( P = 10^5 \text{ Pa} \) and \( \Delta t = 10^{-5} \text{ s} \), while in case two \( P = 10^6 \text{ Pa} \) and \( \Delta t = 5 \cdot 10^{-6} \text{ s} \). The velocity histories of the slug’s front in both cases are shown in Fig. 4, together with one-dimensional solutions. The one-dimensional model is sketched in Fig. 5a. The holdup coefficient \( \beta \) is defined as the holdup area divided by the conduit area. For a rectangular cross-section \( \beta = H/D \) (Fig. 5b).

Initially, the results of the SPH simulation are almost identical to those of the one-dimensional solution without holdup \((\beta = 0)\). This might be expected, because the effect of holdup on the slug’s acceleration is proportional to \( u^2 \) and therefore small in the beginning. Soon, however, the holdup starts to have effect. After the slug has travelled about twice its own initial length, the difference between the SPH simulation and the one-dimensional model without holdup becomes visible.

Figure 4 also shows the velocity profiles given by the one-dimensional model with holdup for several values of \( \beta \). Clearly, the one-dimensional models are able to predict the shape of the slug’s velocity profile very well. More specifically, in the case \( P = 10^5 \text{ Pa} \), we find that if we choose \( \beta = 0.0415 \), the predicted velocity profile of the one-dimensional model is in very close agreement with that of our two-dimensional simulation. In the case \( P = 10^6 \text{ Pa} \), accurate predictions are found when \( \beta = 0.044 \) (not shown in Fig. 4b) and \( \beta = 0.043 \).

4.2 The holdup coefficient in relation with the slug’s length

The unknown value for \( \hat{\beta} \) that should be used in the one-dimensional model can be extracted from the SPH simulation. To that end, we keep track of the length of the inner slug, which we define as the horizontal distance between the two flow-separation points at the top of the conduit. This length is shown in Fig. 6a, together with a linear fit of the data.

From the definition of the slug length \( L \) in Eq. (27) in Appendix B, we derive that the slope \( s \) of the curves in Fig. 6a is related to the holdup coefficient in the following way:

\[
s = -\frac{\hat{\beta}}{1-\hat{\beta}} \quad \text{or} \quad \hat{\beta} = \frac{s}{s-1}.
\]

(13)

We approximate the slope of the curve corresponding to \( P = 10^6 \text{ Pa} \) in Fig. 6a by means of a first-order finite-difference scheme. Through Eq. (13), this leads to an approximation for the holdup coefficient \( \hat{\beta} \), which is depicted in Fig. 6b. Apart from the peacky behaviour, the result seems to suggest that \( \hat{\beta} \) is constant in time.

If we use the slope of the linear fit we find that \( \hat{\beta} \approx 0.044 \) (horizontal line in Fig. 6b), which agrees well with the results of the velocity profiles in Fig. 4b. Thus, we may conclude that the assumption of a constant holdup coefficient is very reasonable indeed.
4.3 The holdup coefficient in relation with the slug’s tail

The holdup coefficient $\beta$ in a rectangular conduit is the ratio of the height $D$ of the slug and the depth $H$ of the holdup (Fig. 5b). As such, we are able to approximate its value from the SPH simulation by computing the average depth of the slug’s tail (the holdup). To that end, we count the number of particles left of the left flow-separation point (this is the point where the inner slug feels the driving pressure $P$; the pressure gradient in the tail is small). This number is multiplied by the volume of a single particle and divided by the horizontal length of the slug’s tail (distance from the outer left particle to the left flow-separation point). This gives an estimate for $\beta$, which for the case in which $P = 10^6$ Pa is shown in Fig. 6b.

When the travelled distance is small, there is little or no holdup. Therefore the results for small values of $x$ are unreliable and of less importance, because holdup does not influence the slug’s velocity initially. After that, for distances between 4 m and 22 m, the values of the holdup coefficient converge to $\beta \approx 0.040$. Again, this supports the assumption of a constant holdup coefficient, albeit with a slightly smaller value. Recall that with the one-dimensional model the most accurate predictions are found when $\beta = 0.043$ or 0.044, which is close to the currently estimated value of 0.040.

5 Accelerating liquid slugs in an inclined pipe

In our simulations we consider the experiments by Bozkus et al. [9] on a pipe with diameter $D = 0.1$ m. The main pipe is 12 m long and has an upward slope of $\theta = 0.08$ radians, see Fig. 7. In our first simulation the slug has an initial length of $L_0 = 3$ m. The initial particle spacing is chosen as $d = 0.006$ m, leading to 11,975 particles. Both the downstream and upstream bend have a smooth, circular shape in the simulation (at the moment we are not able to correctly simulate the impact on a square bend; possible reasons are the geometric discontinuity and the incompressible liquid resulting in infinite accelerations). A sudden pressure $P = 500,000$ Pa is exerted from the left, as illustrated in Fig. 1. This induces a pressure distribution as shown in Fig. 8a.

The early stages of the simulated slug motion are shown in Fig. 8. Here, $\Delta t = 10^{-3}$ s. The liquid slug is gently pushed through the lower bend. When the slug has just passed around the corner, the upper layer of the slug is already accelerating faster than the bottom layer. This results in an overshoot of the upper layer at the front of the slug, which is visible in Fig. 8e. The overshoot is “pulled on” by gravity, so that over time the slug’s front becomes steep and finally nearly planar. An opposite effect occurs at the slug’s tail. There, the higher acceleration of the top layer increases the dam-break mechanism of gravity, so that the slug’s tail gradually forms the holdup.

When the top layer of the slug overtakes the bottom layer, a protuberance is created at the bottom of the slug’s front, see Fig. 8f. This makes the front look very similar to the one observed in reality in [7] and which is shown in Fig. 9. The protuberance is a result attributed to the small inclination angle, because it does not (or less) appear when $\theta$ is larger. Notice that in Fig. 8e – 8g the entire slug is contained in the straight section of the pipe and therefore the hybrid model is applied, with an assumed linear pressure distribution in the inner slug.

Figure 10 shows the slug’s front and tail at later stages of the simulation. Over time, the slug’s tail becomes a bit smoother. The protuberance at the front of the slug becomes less apparent, see Fig. 10b – 10j.

When the slug reaches the elbow at the end of the main pipe, it has an inner length of approximately 2.1 m and a velocity of 46 m/s. By this time, the protuberance has almost disappeared completely and the front is nearly planar, see Fig. 11a. The slug travels through the bend quite gently, especially some time after the impact (see Fig. 11h).

The pressure force exerted by the slug on the bend is calculated at a monitor position $x_m$ according to:

$$\langle p_m \rangle = \sum_{j \in S_{x_m}} p_j K(x_m - x_j, h)V_j. \quad (14)$$

As for the measured signals in [9] (see Eq. 11 in that paper), we carry out a smoothing treatment (5 ms time average) to filter out any nonphysical oscillations:

$$\langle p_m \rangle^\tau = \frac{1}{50} \sum_{i=1}^{50} \langle p_m \rangle_i. \quad (15)$$

For $x_m = (11.965, -0.09)$ m, the resulting pressure evolution is shown in Fig. 12a. It also shows the pressure prediction based on the inner slug’s horizontal velocity ($p = \rho u_{avg}^2$). We compare our results with the pressure history obtained experimentally by Bozkus et al. [9]. Their results, for a slug of initial length $L_0 = 3$ m and a pressure of $P = 500,000$ Pa, are also given in Fig. 12a. We find that the magnitude of the impact pressure is in very close agreement with that found experimentally. This implies that the impact velocity is correctly predicted. The pressure decay in our simulations is more or less constant, whereas in the experiments by Bozkus et al. [9] it decreases faster immediately after the impact and slower at later stages. To determine what causes this difference, more (experimental) results are needed, in particular photographic or video images. The $\rho u_{avg}^2$ result gives an acceptable conservative prediction.
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In a second simulation, the slug has an initial length of $L_0 = 5\, \text{m}$. Other parameters are the same as before, including the initial particle spacing, so that we start with 15,577 particles. We find that the behaviour of the slug during the early stages of the acceleration, as well as in the straight section of the pipe, is similar to the behaviour of the shorter slug in the first simulation. At the time of impact, the slug has an inner length of approximately 4.5 m and a velocity of 30 m/s. The calculated impact pressure exerted by the slug on the upper bend is lower and different than in the previous case, as shown in Fig. 12b. After the impact, the exerted force on the bend stays on the same level. Intuitively this seems correct, as the slug is still travelling at nearly constant speed through the bend, but it does not agree with the experimental results of Bozkuş et al. [9], which show a nearly two times higher pressure peak and a gradual decay. The analytical one-dimensional model predicts an impact velocity similar to that in our SPH simulations [20], which suggests that for long slugs there is something wrong in either the experiment or our model assumptions. For example, an entrapped air pocket may occur in the upper corner of the elbow.

6 Conclusions

In this paper we simulated liquid slugs travelling in void pipelines. To that end, we adopted the incompressible SPH method. We introduced a hybrid model that enabled us to leave out the larger inner part of the slug. This saved a significant amount of computational time, depending on the slug’s length. Furthermore, a higher resolution could be achieved in the slug’s front and tail. The hybrid model had no adverse effect on the shapes of the slug’s front and tail.

We validated our simulation results against laboratory measurements. The steep front and the smooth tail of the slugs found in our simulations were consistent with the shapes found by Bozkuş and Wiggert [7]. Also, the slug’s speeds and the pressure force exerted by the short slugs on bends were consistent with the results obtained experimentally by Bozkuş et al. [9]. For long slugs peak pressures were underestimated.

We also validated our results against the analytical, one-dimensional model of Tijsseling et al. [20]. It was found that the impact velocities predicted by our simulations were consistent with the velocities given by the analytical model.

Finally, we studied the one-dimensional model of Tijsseling et al. [20] and the unknown holdup-coefficient $\beta$ that they use. We found that their assumption of a constant holdup coefficient is a valid one. More specifically, we found that the predictions of the one-dimensional model with $0.041 \leq \beta \leq 0.044$ were in very close agreement with our two-dimensional SPH results.
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\[ x_t + \Delta_0 < s < x_t + \Delta_0 + \Delta_b \] \quad \text{or} \quad x_f - \Delta_0 - \Delta_b < s < x_f - \Delta_0 \] (17)

designated as boundary particles. The set containing these particles – coloured black in Fig. 13 – is denoted by \( B = B_t \cup B_f \) (with \( B_t \) and \( B_f \) containing the particles of \( B \) located in the tail and front of the slug, respectively). These boundary particles will impose the necessary boundary conditions on Eq. (5), in addition to the existing set of boundary conditions for rigid walls and free surfaces. To that end, we select two axial positions for every particle \( b \). For instance, if \( b \in B_t \), one point is located at \( x_{t,b} = x_t - 4 \Delta_b \) and the other – at the front of the slug – at \( x_{b,f} = x_b + \Delta_s + 5 \Delta_b \) (while \( y_{b,f} = y_{b,f} = y_b \)). This is illustrated for the green boundary particle in Fig. 13.
the inner slug’s particles are then computed as: 

\[ p_b \approx p_{b,t} + \frac{p_{b,f} - p_{b,t}}{|x_{b,f} - x_{b,t}|} |x_b - x_{b,f}| \]

\[ = p_{b,t} + \frac{p_{b,f} - p_{b,t}}{\Delta x + 9\Delta y} 4\Delta y, \]  

where \( p_{b,t} \) and \( p_{b,f} \) are the (still unknown) pressures at the left and right selected points, respectively. We could approximate these pressures by the pressures of the nearest particles, but we choose to approximate it in a typical SPH way. Using:

\[ \langle f(x) \rangle := \sum_{j \in S_x} f(x_j) K(x - x_j, h) V_j, \]  

we calculate an average pressure \( \langle p_{b,t} \rangle \) at \( x_{b,t} \) in terms of the pressures of surrounding particles:

\[ \langle p_{b,t} \rangle = \sum_{j \in S_{b,t}} p_j K(x_{b,t} - x_j, h) V_j, \]  

with an analogous expression for \( \langle p_{b,f} \rangle \). This step is illustrated by the green support domains in Fig. 13. The final expression for the pressure at \( x_b \) (with \( b \in B_t \)) then reads:

\[ p_b \approx \langle p_{b,t} \rangle + \frac{\langle p_{b,f} \rangle - \langle p_{b,t} \rangle}{\Delta x + 9\Delta y} 4\Delta y, \]  

Thus, we have written the pressure for a boundary particle \( b \) in terms of the pressures of internal fluid particles. In that sense, Eq. (21) is used to enforce Neumann-like boundary conditions (depending on many particles instead of just one), which are added to the existing set of boundary conditions for Eq. (5). The devised procedure explained above ensures that the pressures of the particles in the front and tail are directly connected. This makes the inner part of the slug (the \( \Delta x \)-area) redundant and it can therefore be left out of the computations.

In the simulation with the hybrid model, we see particles getting a bit close to each other in the top part of the slug (see Fig. 3b), at the interface between the inner slug and the front part. This indicates that the inner part is moving slightly faster than the front part, which implies that the slug’s tail is moving faster than its front. However, the extend to which this happens is very small [22], so that the model satisfactorily preserves volume.

After the pressures, accelerations, and new velocities and positions of the particles constituting the slug’s front and tail have been computed, the inner slug’s particles are reintroduced into the computations. The new velocities of these particles are unknown, since they were left out of the computations. Therefore their new velocities are computed as follows. For the boundary particles \( b \in B_t \) a linear relation is assumed between the horizontal velocities and the \( y \)-coordinates of the particles:

\[ u_b^{n+1} = \eta y_b^{n+1} + \zeta_y \text{ for } b \in B_t; \]  

The coefficients \( \eta \) and \( \zeta_y \) are found from the two particles in \( B_t \) with the smallest and largest \( y \)-coordinate and their respective horizontal velocities \( u \). The same procedure is then performed for the boundary particles in \( B_f \). The horizontal velocities of the inner slug’s particles are then computed as:

\[ u_s^{n+1} = \eta y_s^n + \zeta_y \text{ for } s \in S, \]  

where \( \eta = \frac{1}{2}(\eta_x + \eta_f) \) and \( \zeta_y = \frac{1}{2}(\zeta_y + \zeta_y) \). The vertical velocities \( v \) are set to zero in the quasi two-dimensional model:

\[ v_s^{n+1} = 0 \text{ for } s \in S. \]  

These velocities are then used to update the inner particle positions according to Eq. (8).
Appendix B: One-dimensional model

The one-dimensional model derived by Tijsseling et al. [20] is summarised. Assuming that the conduit is horizontal, the slug has no initial velocity, no force is exerted at its front, and no liquid is left behind (no holdup), they find that the velocity of the slug is given by:

\[ u(t) = u_\infty \tanh \left( \sqrt{C_1 C_2} t \right), \]  

(25)

where \( C_1 := P / (\rho L_0) \), \( C_2 := f / (2D) \), and \( u_\infty = u(\infty) = \sqrt{C_1 / C_2} \). Recall that \( P \) is the magnitude of the driving pressure and \( L_0 \) is the (initial) length of the slug.

Tijsseling et al. [20] also considered the case in which liquid is left behind, see Fig. 5a. To that end, they introduced the holdup coefficient \( \beta \), defined such that the cross-sectional area of the stationary liquid layer that is left behind is \( A_{\text{holdup}} = \beta A \), where \( A \) is the cross-sectional area of the conduit (and the liquid slug). The velocity of the front of the slug can then be expressed in terms of incomplete gamma functions as:

\[ u(L) = e^{f^* L} \frac{\Gamma(\alpha, 2Lf^*)}{(2Lf^*)^\alpha} - \frac{\Gamma(\alpha, 2L_0 f^*)}{(2L_0 f^*)^\alpha} \left( \frac{L_0}{L} \right)^\alpha \sqrt{2 \frac{(1-\beta)^2}{\beta(1-\frac{1}{2}\beta)} \frac{P}{\rho L f^*}}, \]  

(26)

where:

\[ \alpha := 2 \frac{1-\beta}{1-\frac{1}{2}\beta}, \quad f^* := \frac{f}{2D} \frac{1-\beta + \frac{1}{2}\beta^2}{\beta - \frac{1}{2}\beta^2}, \quad \text{and} \quad L = L_0 - \frac{\beta}{1-\frac{1}{2}\beta} L_{\text{pipe}}. \]  

(27)

In their notation, \( L_{\text{pipe}} \) is the distance travelled by the slug’s front. If the incomplete gamma functions have very small values (close to machine precision), they are replaced by the leading term of their asymptotic expansions, so that Eq. (26) becomes:

\[ u(L) = \sqrt{1 - \left( \frac{L_0}{L} \right)^{\alpha^{-1}} e^{-2(L_0-L)f^*}} \sqrt{2 \frac{(1-\beta)^2}{\beta(1-\frac{1}{2}\beta)} \frac{P}{\rho L f^*}}. \]  

(28)

The holdup coefficient \( \beta \) relates the cross-sectional area of the liquid slug, \( A \), to that of the holdup, \( A_{\text{holdup}} \). Because in our simulations we consider the vertical midplane of the pipe in which the slug moves, we prefer to relate the height of the slug \( D \) to the depth of the holdup \( H \). For a rectangular conduit of width \( W \) and height \( H \), as illustrated in Fig. 5b, this relation simply is:

\[ \beta = \frac{H}{D}. \]  

(29)
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Figure 1: A two-dimensional initial situation.

Figure 2: Comparison of the tail of the slug at $t = 0.25$ s calculated with: (a) the full simulation and (b) the hybrid model. Particles constituting the free surface are coloured yellow, particles that are mirrored in the walls are red. The remaining particles are blue.

Figure 3: Comparison of the front of the slug at $t = 0.25$ s calculated with: (a) the full simulation and (b) the hybrid model. Particles constituting the free surface are coloured yellow, particles that are mirrored in the walls are red. The remaining particles are blue.
Figure 4: The slug’s front velocity as a function of its position. Comparison between the SPH simulation and the one-dimensional models without ($\beta = 0$) and with holdup.

(a) A sketch of the slug with holdup in the one-dimensional model
(b) Rectangular cross-section of the conduit, showing the holdup. $A$ is the total cross-sectional area of the conduit, including $A_{\text{holdup}}$.

Figure 5: Illustration of the one-dimensional models with holdup, as in [20]

Figure 6: (a) the slug’s length as a function of its front position for both $P = 10^5$ Pa and $P = 10^6$ Pa (b) the values of $\beta$ derived from the SPH simulation for $P = 10^6$ Pa, where the black line indicates $\beta = 0.044$

Figure 7: Setup of the numerical simulations. The red line is the horizontal and indicates the angle of inclination.
Figure 8: Simulation of a travelling liquid slug starting from rest in an inclined pipe. The colours represent pressures (Pa), while the grey area indicates that the assumed pressure gradient is linear (due to the hybrid model).
Figure 9: Representation of the observed slug flow pattern by Bozküş and Wiggert [7]
Figure 10: Simulation of a travelling liquid slug in an inclined pipe. Particles constituting the free surface are coloured yellow, particles that are mirrored in the walls are red. The remaining particles are blue.
Figure 11: Simulation of a liquid slug hitting and passing an elbow. Particles constituting the free surface are coloured yellow, particles that are mirrored in the walls are red. The remaining particles are blue. The red cross in (a) indicates the position of the monitor point.
Figure 12: The gauge pressure exerted by the liquid slug on the downstream bend in an inclined pipe. A comparison of our SPH simulation with the measurement of Bozkus et al. [9]. Note: 100 psi $\approx$ 7 bar.

Figure 13: The front (right) and tail (left) of the slug are simulated with two-dimensional SPH. The middle part is replaced by a quasi two-dimensional model.