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Abstract

The quantum future, a future in which full scale quantum computers exist, seems apparent. In this future most cryptography currently used for online communications will be completely broken. This gives rise to the field of post-quantum cryptography, cryptography resistant to attacks of both classical and quantum computers. Young and Yung initiated the field of cryptography with backdoors, called kleptography. They showed for the most commonly used schemes that one should not blindly trust black box implementations in terms of security, as they might contain backdoors. This thesis will show that they can also exist in a post-quantum cryptosystem.
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Chapter 1

Introduction

Online communication relies on cryptography for security and privacy such that parties can converse without eavesdroppers. If a quantum computer is ever built, those who have access to it will likely have the ability to eavesdrop on encrypted communications. In order to prevent this, many advancements in cryptography have been made in the past decades. Implementations of this new kind of cryptography can however contain backdoors and subliminal channels.

1.1 Motivation

Most of current online communications are encrypted in such a way that an adversary could break them using a quantum computer. Fast algorithms for quantum cryptanalysis have already been published by Shor in 1994 [14]. Full scale quantum computers do not exist yet as of today, but post-quantum cryptography does and already has applications. Cryptography resistant to quantum computers is used primarily to encrypt information that should remain secure for a longer period of time than just a few years. In this application, post-quantum cryptography is a better choice than cryptography that gets broken by quantum computers, because an adversary could record messages over the years and wait until a quantum computer is built to break them. Research has shown that black box implementations of commonly used cryptographic schemes can contain backdoors and subliminal channels. For general security it is important to investigate whether or not this is also feasible in post-quantum cryptography and to what extent.

1.2 Outline

This thesis first gives some mathematical background, a general introduction to cryptography and kleptography. Then the post-quantum encryption scheme NTRU is described after which modifications with a backdoor and a subliminal channel are described. In the end conclusions will be presented and recommendations for future research will be given.
Chapter 2

Background information

This section provides some background on the necessary mathematics and cryptography used in the rest of this thesis. Most of the mathematics is based on [4] Chapters 2,3,4,7] and [3], in which mathematical proofs can be found.

2.1 Modular Arithmetic

Definition 2.1.1 (Divisibility). Let $a,b \in \mathbb{Z}$. The integer $b$ is called a multiple of $a$ if and only if some integer $n$ exists such that $b = a \cdot n$. The integer $a$ is called a divisor of $b$ if and only if some integer $m$ exists such that $a \cdot m = b$. If $a$ is a divisor of $b$, this is denoted as $a|b$.

Definition 2.1.2 (Congruence). Let $a,b,n \in \mathbb{Z}$, $a$ and $b$ are congruent modulo $n$ if and only if $n|(a - b)$. This is denoted as $a \equiv b \mod n$.

Definition 2.1.3 (Congruence classes). Let $n \in \mathbb{Z}$. A congruence class modulo $n$ an equivalence class modulo $n$. The set of all congruence classes modulo $n$ is denoted by $\mathbb{Z}/n$ or $\mathbb{Z}_n$.

Define $n$ distinct equivalence classes as $n \cdot \mathbb{Z}, 1 + n \cdot \mathbb{Z}, ..., n - 1 + n \cdot \mathbb{Z}$.

2.2 Rings

Definition 2.2.1 (Ring). A ring is a set of elements $R$ with the operations addition (+) and multiplication (·) for which the following ring axioms hold.

Addition (+) :

\[ \forall a, b, c \in R \]

- $R$ is closed under addition, meaning $a + b \in R$. 


Addition is associative and commutative meaning \((a+b)+c = a+(b+c)\) (associativity) and \(a + b = b + a\) (commutativity).

There exists a neutral element \(0 \in R\) such that \(a + 0 = a\).

Every element \(a\) has an inverse \(-a \in R\) under addition such that \(a + (-a) = 0\).


Multiplication \((\cdot)\):

\[\forall a, b, c \in R\]

- \(R\) is closed under multiplication, meaning \(a \cdot b \in R\).
- Multiplication is associative meaning \((a \cdot b) \cdot c = a \cdot (b \cdot c)\).
- There exists a neutral element \(1 \in R\) such that \(a \cdot 1 = 1 \cdot a = a\).
- Multiplication is distributive with respect to addition meaning \(a \cdot (b + c) = a \cdot b + a \cdot c\) and \((a + b) \cdot c = a \cdot c + b \cdot c\).

Definition 2.2.2 (Field). A field \(K\) is a ring in which

- Multiplication is commutative meaning \(a \cdot b = b \cdot a\) for \(a, b \in K\).
- Every element \(a \in K\setminus\{0\}\) has an inverse \(b \in K\) under multiplication, such that \(a \cdot b \equiv 1\).

## 2.3 Polynomials

Definition 2.3.1 (Polynomial). A polynomial of degree \(n\) over a ring \(R\) in the indeterminate \(X\) is defined as:

\[\sum_{i=0}^{n} a_i \cdot X^i\]

with \(n \in \mathbb{N}\) and \(a_i \in R\) for all \(i \in \{0, \ldots, n\}\) and \(a_n \neq 0\). The elements \(a_0, \ldots, a_n\) are called the coefficients of the polynomial. The degree of a polynomial is the exponent of the nonzero term with the largest exponent. The degree of the polynomial 0 is defined as \(-\infty\).

Definition 2.3.2 (Addition). The sum of polynomials \(a\) and \(b\) of degrees \(n, m\) with coefficients \(a_j, b_i\) respectively and \(m \geq n\) is defined as:

\[a + b = \sum_{i=0}^{m} (a_i + b_i) \cdot X^i,\]

where \(\forall_{n < j \leq m} a_j = 0\).
Definition 2.3.3 (Multiplication). The product of two polynomials \(a\) and \(b\) of degrees \(n, m\) with coefficients \(a_i, b_i\) respectively and \(m \geq n\) is defined as:

\[
a \cdot b = \sum_{i=0}^{n+m} \left( \sum_{j=0}^{i} a_j \cdot b_{i-j} \right) \cdot X^i,
\]

where \(a_j = 0\) for \(j > n\) and \(b_i = 0\) for \(i > m\).

Lemma 2.3.1. The set of polynomials \(R[X]\) with multiplication and addition as defined above forms a ring.

Definition 2.3.4 (Polynomial Ring). The ring \(R[X]\) is called the polynomial ring over \(R\).

Definition 2.3.5 (Congruence). Let \(R\) be a ring and \(f, g, p \in R[X]\) be polynomials. The polynomials \(f\) and \(g\) are congruent modulo \(p\) if and only if \(p(X)|(f(X) - g(X))\). This is denoted by \(f \equiv g\mod p\).

Definition 2.3.6 (Congruence classes). Let \(R\) be a ring and \(f, g, p\) be polynomials in \(R[X]\). The congruence class \(f(X)\) modulo \(p(X)\) denoted as \([f(X)]_{p(X)}\) is defined by:

\[
[f(x)]_{p(x)} = \{g(x) \in R[X]|g(X) \equiv f(X) \mod p(X)\}.
\]

The set of congruence classes of polynomials in \(R[X]\) modulo \(p(X)\) is denoted as \(R[X]//p(X)\).

Definition 2.3.7 (Inverse). Let \(f \in R[X]\). The polynomial \(f\) is called invertible in \(R[X]\) if and only if a polynomial \(f^{-1} \in R[X]\) exists such that \(f \cdot f^{-1} = 1\). The polynomial \(f^{-1}\) is called the inverse of \(f\).

2.4 Cryptography

The term cryptography refers to the art of writing messages in such a way that they are readable by the intended recipients and at the same time unreadable by any third party. In cryptography third parties are often called adversaries. Cryptography is vital in modern day society as it makes secure online communications possible. Most of this security is ensured by using encryption. Encryption is the conversion of a so called plaintext which is regular readable text, into a ciphertext which is text that appears gibberish but can be reverted back to the plaintext by the intended party. A specific way of encrypting information is often called an encryption scheme or cipher.

2.4.1 Symmetric encryption

Symmetric encryption is encryption in which the same key \(k\) is used for both encryption and decryption. In the case that Alice sends a message to Bob, Alice encrypts the plaintext using some encryption function \(E_k\). Bob receives the ciphertext and is able to recover the
plaintext using his decryption function $D_k$. If Bob wants to send a message back, the process is analogous and they can use the same key.

The advantage of symmetric encryption schemes is that they can be extremely secure and usually very fast in comparison to asymmetric schemes defined in section 2.4.2. The main disadvantages are that it is generally hard to share keys, and that if a key is compromised communications in both directions are compromised. Furthermore the number of keys necessary for multiple parties to communicate grows very large as there are more parties. The number of keys needed for $n$ parties to communicate independently equals $\frac{n(n-1)}{2}$ (the number of edges in a complete graph with $n$ vertices).

### 2.4.2 Asymmetric encryption

Asymmetric encryption is encryption in which a key $k_e$ often called public key is used for encryption, and a different key $k_d$ often called private key is used for decryption. Asymmetric encryption is therefore often referred to as public key encryption. When Alice sends a message to Bob, Alice encrypts the plaintext using some encryption function $E_{k_e}$ with $k_e$ being Bob’s public key, which is available to everyone. Bob receives the ciphertext and is able to recover the plaintext using his decryption function $D_{k_d}$. The main advantage of asymmetric algorithms is that key distribution is easier than in symmetric encryption. Public keys do not have to be kept secret, they can just be published online, so it is very easy to obtain a key for encryption. Disadvantages are that they often rely on complex mathematical problems that are assumed to be hard which often affects performance. A very common encryption scheme is the RSA encryption scheme which relies on the integer factorization problem. For details on RSA see [13].

### 2.4.3 Hybrid encryption

As seen in Sections 2.4.1 and 2.4.2 symmetric and asymmetric encryption have their advantages and disadvantages. The choice on which one is better to use depends on the situation. In most situations however it is best to use a combination of both. A problem with symmetric encryption is key exchange. This can be solved by agreeing upon keys in an asymmetric way and using those keys in a symmetric encryption scheme. One of those methods is the Diffie-Hellman (DH) key exchange. For details on Diffie-Hellman see [6]. Later in this thesis a combination of DH and the symmetric encryption AES will be used, where an instantiation of DH is considered using elliptic curves (ECDH). Using elliptic curves leads to particularly compact ciphertexts, which is desirable for use in a backdoor situation because space is often limited. Background information on the use of elliptic curves can be found in the works of Miller [10] and Koblitz [9] and a description of AES can be found in [5].
2.4.4 Post-quantum encryption

The security of most asymmetric encryption algorithms relies on mathematical problems which are assumed computationally hard. Some of these problems however are solvable while making use of a still theoretical type of computer called a quantum computer. A quantum computer is a computer using quantum mechanical phenomena to perform computations. Algorithms that could break widely deployed cryptographic schemes like RSA and DH using a quantum computer are already described by Shor [14]. So the creation of full scale quantum computers would break a large part of the schemes used today. This gives rise to post-quantum encryption. In his chapter of [2, Chapter 1] Bernstein describes several types of encryption that are believed to be resistant to both a classical and quantum computer. These types are:

- **Hash-based cryptography**
- **Code-based cryptography**
- **Lattice-based cryptography**
- **Multivariate-quadratic-equations cryptography**
- **Secret key (symmetric) cryptography**, of which according to Bernstein Lattice-based cryptography has attracted the most interest. One of those lattice based schemes is the *NTRU* encryption scheme, described in Section 4.
Chapter 3

Kleptography

The term kleptography refers to the art of stealing cryptographic information in a secure and unnoticeable way. Kleptography is a phenomenon that can occur in so called black-box cryptosystems, cryptosystems in which the exact inner workings are not known to the user. The user just has to trust what is inside according to the manufacturer. Black boxes are very common on personal computers. Enterprises and consumers install so called closed source software all the time. Closed source software is software of which the source code is not publicly available. This is common on proprietary products in order to protect intellectual property. It does however have the side effect that it is essentially a black box, because nobody can verify what actually happens inside.

3.1 SETUP

In 1996 Young and Yung published an article [17] in which they introduce and standardize kleptography in terms of the SETUP mechanism. SETUP is an abbreviation of Secretly Embedded Trapdoor with Universal Protection. For a detailed overview of SETUP implementations in commonly used cryptosystems, see [1]. The definition of a SETUP mechanism by Young and Yung [17] is given as follows:

Definition 3.1.1 (SETUP). Let $C$ be a publicly known cryptosystem. A SETUP mechanism is an algorithmic modification made to $C$ to get $C'$ such that:

- The input of $C'$ agrees with the public specifications of the input of $C$.
- $C'$ computes using the attacker’s public encryption function $E$ (and possibly other functions as well), contained within $C'$.
- The attacker’s private decryption function $D$ is not contained within $C'$ and is known only by the attacker.
- The output of $C'$ agrees with the public specifications of the output of $C$. At the same time, it contains published bits which are easily derivable by the attacker but are otherwise hidden.
Furthermore, the outputs of $C$ and $C'$ are polynomially indistinguishable to everyone except the attacker.

### 3.2 Weak SETUP

The definition of a weak SETUP mechanism is a relaxation of a regular SETUP mechanism. A weak SETUP is the same as a regular SETUP with the exception that it does not require the polynomial indistinguishability between the output of $C$ and $C'$ [16]. This may seem very easily detected, but in practice this still works well because an end user does not know that the implementation contains a SETUP. Furthermore, an end user often does not know what the output of $C'$ should be.

### 3.3 Subliminal Channel

A subliminal channel is a secondary channel of communication hidden inside a communications channel that is presumed to be compromised. The concept of a subliminal channel was introduced as a solution to the prisoners problem by Simmons in 1984 [15]. In the prisoners problem two people Alice and Bob are incarcerated and wish to plan a breakout. Their only way of communicating is by passing over messages via Eve who is one of the guards. They are allowed to use encryption, but Eve will only pass along the messages if she is allowed to read the messages, so she needs access to the keys and the decryption function. As Eve will report any breakout plan, Alice and Bob have to hide their communications about breaking out within their communication.

This subliminal channel seems to solve a very specific problem, yet as of 2016 this problem is and will be more frequently seen in practice. More and more countries propose laws which oblige citizens to give up their private keys if requested. If they want to continue having secure communications, this creates a situation directly analogous to the prisoners problem.
Chapter 4

NTRU

This chapter follows the documents [8] and [12] with a description of the NTRU encryption scheme. NTRU is an asymmetric cryptosystem commonly used in a hybrid cryptosystem to share keys for a symmetric encryption algorithm. NTRU works with operations on elements of the ring $R = \mathbb{Z}[X]/(X^N - 1)$. An element can be represented as either a polynomial of degree at most $N - 1$ or a vector of length $N$ containing the coefficients. The operation denoted as $\otimes$ is the cyclic convolution product, and is used for multiplication on $R$. Using the property $X^N \equiv 1 \pmod{(X^N - 1)}$ it is defined as

$$F \otimes G = H \text{ with }$$

$$H_k = \sum_{i=0}^{k} F_i \cdot G_{k-1} + \sum_{i=k+1}^{N-1} F_i \cdot G_{N+k-i} = \sum_{i+j \equiv k \mod N} F_i \cdot G_j. \quad (4.1)$$

4.1 Parameters

NTRU is specified by six public parameters, the integers $(N, p, q, d_f, d_g, d_r)$, in which $\gcd(p, q) = 1$ and $q$ is much larger than $p$. In practice $p$ is usually chosen as 3 and $q$ a power of 2. The integer $N$ specifies the ring $R = \mathbb{Z}[X]/(X^N - 1)$. The parameters $(d_f, d_g, d_r)$ specify the sets $(\mathcal{L}_f, \mathcal{L}_g, \mathcal{L}_r, \mathcal{L}_m)$, which are sets of polynomials of degree at most $N - 1$ with a fixed number of nonzero coefficients.

4.2 Sample spaces

Definition 4.2.1 (Message space). The message space $\mathcal{L}_m$ is defined as

$$\mathcal{L}_m = \{m \in R|m \text{ has coefficients in } [-\frac{p-1}{2}, \frac{p-1}{2}]\},$$

assuming $p$ is odd.

Messages are assumed to be integers in a radix $p$ representation, with every digit a coefficient of the polynomial. The rest of this section follows definitions from [8].
Definition 4.2.2 \((\text{The set } L(d_1, d_2))\). The set of ternary polynomials \(L(d_1, d_2)\) is defined as:

\[
L(d_1, d_2) = \left\{ F \in R \left| \begin{array}{c}
\text{d}_1 \text{ coefficients equal to 1,} \\
\text{d}_2 \text{ coefficients equal to } -1 \\
\text{the rest of the coefficients equal 0}
\end{array} \right. \right\} 
\]  

(4.2)

The key and randomness spaces \((L_f, L_g, L_r)\) are defined as:

\[
\begin{aligned}
L_f &= L(d_f, d_f - 1) \\
L_g &= L(d_g, d_g) \\
L_r &= L(d_r, d_r)
\end{aligned}
\]

\(L_f\) is not set as \(L(d_f, d_f)\) because a polynomial \(f \in L(d_f, d_f)\) would have \(f(1) = 0\) which is not invertible, while \(f\) needs to be invertible for key creation explained in Section 4.3.

4.3 Key creation

To create a key, two random polynomials \(f \in L_f\) and \(g \in L_g\) are chosen such that inverses \(F_q\) and \(F_p\) of \(f\) exist in \(R\) modulo \(q\) and \(p\) respectively.

The public key

\[
h \equiv F_q \odot g \mod q,
\]  

(4.4)

is computed.

The private key is the pair \((f, F_p)\), in which \(F_p\) is derivable from \(f\) and \(p\) but is precomputed for practical purposes. The modulo \(q\) reduction of the polynomial means a reduction of the coefficients to equivalent representatives in the interval \([-\frac{q}{2}, \frac{q}{2}]\).

4.4 Encryption

A message \(m \in L_m\) is chosen and a random \(r \in L_r\) is selected. Now ciphertext

\[
c \equiv p \cdot r \odot h + m \mod q,
\]  

(4.5)

is computed.

4.5 Decryption

To obtain message \(m\) the quantity \(a \equiv f \odot c \mod q\) is computed. Because

\[
a \equiv f \odot (p \cdot r \odot h + m) \equiv f \odot (p \cdot r \odot F_q \odot g + m) \equiv p \cdot r \odot g + f \odot m \mod q,
\]  

(4.6)
reducing modulo $p$ yields $f \oplus m$ if the polynomials are sparse enough. In general

$$m \equiv a \oplus F_p \mod p,$$

(4.7)

Section 4.6 explains possible exceptions to this equivalence.

### 4.6 Decryption failures

**Definition 4.6.1** (Width). Let $l \in R$. The width of $l$ is defined as $|l|_\infty = \max_{0 \leq i \leq N-1} l_i - \min_{0 \leq i \leq N-1} l_i$.

When Equation (4.6) is not an exact equation over the integers $m$ might be only partially recovered, due to the modular reductions in the decryption step. In Equation 4.6 first the term $a \equiv p \cdot r \oplus g + f \oplus m$ is reduced modulo $q$ after which it is reduced modulo $p$. Since $\gcd(p,q) = 1$, this resulting $a$ reduced modulo $q$ and $p$ is not well defined, as reducing a different representative of $a$ modulo $p$ could give a different result. In practice this problem is avoided by choosing the uniquely defined representative of $a$ with coefficients in the interval $[-\frac{q}{2}, \frac{q}{2}]$. However, if the width of the term $S = p \cdot r \oplus g + f \oplus m$ exceeds $q$, some coefficients in the recovered polynomial will differ from the coefficients of $m$. This is called a decryption failure and has to be taken into account in parameter selection.
Chapter 5

NTRU backdoor

In this section an example of a modified NTRU encryption with a backdoor using a weak SETUP is described and analysed, after which countermeasures are given. The backdoor has the purpose of leaking information from the encrypting party to a third party. This information can be exclusively available to third party if it is public key encrypted to that party.

5.1 Description

This version differs from regular NTRU in the sense that a secondary encrypted message along with the regular message is included in the ciphertext. This secondary message is available to a third party. The public key encryption of this secondary message will be denoted as $M$. The key setup on the receiving end stays exactly the same.

5.1.1 Encryption

For simplicity a message $M$ is assumed to be represented as a polynomial in $R$ with coefficients modulo the integer parameter $\rho$ which is less than or equal to $q$ and coprime to $p$ so, $M \in \mathbb{Z}_\rho[X]/(X^N - 1)$, $\rho < q$ and $\gcd(\rho, p) = 1$.

On the sending end a slight adaptation of Equation (4.5) is used. First ciphertext $c$ is computed as in Equation (4.5). Now the new ciphertext $c'$ including the secondary message, is computed as

$$c' = c + k \cdot p,$$

(5.1)

with $k$ a polynomial in $R$ with coefficients in $\mathbb{Z}_\rho$ such that $c' \equiv M \mod \rho$. This polynomial $k$ can be obtained by solving the integer equation $M_i \equiv c_i + k_i \cdot p \mod \rho$ for every coefficient of $k$. Having the $\gcd(\rho, p) = 1$ by definition, ensures the existence of these solutions.
5.1.2 Decryption by the attacker

The attacker reduces \(c' \mod \rho\) and recovers \(M\), since \(M \equiv c' \mod \rho\). The attacker now decrypts \(M\) with its private key and obtains the leaked information.

5.1.3 Decryption by the intended receiver

Decryption at the receiver end stays exactly the same. First the quantity \(A = f \odot c' \mod q\) is computed as in Equation (4.6). Because

\[
A \equiv f \odot \left( p \cdot k + p \cdot r \odot h + m \right) \\
\equiv f \odot \left( p \cdot k + p \cdot r \odot F_q \odot g + m \right) \\
\equiv p \cdot k \odot f + p \cdot r \odot g + f \odot m \mod q,
\]

reducing \(A\) modulo \(p\) still yields \(f \odot m\) if the coefficients are not too large (see Section 5.2.1). Thus \(m \equiv A \odot F_p \mod p\).

5.1.4 Encryption of \(M\)

To ensure that the leaked information is exclusively available to one party, it is important that there is encryption on it. To obtain this encryption an elliptic curve implementation of DH can be used in combination with AES. Using elliptic curves is preferred in this case because it is very space efficient. A downside is that it is not post-quantum, this is not a big problem because the backdoor itself strongly relies on it is secrecy. For \(M\) to be an AES encryption a static ECDH key needs to be placed in the backdoored implementation. A ciphertext \(M\) would consist of a session key generated in the backdoored implementation, appended with the AES encryption of the message which possibly includes some authentication tag. For this a 256 bit ECC key is recommended, \(M\) would then consist of 256 bits of session key, which is a point on the curve, appended with 128 bit message blocks encrypted with the ECDH key obtained from the static key and the session key. The authentication tag is usually chosen as one 128 bit block but smaller is possible. At least 64 bits is recommended for authentication.

5.2 Analysis

5.2.1 Decryption failures

As pointed out in Section 4.6 a decryption failure occurs when the polynomial

\[S = p \cdot r \odot g + f \odot m,\]

has a width larger than \(q\). Adding the \(k \cdot p\) term to the ciphertext in equation (5.1) makes decryption failures more likely because now a decryption failure occurs when the polynomial

\[T = p \cdot k \odot f + p \cdot r \odot g + f \odot m,\]
has a width larger than $q$, as generally $|T|_\infty > |S|_\infty$. Because for a single coefficient of $T$ it applies that

$$T_i = S_i + \sum_{i+j\equiv l \mod N} p \cdot k_i \cdot f_j,$$

the contribution of this extra convolution product $p \cdot k \otimes f$ to a single coefficient is at most

$$p \cdot \left(\left\lfloor \frac{\rho - 1}{2} \right\rfloor \right) \cdot (2 \cdot d_f - 1).$$

(5.3)

Let $\alpha = \min(d_g, d_r)$, the maximum width of $S$ is given by

$$\max |S|_\infty = 2 \cdot p \cdot \alpha + (2 \cdot d_f - 1) \cdot \left\lfloor \frac{p}{2} \right\rfloor,$$

(5.4)

so the maximum width of $T$ would be

$$\max |T|_\infty = 2 \cdot p \cdot \alpha + (2 \cdot d_f - 1) \cdot \left(\left\lfloor \frac{p}{2} \right\rfloor + p \cdot \left\lfloor \frac{\rho - 1}{2} \right\rfloor\right).$$

(5.5)

### 5.2.2 Parameter choices

Because of the possible decryption failures it is important to pick parameters that minimize this phenomenon while maintaining global security. It is recommended to keep $\rho$ as small as possible. In the case where $p = 3$ the value $\rho = 2$ is quite suitable. Other options would be $\rho = 4$ and $\rho = 5$ as this would give space to leak more information, but as noted in section 5.2.1 decryption failures will be much more likely because the extra contribution of the term in equation 5.3 can become much larger. For most parameter sets $\rho = 2$ will most likely be the only option that works without increasing the probability of decryption failures too much.

### 5.2.3 Optimization

Decryption failures will be less likely if the vector $k \cdot p$ added in equation (5.1) is sparse. This is the case when $k$ is sparse. A way to keep $k$ sparse is to minimize the number of bits needed to store $M$ and pad it with zeros. Depending on what information will be leaked it might even be possible to split up $M$ over several messages. In that case $M$ will only be partially leaked, but can be recovered if multiple messages containing all the parts are recorded.

Another optimization that works in the case where $\rho = 2$ is to append a one bit shorter message $M'$ with an indicator bit $i$ such that instead of $M$, $[i|M']$ is leaked. The polynomial $k$ is now computed regularly. If this $k$ contains more ones then it contains zeroes the term $\overline{k} \cdot p$ is added instead of $k \cdot p$, with $\overline{k}$ the bitwise complement of $k$. The attacker now recovers either $[0|M']$ or $[1|M']$ and is able to recover $M'$ by taking the complement if $i = 1$. Note that this indicator costs one bit in space, so $M'$ has at most $N - 1$ bits where $M$ would have $N$. 
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5.2.4 Practical implementation

In a sage implementation of NTRU with a backdoor added, experiments were run to look at the impact of the backdoor with respect to decryption failures. The sage code can be found in appendix A. In every experiment a pseudorandom ternary message $m$ is generated along with a pseudorandom $N$ bit binary message $M$. Subliminal message $M$ is binary because the parameter $\rho = 2$ is set. No optimisations discussed in the previous section were applied in the implementation. The first set of experiments counts the number of decryption failures caused by the backdoor in 2 different ways using NTRU parameters from [7]. First a subset of experiments was conducted in which a new key is generated with every trial, in this case all trials are independent. Secondly a subset of experiments was conducted in which the same key is used more than once, these trials are not independent but they do represent a real world situation in which keys are generated once and then reused often. Doing multiple trials with the same keys also allows for more experiments as generating a new key is relatively expensive computationally.

Table 5.1: Decryption failure check results

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$N$</th>
<th>$p$</th>
<th>$q$</th>
<th>$d_f$</th>
<th>$d_g$</th>
<th>$d_r$</th>
<th># keys</th>
<th># trials per key</th>
<th># failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>613</td>
<td>3</td>
<td>2048</td>
<td>55</td>
<td>204</td>
<td>55</td>
<td></td>
<td>20000</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>10000</td>
<td>0</td>
</tr>
<tr>
<td>887</td>
<td>3</td>
<td>2048</td>
<td>81</td>
<td>295</td>
<td>81</td>
<td></td>
<td>10000</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>10000</td>
<td>0</td>
</tr>
<tr>
<td>1171</td>
<td>3</td>
<td>2048</td>
<td>106</td>
<td>390</td>
<td>106</td>
<td></td>
<td>5000</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>10000</td>
<td>0</td>
</tr>
</tbody>
</table>

Since no decryption failures occured in these experiments, the increased probability of a decryption failure caused by the backdoor will probably go unnoticed in practice. With Equation 5.3 the maximum contribution to the width of $T$ with the parameters used can be computed, with respect to $q$ this difference is relatively small enough. Looking at Equations 5.4 and 5.5 the maximum width $T$ is only slightly larger than the maximum width of $S$ with the parameters used in the experiments. This could possibly explain the lack of decryption failures. Note that the maximum width was not expected to be obtained. These extreme widths are in general very rare, as $f$ and $r$ are chosen to be sparse. They are intentionally centred around 0 to let a lot of cancelations occur. This behaviour is not unique to the parameters used in the experiments, in most parameter sets used in practice $d_f = d_r$. When $\rho = 2$ is chosen, the most significant term in Equation 5.5 is generally the first one, so the contribution of the backdoor to the maximum width is generally small enough. In the implementation any message can be leaked as long as its encryption does not exceed $N$ bits. The trialled version with parameter $N = 613$ will fit a 256 bit subliminal message encrypted as explained in Section 5.1.4 with 256 bits security and leave some space for
authentication. The versions with $N = 887$ and $N = 1171$ will even fit a 512 or 768 bit subliminal message respectively. For instance, in $N = 1171$ there could be a 256 bit key and a 128 bit authentication tag, which leaves $(1171 - 256 - 128 = 787)$ bits for a message. The 787 bits fit 6 blocks of 128 bit ciphertext and the remaining 19 bits could be used for the optimizations discussed in Section 5.2.3. To get an idea of how much the probability of decryption failures increases on average instead of just the worst case, a second set of experiments was run. In the second set of experiments, the width of the terms $S$ and $T$ were stored. A decryption failure occurs when $|S|_\infty > q$ or $|T|_\infty > q$, without and with the backdoor respectively. For these experiments the parameters from Table 5.1 were used. The results are presented in histograms where red corresponds to $|S|_\infty$ and green corresponds to $|T|_\infty$.

![Figure 5.1: (N, p, q, df, dg, dr) = (613, 3, 2048, 55, 204, 55), 10 keys, 10000 trials per key.](image)

|       | $|S|_\infty$ | $|T|_\infty$ |
|-------|--------------|--------------|
| $\mu$ | 164.0471     | 190.7234     |
| $\sigma$ | 13.81889     | 15.95371     |
| min   | 116          | 139          |
| max   | 251          | 294          |
Figure 5.2: \((N, p, q, d_f, d_g, d_r) = (613, 3, 2048, 55, 204, 55)\),
100 keys, 10000 trials per key

| \(|S|_\infty\) | \(|T|_\infty\) |
|----------------|----------------|
| \(\mu\)       | 163.9682       |
| \(\sigma\)     | 13.79992       |
| min            | 117            |
| max            | 257            |

Figure 5.3: \((N, p, q, d_f, d_g, d_r) = (887, 3, 2048, 81, 295, 81)\),
10 keys, 10000 trials per key.
These results confirm that on average the probability of a decryption failure increases, but this increase is small enough to go unnoticed in a practical situation because large widths are rare. An interesting side effect is that the standard deviation also increases when the backdoor is added. The green spike is generally lower and less steep, which means that the $|T|_\infty$ values are less predictable than the $|S|_\infty$ values. This phenomena gives rise to some questions explained in Section 7.2.3.

### 5.2.5 Countermeasures

There are ways to find out that the ciphertext was tampered with. One of those being the recovery of the randomness. From equation (4.5) the equation

$$c - m = r \otimes h \mod q$$

(5.6)
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can be obtained. Meaning \( r \) can be recovered by
\[
    r = (c - m) \odot h^{-1} \mod q
\]
if inverse \( h^{-1} \) exists in \( R \) modulo \( q \). In the case of a ciphertext with an extra term added, doing the same computation will result in \( r + k \cdot p \odot h^{-1} \) instead of \( r \), which with high probability will not be an element of \( L_r \). Since by specification \( r \in L_r \), the receiver can check whether \( (c - m) \odot h^{-1} \in L_r \). If this is not the case and \( h \) is invertible in \( R \) modulo \( q \), the ciphertext has been tampered with and a warning can be sent back to the sender. To make sure that this is possible, it is important that \( h \) is always invertible in \( R \) modulo \( q \). \( h \) depends on the choice of \( f \) and \( g \) so a change has to be made to the selection of those. Public key \( h \) is defined as \( h = F_q \odot g \mod q \). By definition \( F_q \) is invertible so the only extra requirement is that \( g \) must also be invertible, this can be done by choosing \( g \in L_g \) in a similar manner as \( f \). Since invertibility is required, \( L_g \) can no longer be defined as \( L_g = L(d_g, d_g) \) and would need to be defined as \( L_g = L(d_g, d_g - 1) \).
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NTRU subliminal channel

In this chapter a modification of NTRU with a SETUP is shown in which an extra possibly secret channel for information is added. This channel differs from the backdoor discussed in Chapter 5 as it is intended for the receiver of the message instead of a third party.

6.1 Description

In this adaptation, Bob sends a regular message $m$ and a subliminal encrypted message $M$ to receiver Alice. To include this $M$, a technique inspired by the countermeasures described in Section 5.2.5 is used. In addition to the regular setup, both Alice and Bob agree upon an injective map $\phi$ which maps $M$ to an element of $\mathcal{L}_r$ and a pair of keys to encrypt and decrypt $M$.

6.2 Key setup

Alice chooses $f \in \mathcal{L}_f$ and computes $F_q$ and $F_p$ as in Section 4.3. Now $g \in \mathcal{L}(d_g, d_g - 1)$ is chosen such that inverse $g^{-1}$ exists in $R_q$ and public key $h$ is computed normally as in Equation (4.4). Choosing $g \in \mathcal{L}(d_g, d_g - 1)$ is justifiable as a protection against a specific backdoor mentioned earlier. Alice publishes her public key $h$ so that others including Bob, can send her messages.

6.3 Encryption

Bob uses the function $\phi$ to map $M$ to an element $r \in \mathcal{L}_r$ and encrypts $m$ by computing $c$ using Equation (4.5). Bob now sends $c$ to Alice.
6.4 Decryption

Alice receives $c$ and recovers $m$ using Equation (4.6). She now computes $h^{-1}$ and uses this to recover $r \equiv (c - m) \otimes h^{-1} \mod q$. She now recovers $M$ as the preimage of $r$ using $\phi^{-1}$. For efficiency it is possible to precompute $h^{-1}$.

6.5 Encoding messages

In this section an example for the injective map $\phi$ mentioned earlier is described. It is somewhat similar to Algorithm 2.2 in [2, Chapter 4]. Let $M$ be an encrypted message represented as a unique number chosen in the discrete interval $[0, \left( \binom{N}{d_r} \cdot \binom{N-d_r}{d_r} - 1 \right)]$. Then $\phi$ is an injective map $[0, \left( \binom{N}{d_r} \cdot \binom{N-d_r}{d_r} - 1 \right)] \rightarrow \mathcal{L}_r$ that encodes an encrypted message $M$ to an $r \in \mathcal{L}_r$. The inverse $\phi^{-1}$ gives preimage $M$ from the image $r$.

The set $\mathcal{L}_r$ can be represented as a tree, with every level representing one coefficient. The root is defined as representing $r_0$, the level of the leaves $r_n$. Every leaf corresponds to a unique element of $\mathcal{L}_r$, and is defined by the unique path from the root to the leaf. Every node has at most 3 branches depending on whether it can still be completed, because left and right branches are limited. The leftmost branch corresponds to choosing a $-1$, the middle branch a 0 and the right branch a 1 on that level. Now the set $\mathcal{L}_r$ can be indexed by counting the leaves from left to right, where the leftmost leaf has index 0.

The tree itself does not have to be stored in memory, at every node the number of leaves can be computed by $\binom{n}{k} \cdot \binom{n-k}{l}$, with $n$ being the number of levels from the node to a leaf, $k$ the number of $-1$s and $l$ the number of 1s that are not used yet at that node. The left middle and right subbranches of a node have $\binom{n-1}{k-1} \cdot \binom{n-k}{l}, \binom{n-1}{k} \cdot \binom{n-k-1}{l}$ and $\binom{n-1}{k} \cdot \binom{n-k-1}{l-1}$ leaves respectively.

To convert an index $M$ into an $r \in \mathcal{L}_r$ the tree is traversed starting from the root, and a running index $j$ is kept, so at the root $i = 0$ and $j = M$. At every level $i$ the number of leaves in the left subbranch $L_i$ is computed. If $j \leq L_i$, the left branch is taken and $r_i = -1$. If this is not the case, the number of leaves in the middle subbranch is computed and added to $L_i$ to obtain $L'_i$ which is the number of leaves in the left and middle subbranch combined. Now if $L_i < j \leq L'_i$ the middle branch is taken, $r_i = 0$ and $j := j - L_i$. If $j > L'_i$ the right branch is taken, $r_i = 1$ and $j := j - L'_i$. This process repeats until all the bits of $r$ are evaluated. Now $M := j$.

The inverse $\phi^{-1}$ works in a similar matter, the tree is traversed starting from the root according to the path specified in $r$. A running index $j$ is kept for which $j = 0$ at the root. Now at every level $i$ the number of leaves that are "skipped" by not choosing the left or middle branch respectively, are added to $j$. So if $r_i = 0$, the middle branch is taken, $L_i$ is computed and $j := j + L_i$. Else if $r_i = 1$, the right branch is taken, $L'_i$ is computed and $j := j + L'_i$. This process repeats until all the bits of $r$ are evaluated. Now $M := j$. 
6.6 Why does it work?

As pointed out in Section 5.2.5, the randomness $r$ can be recovered by the receiver if $g$ is chosen to be invertible. This phenomenon is exploited by putting a message in $r$ rather than choosing $r$ randomly.

Figure 6.1: Example of a tree for $d_r = 1$ and $N = 4$
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Conclusions

7.1 Final Remarks

As shown in Chapters 5 and 6 it is feasible and practical to modify the NTRU cryptosystem in such a way that it contains a backdoor or subliminal channel. Countermeasures against the backdoor have been described in Section 5.2.5.

7.2 Future research

7.2.1 SETUP in NTRU

In Chapter 5 a modification of NTRU with a weak SETUP is described. It is probably possible to put a regular SETUP in there by choosing the vector $r$ rather than randomly generating it. This would be done by influencing $r$ in such a way that $c$ in equation (4.5) has a desired outcome. However because $r$ should be an element of $L_r$ the set of possible outcomes for $c$ is limited. Research needs to be done in order to find if this set can be generalized, to design an invertible function that converts $M$ to an element of this set and find out how many bits can be leaked using this technique.

7.2.2 Minimization of decryption failures

In Section 5.2.3 some optimizations have been given in order to reduce the increased probability of decryption failures with the backdoor added. In Section 5.2.4 some experimental results are given. By doing more experiments and with more parameter sets, the increased probability of decryption failures might be estimated. From this parameters can be selected which allow for more information to be leaked without increasing the probability too much. Research can also be done to find the theoretical probability instead of an estimation. With this estimation parameters can be computed that preserve global security, but at the same time minimize the probability of decryption failures.
7.2.3 Statistical countermeasures

In Section 5.2.4 experimental results were given on the width of the polynomial $T$ with respect to the width of $S$. These results showed that the width of $T$ is less predictable. The standard deviation was larger for the values of $T$. This occurs because adding an extra message to the ciphertext means adding some randomness. This yields the question, could a receiver of messages distinguish the ones that were tampered with from the ones that were not and alert the sender? How many messages would it need to be able to do so? These are questions that might be worthwhile looking into.
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Appendix A

Implementation code

This chapter includes the code used for the experiments discussed in section 5.2.4. The code is written in sage using the work of Patsakis [11] as a basis. There are 3 parameters to set: Security level, No of keygenerations and No of trials per keyset which set the security level, either 128,192 or 256. The number of keys to be generated and the number of encryptions and decryptions with a key pair. The program generates an NTRU key-pair using parameters chosen with the security level, it encrypts a pseudorandom ternary message with and without the backdoor and decrypts both of them. In the backdoored encryption a subliminal pseudorandom N bit binary message is included. After this the result is verified to check whether or not a decryption failure has occurred. The output is the total runtime and the number of failures.

```python
from time import time
R.<x> = ZZ['x'];

class NTRUEncrypt(object):
    # generates a random number in [j,k]
    def random_between(self, j, k):
        a = int(random() * (k-j+1))+j
        return a

    # generates a pseudorandom polynomial
    # with coefficients in {-1,0,1}
    def random_trinary(self):
        x = self.random_between(0, self.n-1)
        y = self.random_between(0, self.n-1-x)
        s = [x] + [y]
        shuffle(s)
        poly = self.sample(self.n, s[0], s[1])
        return poly
```
# generates pseudorandom polynomial with binary coefficients

def random_binary(self):
    x = self.random_between(0, self.n-1)
    poly = self.sample(self.n, x, 0)
    return poly

# generates a pseudorandom ternary polynomial
# with exactly o ones and mo minus ones

def sample(self, NN, o, mo):
    s = [1] * o + [-1] * mo + [0] * (NN-o-mo)
    shuffle(s)
    return R(s)

# reduces the coefficients of polynomial f modulo pp
# and "fixes" them so that they belong to [-pp/2, pp/2]

def modCoeffs(self, f, pp):
    clist = f.list()
    p2 = pp / 2
    for i in range(len(clist)):
        clist[i] = clist[i] % pp
        if clist[i] > p2:
            clist[i] = pp
    return R(clist)

# computes the polynomial k

def generate_k(self, c, ml):
    a = []
    b = []
    clist = []
    for i in range(0, self.n - 1):
        a.append(c[i] % 2)
        clist.append((a[i] + ml[i]) % 2)
    self.k = R(clist)
    return R(clist)

# adds subliminal message ml to ciphertext c

def add_backdoor(self, c, ml):
    k = self.generate_k(c, ml)
    c = (c + k * self.p)
    c = self.modCoeffs(c, self.q)
    return c

# encrypts message m using public key h

def encrypt(self, h, m):
    self.m = m
    s = self.sample(self.n, self.Dr, self.Dr-1)
self.r = r
self.c = h%n
self.c = self.c * (x^self.n-1)
self.c = self.modCoeffs(self.q)
return self.c

#decrypts cipher text c using private key Priv
def decrypt(self, c, Priv):
    f, fp = Priv
    a = f * c
    a = a % (x^self.n-1)
    a = self.modCoeffs(a, self.q)
    a = a * fp
    a = a % (x^self.n-1)
    a = self.modCoeffs(a, self.p)
    return a

#computes the inverse of poly in R_2
def _._inv_poly_mod2_(self, poly):
    k = 0; b = 1; c = 0;
    f = poly; g = x^self.n-1
    f = self.modCoeffs(f, 2)
    res = False
    while True:
        while f(0) == 0 and not f.is_zero():
            f = f.shift(-1)
            c = c.shift(1)
            c = self.modCoeffs(c, 2)
            k += 1
            if f.is_one():
                e = (-k) % self.n
                retval = x^e * b
                res = True
                break
        elif f.degree() == -1 or f.is_zero():
            break
        elif f.degree() < g.degree():
            f, g = g, f
            b, c = c, b
            f = f + g
            b = b + c
        f = self.modCoeffs(f, 2)
        c = self.modCoeffs(c, 2)
        if res:
```python
    retval=retval%(x**self.n-1)
    retval=self.modCoeffs(retval, 2)
    return True, retval
else:
    return False, 0

#computes the inverse of poly in R_3
def _inv_poly_mod3_3(self, poly):
    k=0; b=1; c=0;x;
    f=poly; g=x**self.n-1
    res=False
    while True:
        while f(0)==0 and not f.is_zero():
            f=f.shift(-1)
            c=c.shift(1)
            k+=1
        if f.is_one():
            e=(-k)%self.n
            retval=x**e*b
            res=True
            break
        elif (-f).is_one():
            e=(-k)%self.n
            retval=-x**e*b
            res=True
            break
        elif f.degree()==-1 or f.is_zero():
            break
        if f.degree()<g.degree():
            f,g=g,f
            b,c=c,b
        if f(0)==g(0):
            f=f-g
            b=b-c
        else:
            f=f+g
            b=b+c
        f=self.modCoeffs(f, 3)
        c=self.modCoeffs(c, 3)
    if res:
        retval=retval%(x**self.n-1)
        retval=self.modCoeffs(retval, 3)
        return True, retval
    else:
```

---
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```python
return False, 0

def _inv_poly_mod_prime_pow(self, poly):
    res, b = self._inv_poly_mod2(self, poly)
    if res:
        qr = 2
        while qr < self.q:
            qr = qr * 2
            b = b * (2 - poly) * b
            b = b % (x ** self.n - 1)
            b = self.modCoeffs(b, self.q)
        return True, b
    else:
        return False, 0

def gen_private_key(self):
    res = False
    while res == False:
        poly = self.sample(n, self.Df, self.Df - 1)
        ppInv = self._inv_poly_mod3(self, poly)[1]
        res, pqInv = self._inv_poly_mod_prime_pow(self, poly)
    return poly, ppInv, pqInv

def width(self, poly):
    coefs = poly.coefficients()
    maxi = max(coefs)
    mini = min(coefs)
    return maxi - mini

def gen_keys(self):
    f, fp, fq = self._gen_private_key()
    g = self.sample(n, self.Dg, self.Dg)  # -1
    self.f = f
    self.g = g
    h = self.p * g * fq
    h = h % (x ** self.n - 1)
    h = self.modCoeffs(h, self.q)
    return h, (f, fp)

# sets of NTRU parameters
```
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def __init__(self, SECLEVEL):
    self.p=3
    self.q=2048
    #variables for computing widths
    self.m=0
    self.r=0
    self.t=0
    self.g=0
    self.k=0
    if SECLEVEL==128:
        self.n = 613
        self.Df = 55
        self.Dg = 204
        self.Dr = 55
    elif SECLEVEL==192:
        self.n = 887
        self.Df = 81
        self.Dg = 295
        self.Dr = 81
    else:
        self.n = 1171
        self.Df = 106
        self.Dg = 390
        self.Dr = 106

def security_level = 128
No_of_keygenerations = 1
No_of_trials_per_keyset = 1

#output file
output = file('/Users/robin/Desktop/128.txt', 'w')
failures = 0
failureswith = 0

t = time()
for i in range(0, No_of_keygenerations):
    ntru=NTRUEncrypt(Security_level)
    n=ntru.n
    h, Priv=ntru.gen_keys()

    for i in range(0, No_of_trials_per_keyset):
        m=ntru.random_trinary()
        ml = ntru.random_binary()
        cc=ntru.encrypt(h,m)
        ccb=ntru.add_backdoor(cc, ml)
        mm=ntru.decrypt(ccb, Priv)
        S = ((ntru.p*ntru.r*ntru.g + ntru.f * ntru.m)%((x^n-1)))
        output.write(str(ntru.width(S)))
        output.write("\t")
        mmn=mtru.decrypt(ccb, Priv)
        T = ((S + ntru.p*ntru.k*ntru.f) %((x^n-1)))
        output.write(str(ntru.width(T)))
        output.write("\n")
        if mmn==m:
            failures += 1
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if numb - m:
    failureswith += 1

runtime = time() - ts
print "runtime", runtime
print "failures without backdoor:", failures
print "failures with backdoor:", failureswith
output.close()
Appendix B

Notation

Table B.1: Notation table

<table>
<thead>
<tr>
<th>Variable</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{N} )</td>
<td>Set of all the positive integers including 0</td>
</tr>
<tr>
<td>( \mathbb{Z} )</td>
<td>Set of all the integers</td>
</tr>
<tr>
<td>( p, q, n, m, i, j )</td>
<td>Integers</td>
</tr>
<tr>
<td>( X )</td>
<td>Indeterminate</td>
</tr>
<tr>
<td>( f, g, h, r )</td>
<td>Polynomials</td>
</tr>
<tr>
<td>( K )</td>
<td>Usually denotes a field</td>
</tr>
<tr>
<td>( R )</td>
<td>Usually denotes a ring</td>
</tr>
<tr>
<td>( F_q )</td>
<td>Inverse of polynomial ( f ) in ( R_q )</td>
</tr>
<tr>
<td>( m )</td>
<td>Message</td>
</tr>
<tr>
<td>( M )</td>
<td>Encrypted information intended to leak out of the system.</td>
</tr>
<tr>
<td>( c )</td>
<td>Ciphertext</td>
</tr>
<tr>
<td>( R[X] )</td>
<td>Polynomial ring over ( R )</td>
</tr>
<tr>
<td>( C )</td>
<td>Cryptosystem</td>
</tr>
<tr>
<td>( D )</td>
<td>Decryption function</td>
</tr>
<tr>
<td>( E )</td>
<td>Encryption function</td>
</tr>
<tr>
<td>( S )</td>
<td>The polynomial ( p \cdot r \odot g + f \odot m )</td>
</tr>
<tr>
<td>( T )</td>
<td>The polynomial ( p \cdot r \odot g + f \odot m + p \cdot k \odot f )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Encoding function</td>
</tr>
<tr>
<td>(</td>
<td>g</td>
</tr>
<tr>
<td>( \lfloor a \rfloor )</td>
<td>The number ( a ), rounded to the nearest integer smaller than or equal to ( a )</td>
</tr>
<tr>
<td>( \lceil a \rceil )</td>
<td>The number ( a ), rounded to the nearest integer larger than or equal to ( a )</td>
</tr>
<tr>
<td>( \mathcal{L}_f, \mathcal{L}_g, \mathcal{L}_r )</td>
<td>Subsets of ( R ) defined in section 4.2</td>
</tr>
<tr>
<td>( \mathcal{L}_m )</td>
<td>Set of polynomials in ( R_p )</td>
</tr>
</tbody>
</table>