Multiphysical modeling of the photopolymerization process for additive manufacturing of ceramics
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\textbf{Abstract}

Additive manufacturing (AM) of ceramics through vat photopolymerization is a promising technique in which a ceramic filled photopolymer is selectively solidified in a layer-wise manner towards the final part geometry. Large scale adoption and optimization of AM for ceramics requires an in depth understanding of the process, which is pursued through a theoretical-numerical approach in this work. A modeling framework is proposed that integrates the coupled effect of four relevant physical mechanisms: (i) light propagation through the heterogeneous matter; (ii) conversion of the photopolymer; (iii) thermal effects and (iv) evolution of mechanical properties upon solidification. Interestingly, the inclusion of ceramic particles (compared to the regular vat photopolymerization process) has a marked influence for each individual physical mechanism. Even though the individual key ingredients are established, the coupled and integrated framework provides innovative insights, demonstrating how difficult it is to achieve homogeneous polymerization for ceramic-filled resins.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Absorption/attenuation coefficient [1/m]</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Electric conductivity [Sm]</td>
<td></td>
</tr>
<tr>
<td>$\Delta H$</td>
<td>Polymerization heat [J/mol]</td>
<td></td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Electrical permittivity [F/m]</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Strain tensor [-]</td>
<td></td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Wave number [rad/m]</td>
<td></td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Extinction coefficient [-]</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength [m]</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>Magnetic permeability [H/m]</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio [-]</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Volumetric mass density [kg/m$^3$]</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stress tensor [Pa]</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>Thermal expansion coefficient [1/K]</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td>Particle filling fraction [-]</td>
<td></td>
</tr>
<tr>
<td>$\psi$</td>
<td>Quantum yield for initiation [-]</td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency [rad/s]</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>Molar absorptivity [1/(mol m)]</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light [m/s]</td>
<td>[x] Concentration of species x</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Heat capacity [J/(kg K)]</td>
<td>[mol/l]</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus [Pa]</td>
<td></td>
</tr>
<tr>
<td>$\vec{E}$</td>
<td>Electric field [V/m]</td>
<td></td>
</tr>
<tr>
<td>$\vec{H}$</td>
<td>Magnetic field [A/m]</td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>Intensity/irradiance [W/m$^2$]</td>
<td></td>
</tr>
<tr>
<td>$J$</td>
<td>Electric current [V]</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity [W/(m K)]</td>
<td></td>
</tr>
<tr>
<td>$k_p$</td>
<td>Propagation rate constant [L/(mol s)]</td>
<td></td>
</tr>
<tr>
<td>$k_f$</td>
<td>Termination rate constant [L/(mol s)]</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>Refractive index [-]</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Conversion level of polymerization [-]</td>
<td></td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Polymerization constant [m/$\sqrt{w}$]</td>
<td></td>
</tr>
<tr>
<td>$\vec{S}$</td>
<td>Poynting vector [W/m$^2$]</td>
<td></td>
</tr>
<tr>
<td>$t$</td>
<td>Time [s]</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature [K]</td>
<td></td>
</tr>
<tr>
<td>$V$</td>
<td>Volume [m$^3$]</td>
<td></td>
</tr>
</tbody>
</table>
1. Introduction

The speed at which rapid prototyping evolved to additive manufacturing (AM), or 3D printing, illustrates how strongly its potential evolved in the past decade[1]. Many different AM technologies exist to fabricate ceramics [2]. The different techniques can be classified into seven distinct categories according to ASTM/ISO standardization [1]. The majority of the research has, however, focused on the development of porous structures. A twofold justification can be recognized for this [3]. On the one hand, the most logical motivation is that AM distinguishes itself from conventional production techniques by enabling of complex shapes with controllable porosity. On the other hand, many of the available techniques are intrinsically suited for targeted shapes and detailed structures. For the particular additive manufacturing technique considered here, i.e. a patterned photopolymerization of individual layers (termed vat photopolymerization or stereolithography), these trends can also be recognized [3].

In order to produce ceramic parts through vat photopolymerization, additional processing steps are introduced, as illustrated in Fig. 1. Initially, ceramic powder is mixed into the photopolymeric solution to a high filling degree such that a viscous suspension, a slurry, is obtained. Based on a three-dimensional computer model of the desired geometry, the subsequent vat photopolymerization is a repetitive process of depositing a layer of slurry, selective illumination by UV light and lowering the building platform [5]. This AM technique ultimately results in the so-called green part, which can be considered as an intermediate composite part of ceramic inclusions in a polymer matrix. To retrieve the final dense ceramic, a subsequent pyrolysis and sintering step are required at different elevated temperatures, respectively to evaporate the polymer binder and sinter the dense monolithic part.

Figure 1: Overview of the ceramic additive manufacturing process by vat photopolymerization.
The addition of ceramic inclusions has a profound effect on the relevant physical processes in the stereolithography step. Starting already with the layer deposition, i.e. recoating, the higher viscosity needs to be considered since it increases the shear forces [3]. Upon illumination, the inclusions introduce significant light scattering, which is dominated by the difference in refractive index between the resin and the ceramic [4, 8–9]. As shown experimentally, the resulting cured polymer geometry can be considerably different from the expected geometry for unfilled liquids (as a function of the light source). Furthermore, the addition of solid particles reduces effective shrinkage, counter-acted by the polymerization shrinkage, which leads to increased stress concentrations.

Generally, the limiting factors in the wide adoption of AM in industry are reproducibility, productivity and scalability [11]. For ceramics in specific, the main challenges are: increasing the monolithic part density, increasing feasible product sizes and wall thickness and avoiding the formation of cracks [5]. A better understanding of the ceramics stereolithography process, in this case pursued through numerical modeling, is considered key in overcoming these problems [11].

Such a modeling approach should include the physical processes mentioned above. Different authors have used numerical modeling to improve the understanding of the stereolithography process, starting from Jacobs’ cure depth model [5]. In subsequent works, a distinction can be made between attempts to capture the effect of the layered nature of the AM process [11–14] or to incorporate more detailed physics affecting the polymerized profile as a function of the illumination source [13–19]. Whereas the first category of approaches is applicable for AM in general, the latter type of models is very specific for a certain AM technique. In comparison, for the modeling of laser powder bed or direct deposition processes the laser-material interaction induces sintering or melting directly by an increased temperature [20, 21].

The model presented in this paper can be classified among the latter category, but, to the authors’ knowledge, distinguishes itself in developing a framework that relates light penetration via conversion to the buildup of mechanical properties, with full account for the presence of the inclusions. At the same time, the effect of secondary physical phenomena such as generation of heat, chemical/thermal strain and the development of
internal stresses can be accounted for. The theoretical formulation of this framework will be addressed first, after which dedicated verification steps of the implementation are conducted. The relevance of the developed model will be demonstrated using an academic example problem.

2. Physical and mathematical framework

The photopolymerization process of the filled resin is a complex multiphysical process. This section addresses the relevant physical ingredients of the modeling approach, followed by a description of the proposed multiphysical coupling.

2.1. Illumination

The first relevant phenomenon is the light scattering introduced upon illumination/irradiation of the slurry. Before addressing the particulate medium, the conventional vat photopolymerization modeling process for homogeneous media is reviewed.

Absorption. In a homogeneous medium without the presence of scatterers, the attenuation of light is typically absorption dominated [22]. In that specific case, the absorbance $A$ is formulated through the Beer-Lambert law as [23]

$$A = -\log\left(\frac{I}{I_0}\right) = a[C^*]l,$$

where $I_0$ and $I$ are the incident intensity and the intensity at depth $l$ into the sample, respectively, $a$ is the molar absorptivity and $[C^*]$ the concentration of the absorbing species. A relation providing the irradiance at a particular depth in the sample is obtained by rewriting Eq. (1) as [24, 25]

$$I(l) = I_0e^{-\ln(10)a[C^*]l} = I_0e^{-\alpha l} \quad \text{[W/m}^2\text{]},$$

in which $\alpha = \ln(10)a[C^*]$ denotes the absorption/attenuation coefficient.

Within the field of vat photopolymerization, a modified version of Eq. (2) is often applied, which uses the so-called penetration depth $D_p$ [5] as

$$D_p = \frac{1}{\ln(10)a[C^*]}.$$
Substituting the latter into Eq. (2) gives

\[ I(l) = I_0 e^{-l/D_p} \]  (4)

from which \( D_p \) can be interpreted as the depth where the irradiance has reduced to about 37% (cf. \( e^{-1} = 0.3679 \)) of the initial value [11, 5].

Wavelike behavior. The impact of the inclusions on the vat photopolymerization process of ceramic filled resins has been clearly illustrated by e.g. Refs. [3, 4–9]. Experimental investigation shows that the ratio of cure depth to cure width decreases both for increasing the illumination intensity and for an increase in refractive index difference between the resin and the inclusions [3].

As already stated before, the Beer-Lambert law is no longer adequate if scattering is to be accounted for. Different theoretical and numerical methods exist to incorporate the effect of the ceramic inclusions. Due to the large filling fraction and the small difference between light wavelength and particle dimensions, both in the order of 1 \( \mu \)m, a wave description is required here [26, 27]. Phenomena such as interference and diffraction play an important role in this regime, where the ratio of the feature size to wavelength is smaller than ten. Refractive optics such as ray tracing are not able to capture these phenomena and should be applied only when the scattering object is over 100 times the size of the wavelength [26]. Additionally, the large filling fraction introduces so-called multiple scattering which prohibits the application of single-scattering approaches such as the theoretical Mie theory, which is only applicable for highly dilute suspensions [27, 28]. Within this paper, the wave response is predicted solving Maxwell’s equations for electromagnetics using the finite element method (FEM) [29, 30].

In a finite element framework, the Maxwell equations (which are a function of both the magnetic and electric fields) are usually rewritten into a single formula. Constitutive relations are used to eliminate the dependence of the electric field on the magnetic field or vice versa [31–33]. In the former case, the equilibrium equation can be written as [34]

\[
\nabla \times \left( \frac{1}{\mu} \nabla \times \vec{E} \right) + \epsilon \frac{\partial^2 \vec{E}}{\partial t^2} + \gamma \frac{\partial \vec{E}}{\partial t} = -\frac{\partial \vec{J}_{imp}}{\partial t}, \]  (5)

where \( \vec{E} \) is the electric field, \( \mu \) the magnetic permeability, \( \epsilon \) the electrical permittivity, \( \gamma \) the electric conductivity, \( \nabla \times \) the curl-operator and \( \vec{J}_{imp} \) the imposed electrical current.
density and $t$ denotes the time. By definition the total current density $\vec{J}$ is equal to $\vec{J}^{\text{imp}} + \gamma \vec{E}$. When written in the frequency domain, under the assumption that the electric field takes the form $\vec{E}(\vec{x}, t) = \Re \left( \tilde{E}(\vec{x}) e^{i\omega t} \right)$, the relation yields

$$\vec{\nabla} \times \left( \frac{1}{\mu} \vec{\nabla} \times \vec{E} \right) - \left( \omega^2 \varepsilon - i\omega \gamma \right) \vec{E} = -i\omega \vec{J}^{\text{imp}},$$

(6)

where $\omega$ is the angular frequency. The imposed current density will be assumed zero in the following. Furthermore, a separation of the material properties, i.e. $\mu$, $\varepsilon$ and $\gamma$ into $\mu_0 \mu_r$, $\varepsilon_0 \varepsilon_r$ and $\gamma_0 \gamma_r$, is introduced, where the property $x$, i.e. either $\mu$, $\varepsilon$ or $\gamma$, can be divided into a contribution in free space $x_0$ with appropriate units and a relative one $x_r$. Additionally, the light wave number $\zeta$ in free space is introduced as

$$\zeta_0 = \frac{\omega}{c_0} = \omega \sqrt{\mu_0 \varepsilon_0}$$

(7)

with $c_0$ the speed of light in vacuum. This allows rewriting Eq. (6) as

$$\vec{\nabla} \times \left( \frac{1}{\mu_r} \vec{\nabla} \times \vec{E} \right) - \frac{\varepsilon_0^2}{\varepsilon_0^2} \left( \varepsilon_r - \frac{i\gamma}{\varepsilon_0 \omega} \right) \vec{E} = \vec{0},$$

(8)

The latter is often simplified further using a complex form of the permittivity, e.g.

$$\tilde{\varepsilon}_r = \varepsilon_r - \frac{i\gamma}{\varepsilon_0 \omega},$$

(9)

Since ceramics and polymers are typically dielectric, the relative magnetic permeability $\mu_r$ is (very close to) unity [36]. Consequently, the complex relative permittivity can be written as

$$\tilde{\varepsilon}_r = (n - i\kappa)^2 \equiv \tilde{n}^2,$$

(10)

such that the inhomogeneous vector curl-curl equation becomes [36]

$$\vec{\nabla} \times \left( \vec{\nabla} \times \vec{E} \right) = \zeta_0^2 \tilde{n}^2 \vec{E}.$$

(11)

Note that the magnetic field can be (re-)obtained through the original Maxwell’s equations, i.e. through Faraday’s law as [31, 34, 36]

$$\vec{H} = -\frac{i}{\omega \mu} \vec{\nabla} \times \vec{E},$$

(12)
where $\vec{H}$ is the magnetic field.

This notation is convenient in optics considering $n = \frac{\omega_0}{\lambda}$ is the refractive index and $\kappa$ is the extinction coefficient of the material. As the name suggests, $\kappa$ captures a similar phenomenon as the absorption coefficient $\alpha$ in Eq. (2) and they can be related through [36-38]

$$\kappa = \frac{ac}{2\omega} = \frac{a\lambda}{4\pi}.\quad (13)$$

The electric and magnetic fields are related to the local intensity through the Poynting vector

$$\vec{S} = \vec{E} \times \vec{H}^*,\quad (14)$$

where $\vec{H}^*$ denotes the complex conjugate of $\vec{H}$. The intensity then follows from the magnitude of the time averaged Poynting vector [35, 36, 39], i.e.

$$I = \langle \vec{S} \rangle = \left| \frac{1}{2} \Re \left\{ \vec{E} \times \vec{H}^* \right\} \right|.\quad (15)$$

In the limit case of a homogeneous (non-scattering) medium, Eq. (15) and Eq. (2) provide the same intensity field information. For heterogeneous media, Eq. (15) provides the near-field information required to describe the polymerization process.

2.2. Polymerization

The light energy flux propagating through the resin is a direct initiator for the polymerization reaction. In order to quantify polymerization, a degree of conversion is defined based on the current and initial monomer concentration [40] ($[M]$ and $[M]_0$, respectively) as

$$p = \frac{[M]_0 - [M]}{[M]_0}.\quad (16)$$

To relate the conversion to the intensity a rate type kinetic evolution equation will be used.

*Cure kinetics.* The resins that are generally used in vat photopolymerization of ceramics are acrylate-based [3], which implies kinetics of the free-radical (chain) polymerization type [41]. A reaction of this type consists of three sequential steps, thus called a chain reaction, i.e. initiation, propagation and termination.
The initiation step begins with the creation of free radicals by the initiator molecule. The rate of radical generation is driven by the amount of light absorbed \([24, 42]\). A generally used expression for this is written in terms of the rate of initiation \(R_i\) as

\[ R_i = 2\psi I_a. \tag{17} \]

where \(\psi\) is the quantum yield for initiation and \(I_a\) the absorbed light intensity \([31]\). The primary or initiator radical reacts with a monomer to form the chain-initiation species.

During propagation the initiated chains grow into long chains. At some point the propagation reaction arrests and termination occurs. This phenomenon mainly originates from two reactive species, combining into a non-reactive polymer. As a result from the propagation reaction, the monomer concentration decreases as the conversion progresses, which forms the motivation for Eq. (16).

Formally, the monomer evolution can be specified as

\[ -\frac{d[M]}{dt} = R_i + R_p, \tag{18} \]

where \(R_p\) is the rate of propagation. The rate of monomer disappearance, which is identical to the rate of polymerization, is thus equal to the rate of propagation. In order to derive an equation for the monomer evolution, the rate of propagation is written as

\[ R_p = k_p[M\bullet][M] \tag{19} \]

where \(k_p\) is the rate constant for propagation and \([M\bullet]\) is the concentration of chain radicals. Subsequently, a steady-state assumption is made on the concentration of radicals \([31, 42]\), i.e.

\[ R_i = R_t = 2k_t[M\bullet]^2, \tag{20} \]

with \(k_t\) the rate constant for termination. Eq. (20) provides a relation for \([M\bullet]\) as a function of \(R_t\), which, together with Eq. (17), can be substituted in Eq. (19) to obtain

\[ R_p = -\frac{d[M]}{dt} = k_p[M] \left( \frac{\psi I_a}{k_t} \right)^{1/2}. \tag{21} \]

Such a formulation allows to account for temperature dependent effects through the kinetic parameters, by expressing them as an Arrhenius-type relationship \([31]\). Accounting for e.g. oxygen as an inhibitor species can also be done \([18]\). Furthermore,
it is possible to account for photobleaching of the solution through a time-dependent (absorbed) intensity, which is caused by the depletion of the initiator [33-46]. Additionally, the polymerization may effect the refractive index of the polymer [37].

In the following, the cure kinetics are simplified further by lumping the different parameters in Eq. (21). The polymerization rate is then written as

\[ R_p = -\frac{d[M]}{dt} = P_M \sqrt{I[M]}, \]

where \( P_M \) is the lumped polymerization constant, i.e. no time dependence is accounted for, and the absorbed intensity \( I_a \) is replaced by the actual intensity \( I \). Note that the latter implies that the absorbed intensity \( I_a \) is assumed to be a constant fraction of the actual intensity \( I \). Diffusional effects are not accounted for.

2.3. Thermodynamics

In a typical photo-polymeric suspension, heat generation is twofold. Firstly the photopolymerization reaction is exothermic, thus generating heat. Secondly, light absorption by the photoinitiator or its decomposition products, the dye, the monomer or polymer constitutes a thermal source. However, due to transparency for ultraviolet wavelengths, the absorption of most monomer and polymers is negligible in the considered regime.

The energy balance equation which incorporates these effects is adapted from [24] as

\[ \rho c_p \frac{dT}{dt} = \nabla \cdot (k \nabla T) - \Delta H \frac{d[M]}{dt} + aI[C^*], \]

where the first two terms are the standard heat conduction terms, the third is the exothermic heat generation by the reaction and the last term accounts for heat generation by light absorption. The terms \( \rho, c_p \) and \( k \) in the first two terms correspond to the mass density, the heat capacity and the thermal conductivity, respectively. In the latter terms of Eq. (23), \( \Delta H \) is the polymerization heat and \( a \) is the molar absorptivity. Under the assumption that the initiator is the only absorbing species, the latter \( [C^*] \) can be replaced by \([In]\). It can also be noticed that the formulation in Eq. (23) does not contain direct
heat sources and mechanical dissipation is neglected. Thermal equilibrium is also required in the formulation of the constitutive behavior for the inclusions, although be it without source terms. Consequently, the description for the inclusions is limited to the first two terms in Eq. (23). Note that a perfect interface between the two materials is assumed, i.e. the presence of voids or other irregularities is not accounted for.

2.4. Mechanics

In this work the mechanical response is linear elastic and restricted to small deformations. The total strain tensor $\varepsilon$ is decomposed according to

$$\varepsilon = \varepsilon_e + \varepsilon_{ch} + \varepsilon_{th},$$

(24)

into an elastic, chemical and thermal component, respectively. This is sufficient to illustrate the effect of the coupling between individual phenomena. Note that both matrix and inclusions undergo thermal strains, but $\varepsilon_{ch}$ is limited to the resin. Explicitly accounting for the individual components’ behavior through a full-field approach provides insights into e.g. the residual stress development.

Chemical shrinkage. An effect that occurs upon conversion of monomer molecules into long polymer chains is the contraction of inter-molecular spacing. Specifically, the distance corresponding to the van der Waals interaction is replaced by a reduced intra-molecular covalent bond [40, 48]. The amount of volumetric shrinkage $\frac{\Delta V}{V}$ can be estimated semi-analytically as a function of the conversion, through [39]

$$\frac{\Delta V}{V} = 22.5 p \sum_i \frac{(f_i x_i)}{M_{mi} x_i} \rho,$$

(25)

where $f_i$, $x_i$ and $M_{mi}$ are the monomer functionality, mole fraction and molecular mass, respectively, $p$ is the degree of conversion which follows from Eq. (16) and $\rho$ is the initial density of the monomer mixture. The factor 22.5 is the experimentally derived volume change per mole of the reacting group [13, 49, 50], which is here assumed to be an acrylate. The linear shrinkage strain can then be written as

$$\varepsilon_{ch} = \frac{1}{3} \frac{\Delta V}{V} I,$$

(26)
where isotropic shrinkage is assumed and, correspondingly, $\mathbf{I}$ is the unit tensor. In the following this is reformulated as

$$\varepsilon_{\text{ch}} = p \varepsilon_{\text{ch,max}} \mathbf{I},$$

(27)

with $\varepsilon_{\text{ch,max}}$ following from Eqs. (25) and (26) with $p = 1$. Whereas this assumes a linear and direct relationship between conversion and shrinkage, models where the shrinkage lags behind the conversion also exist [51], albeit that these models are often of a phenomenological nature. Note that the ceramic inclusions do not undergo a chemical transformation, i.e. the chemical shrinkage is restricted to the resin.

**Thermal expansion.** The thermal strains are formulated according to the classical isotropic form

$$\varepsilon_{\text{th}} = \nu \left( T - T_{\text{ref}} \right) \mathbf{I},$$

(28)

where $\nu$ is the thermal expansion coefficient of the material and $T$ and $T_{\text{ref}}$ the current and reference temperature, respectively. Thermal straining affects both the resin and the ceramic inclusions, each with its respective thermal expansion coefficient.

**Solidification.** The build-up of mechanical properties in the matrix material is referred to as solidification, i.e. the elongation and cross-linking of polymer chains upon (photo)polymerization introducing solid-like behavior. Generally, the point where the material transforms from a liquid into a solid is termed the gel-point. From this point onward a direct relation between the conversion level and the elastic [5, 52], viscous [53–55] or even plastic properties [56] exists.

Transient phenomena will be ignored here, i.e. the solidification only consists in a conversion dependent Young’s modulus. The relation between conversion and elasticity is taken direct and linear from the gel-point $p_{\text{gel}}$ onwards [54], where the stiffness up to the gel-point is assumed to be $e_0 E_{\text{pol}}$ with $e_0 \ll 1$. Mathematically this reads as

$$E(p) = \begin{cases} e_0 E_{\text{pol}} & \text{for } p < p_{\text{gel}} \\ \left( \frac{1 - e_0}{1 - p_{\text{gel}}} (p - p_{\text{gel}}) + e_0 \right) E_{\text{pol}} & \text{for } p \geq p_{\text{gel}} \end{cases}$$

(29)
where \( E(p) \) is the conversion dependent Young’s modulus of the monomer/polymer. The resin and inclusion’s stress tensors \( \sigma \) are related to the elastic strain tensors \( \varepsilon \) through the classical isotropic Hooke’s law. Other mechanistic properties, such as the coefficient of thermal expansion, are taken constant, i.e. independent of the conversion, for simplicity.

2.5. Coupling of physical phenomena

The complete coupling between all phenomena introduced in the previous Sections 2.1 to 2.4 is illustrated in Fig. 2. A key assumption in the formulation of the multiphysical framework is the separation of time scales by separating between the frequency and time domain. This is justified by the large difference in time scales of the light propagation and the kinetics. For a vector scanning technique, as considered here, the transit time of a photon through a layer is in the order of a picosecond (~\(10^{-12}\) s), whereas the kinetic reaction duration is typically of the order of (several) microseconds (~\(10^{-6}\) s) \([11, 5]\). It is expected that the other physical phenomena are coupled to the reaction time.

From a numerical point of view, this implies that a steady-state response is obtained for the light propagation in the harmonic frequency domain, corresponding to the light
source conditions. Subsequently, Eq. (15) is used to extract the effective time average intensity field, which provides the required input for the time-domain simulation of the chemical conversion (and absorption heat) and the emanating phenomena indicated in Fig. 2.

2.6. Implementational aspects

Solving Maxwell’s equations in a finite element framework imposes additional requirements on the discretization. In order to properly resolve the wavelike behavior, a minimal number of 10 elements is required over the wavelength [35], whereas the actual wavelength inside the different constituents is typically reduced by a refractive index > 1, according to \( \lambda = \lambda_0 / n \). This clearly poses a restriction on the feasibility of solving large structures, considering the wavelength of the applied UV light is only approximately 400 nm. Restricting the simulation to a finite domain requires special absorbing boundary conditions to prevent scattering from the bounding frame. This requirement is incorporated in the form of a so-called perfectly matched layer (PML) [57]. Furthermore, in order to prevent spurious solutions in inhomogeneous media, a special type of elements is used with degrees of freedom assigned to the edges instead of the nodes, referred to as edge elements. The requirement for these vector or Nédélec elements originates from the lack of enforcement of the Maxwell divergence condition by regular nodal elements, which has been described in detail in Refs. [31, 32, 58, 59].

The complete modeling framework as depicted in Fig. 2 is implemented in the finite element package Comsol 5.0 [60]. A fully-coupled approach is used, employing a direct solver. The backward Euler time stepping is automated through a variable-order variable-step-size backward differentiation algorithm [64]. No special measures were required to ensure stability.

3. Verification

Before investigating the different physical phenomena in the example problem considered in Section 4, the correctness of the numerical framework is assessed first. To do so, the different components of the modeling framework are compared to analytic solutions using identical parameter-sets in the following.
3.1. Intensity

An important component of the proposed model (cf. Fig. 2) is the electromagnetic wave description, particularly the near-field information predicted for the intensity field. It remains to be verified whether the numerical implementation of the Maxwell’s equations correctly approximates the expected scattering. To this purpose, the predicted result for a single scattering particle is compared to the analytic near-field Mie theory implementation by Schäfer et al. Figure 3: Comparison of results for the field intensity obtained from the present framework and MatScat for a particle with \( r = \lambda \), \( \tilde{\varepsilon}_r = 4 - 0.5i \). Intensity is normalized by the source intensity. Streamlines of the Poynting vector are depicted in white.

(matrix material and the particle have a (complex) relative permittivity of \( \tilde{\varepsilon}_r = 1 \) and \( \tilde{\varepsilon}_r = 4 - 0.5i \), respectively. In the current example, absorption by the polymer is neglected. The input source is a homogeneous plane wave propagating towards the right with a polarization in the direction perpendicular to the \( xy \)-plane, i.e. the out-of-plane \( z \)-direction. Note that in the case of a polymer matrix, this material would also absorb light, i.e. have a complex component in the permittivity, but the implemented Mie theory does not allow for this. The radius of the particle is equal to the wavelength \( \lambda = 400 \) nm. In order to visualize the results in Fig. 3a, the field data obtained with the implemented numerical framework was interpolated using natural neighbor interpolation.

The depicted intensity profile and power flow lines in Fig. 3 clearly reveal that the
waveline behavior, e.g. not only refraction and attenuation but also diffraction, is correctly captured. The mean difference in the depicted field (also accounting for interpolation errors) is only 1%. Fig. 3 also emphasizes the relevance of a wave description for these length scales.

### 3.2. Conversion

The polymerization model is implemented through the Comsol PDE interface [60]. In order to verify this part of the implementation, a domain is polymerized by a constant and homogeneous intensity field \( I_0 \). This allows for an analytical solution for \( \frac{d[M]}{dt} \) derived from Eq. (22) as

\[
\frac{d[M]}{dt} = -[M_0]P_M \sqrt{I_0} e^{-P_M \sqrt{I_0} t}.
\]

Due to the homogeneous intensity, the considered domain can be from one to three-dimensional. Eq. (30) is then compared to the evolution of the numerically derived \( P_M \sqrt{I_0}[M] \). Parameter values as specified in Tables 1 and 3, with \( I_0 = I_{\text{max}} \) are used. Furthermore, because \( \frac{d[M]}{dt} \) enters the thermal balance in Eq. (23), the numerical time derivation is also included in the comparison. The solution for a two-dimensional domain of \( 1 \times 1 \mu m^2 \) is shown in Fig. 4. Small deviations from the analytic result are observed in Fig. 4, particularly where the slope is the highest, but overall the correspondence is adequate.

### 3.3. Temperature

A similar approach compared to the previous conversion verification in Section 3.2 with a homogeneous illumination is also used in the thermal verification assuming thermally insulated boundaries. The result of this comparison is shown in Fig. 5 for a homogeneous \( 1 \times 1 \mu m^2 \) domain where the analytical (combined) prediction is derived from Eq. (23) as

\[
T = T_0 + \frac{1}{\rho c_p} \left( \Delta H \frac{d[M]}{dt} + aI_0[I_{\text{in}}] \right) t.
\]
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Figure 4: Comparison of the numerical derived \( \frac{d[M]}{dt} \) with the right hand side of Eq. (22) and the analytic form resulting from constant intensity illumination of \( I_0 \). Values are normalized by \( \frac{d[M]}{dt} (t = 0) \) from Eq. (30).

Figure 5: Comparison of the numerically obtained temperature increase with the analytical solution in terms of the absorption, exothermic and combined heat.
Parameter values are again adopted from Tables 1 and 3 with $I_0 = I_{\text{max}}$. For the depicted absorption contribution to the temperature profile, the chemical component is set to zero and vice versa. The large temperature increase seen in Fig. 5 results from the material parameters and can also be seen in Ref. [24]. It is clear that the contribution of heat from absorption is less significant compared to the exothermic heat for the considered light intensity. Again, Fig. 5 shows adequate correspondence of the numerical results compared to the analytic prediction.

3.4. Stress

Upon solidification, the polymer resin generally shrinks, as clarified in Section 2.4. At the same time, due to the exothermic nature of the reaction, thermal expansion occurs. As these strains, together with the conversion dependent mechanical properties, induce a stress build-up in the photopolymerization process, it is key to account for the combined effect correctly. This is illustrated in Fig. 6 for the same homogeneous 1 x 1 $\mu m^2$ domain. The square domain’s lower left corner is fixed, while the bottom edge

![Figure 6: Comparison of the numerically obtained stress with the analytical response in the constrained (plane strain) z-direction, for the thermal, chemical and combined components. The difference is the propagated error from the polymerization and thermal prediction.](image)
is only constrained in the vertical direction. The left, right and upper edge are unconstrained. Fig. 6 depicts the stresses predicted numerically in a constrained, i.e. plane strain $z$-direction and compares them to the analytical result. The analytical stress components in the constrained direction can be obtained as

$$\sigma_{z,ch} = \varepsilon_{ch,max} p E \quad (32)$$

and

$$\sigma_{z,th} = \nu (T - T_{ref}) E, \quad (33)$$

where $E = E(p)$ through Eq. (29) and $T = T(p)$ through Eq. (31). The initial zero slope of the lines depicted in Fig. 6 at $t = 0$ s illustrates the effect of the gel-point. Note that the numerical prediction uses the previously discussed addressed numerical values as input. The difference between the numerical and analytical value is therefore the error that propagated through the polymerization and thermal model, starting from the homogeneous intensity.

4. Application to an example problem

The goal of the example problem is to demonstrate the potential of the described approach and to illustrate the influence of the ceramic inclusions in the photopolymerization process. The necessary model input will be addressed in Section 4.2, after which Section 4.3 discusses the results.

4.1. Problem description

In order to illustrate the effect of the ceramic inclusions, three distinct geometries are considered, which are depicted in Figs. 7a to 7c: (1) an unfilled resin (Fig. 7a); (2) a slurry with an inclusion filling fraction $\phi$ of 0.4 distributed in a hexagonal grid (Fig. 7b); (3) a random distribution of particles with $\phi = 0.4$ (Fig. 7c). The size of the considered square domains is $11 \times 11 \ \mu m^2$, whereas the particles have a uniform diameter of $1 \ \mu m$. The only difference between the different configurations is the distribution of the ceramic inclusions, i.e. the properties and boundary/initial conditions are identical. This
allows to study the relevance of the particulate inclusions and the randomness in their distribution. In the following, the unfilled resin, the matrix with particles positioned in a hexagonal grid and the arbitrarily distributed geometry will be referred to as case A, B and C, respectively.

Figure 7 indicates the boundary conditions for the different physical models. The boundary conditions for the electromagnetic simulation are depicted in Fig. 8a. The top surface acts as a port for the incoming light intensity, which shows a Gaussian (laser) profile with a maximum intensity $I_{\text{max}}$ at $x = 0$. The profile's spatial dependence is
formulated as

\[ I_{\text{port}} = I_{\text{max}} e^{-x^2/\mu_0^2}, \]  

(34)

where \( \mu_0 \) is the beam half width where the intensity drops to \( 1/e^2 \) of the value on the beam axis. The wave propagates in the negative \( y \)-direction with a polarization in the direction perpendicular to the \( xy \)-plane. Additionally, a Gaussian pulse is introduced, entailing an explicit time dependence, such that [Eq. (34)] can be extended to

\[ I_{\text{port}} = I_{\text{max}} e^{-x^2/\mu_0^2} e^{-\left(t-t_{\text{max}}\right)^2/\tau^2}, \]  

(35)

where \( t_{\text{max}} \) is the time where the peak intensity occurs, and \( \tau \) is a characteristic for the width temporal of the Gaussian “bell” shape. In order to simulate a finite domain and to prevent spurious reflections from the domain boundaries, absorbing boundary conditions are enforced at the bottom and left/right edges, in the form of a perfectly matched layer (PML) [35, 57]. Note a PML essentially extends the computational domain. Actual time steps taken by the backward differentiation time-stepping algorithm do not exceed 0.01 s, allowing to completely resolve the pulsed light excitation and the emanating physics.

The polymerization reaction, as introduced in Section 2.2, only actively influences the resin domain. No flux conditions are enforced on the outer boundaries and along the interfaces with the inclusions.

Fig. 8b illustrates the thermally insulated conditions assumed for the heat balance Eq. (23), i.e. \( dT/dn = 0 \). The result from these conditions is that the generated heat is internally contained and the thermal effect of the included particles is easily deduced.

Finally, the mechanical boundary conditions are illustrated in Fig. 8c. The left bottom point is constrained in all directions, whereas for the remainder of the bottom edge the vertical displacement is suppressed. The left, right and top edges are not constrained. A plane stress assumption is made in the two-dimensional representation. These particular choices prevent the buildup of macroscopic (average) stresses. Consequently, the buildup of microscopic stress around the rigid-like inclusions can be easily identified.
4.2. Model parameters

In order to illustrate the capabilities of the proposed model, a representative set of parameters is introduced. The material parameters are provided in Tables 1 and 2 for the resin and ceramic inclusions, respectively.

Table 1: Material properties for the resin.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>1.5</td>
<td>[-]</td>
<td>Refractive index</td>
<td>[47, 52]</td>
</tr>
<tr>
<td>([In]_0)</td>
<td>5</td>
<td>[mol/L]</td>
<td>Initial initiator concentration</td>
<td>[3]</td>
</tr>
<tr>
<td>( a_{ln} )</td>
<td>150</td>
<td>[L/(mol cm)]</td>
<td>Molar absorptivity initiator</td>
<td>[3]</td>
</tr>
<tr>
<td>([M]_0)</td>
<td>8.2</td>
<td>[mol/L]</td>
<td>Initial monomer concentration</td>
<td>[43]</td>
</tr>
<tr>
<td>( P_M )</td>
<td>0.15</td>
<td>[m²/W]</td>
<td>Polymerization rate constant</td>
<td>[43]</td>
</tr>
<tr>
<td>( c_p )</td>
<td>1700</td>
<td>[J/(kg K)]</td>
<td>Heat capacity</td>
<td>[60]</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1150</td>
<td>[kg/m³]</td>
<td>Density</td>
<td>[60]</td>
</tr>
<tr>
<td>( k )</td>
<td>0.26</td>
<td>[W/(m K)]</td>
<td>Thermal conductivity</td>
<td>[60]</td>
</tr>
<tr>
<td>( \Delta H )</td>
<td>5.48 \cdot 10^4</td>
<td>[J/mol]</td>
<td>Polymerization heat</td>
<td>[43]</td>
</tr>
<tr>
<td>( E_{pol} )</td>
<td>2 \cdot 10^9</td>
<td>[Pa]</td>
<td>Young’s modulus at ( p = 1 )</td>
<td>[60]</td>
</tr>
<tr>
<td>( e_0 )</td>
<td>1 \cdot 10^{-3}</td>
<td>[-]</td>
<td>Initial multiplication factor ( E_{pol} )</td>
<td>[3]</td>
</tr>
<tr>
<td>( p_{gel} )</td>
<td>0.2</td>
<td>[-]</td>
<td>Gel-point for conversion</td>
<td>[3]</td>
</tr>
<tr>
<td>( \nu )</td>
<td>0.4</td>
<td>[-]</td>
<td>Poisson’s ratio</td>
<td>[60]</td>
</tr>
<tr>
<td>( e_{ch,max} )</td>
<td>-0.05</td>
<td>[-]</td>
<td>Maximum shrinkage strain</td>
<td>[13]</td>
</tr>
<tr>
<td>( v )</td>
<td>280 \cdot 10^{-6}</td>
<td>[1/K]</td>
<td>Coeff. of thermal expansion</td>
<td>[13]</td>
</tr>
</tbody>
</table>

The first section in Tables 1 and 2 provides the required material input with respect to the electromagnetic modeling. Alumina particles are chosen as they provide a relatively large contrast in refractive index compared to the resin, cf. 1.78 to 1.5. Whereas the refractive index of alumina is a well-established value [47], the value for the resin is only approximate considering the broad range in monomer refractive indices and its increase during polymerization [47, 52]. The ceramic inclusions are assumed to be transparent for UV-light [3]. Consequently, only the resin’s extinction coefficient is nonzero, and obtained through Eq. (13) using \( \alpha = \ln(10)a_{ln}[In] \) (cf. Section 2.1). The
Table 2: Material properties for the alumina inclusions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>1.78</td>
<td>[-]</td>
<td>Refractive index</td>
<td>[47]</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0</td>
<td>[-]</td>
<td>Extinction coefficient</td>
<td>[3]</td>
</tr>
<tr>
<td>$c_p$</td>
<td>900</td>
<td>[J/(kg K)]</td>
<td>Heat capacity</td>
<td>[51]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>3900</td>
<td>[kg/m$^3$]</td>
<td>Density</td>
<td>[60]</td>
</tr>
<tr>
<td>$k$</td>
<td>27</td>
<td>[W/(m K)]</td>
<td>Thermal conductivity</td>
<td>[51]</td>
</tr>
<tr>
<td>$E$</td>
<td>$300 \cdot 10^9$</td>
<td>[Pa]</td>
<td>Young’s modulus</td>
<td>[21]</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.222</td>
<td>[-]</td>
<td>Poisson’s ratio</td>
<td>[3]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$8 \cdot 10^{-6}$</td>
<td>[1/K]</td>
<td>Coeff. of thermal expansion</td>
<td>[51]</td>
</tr>
</tbody>
</table>

(initial) initiator magnitude $[In]_0$ is increased with respect to Ref. [24] to enhance the effect of absorption in the considered domain. As a consequence the light extinction increases, but the path the light traverses remains the same.

For the polymerization prediction, the initial monomer concentration and the polymerization rate constant suffice. The initial monomer concentration is adopted from Ref. [24]. The magnitude of the polymerization rate constant is motivated by fitting of Eq. (22) to Fig. 6 from Ref. [63] whilst accounting for the intensity dependence.

Thermal properties such as heat capacity and thermal conductivity for both the alumina particles and the representative polymer (i.e. nylon was chosen in this case) follow from Ref. [60]. The polymerization heat is adopted from Ref. [24].

The Young’s modulus (fully polymerized for the resin), the Poisson’s ratio and thermal expansion values (assumed constant) follow from Ref. [60]. The initially small value of the modulus of the monomer is obtained by pre-multiplication of the fully polymerized Young’s modulus with a value $e_0 = 1 \cdot 10^{-3}$. A representative linear chemical shrinkage strain active in the resin upon polymerization is chosen as 5% [13].

Initial and boundary conditions are specified in Table 3. Firstly, $I_{\text{max}}$ and $w_0$ define the shape of the incoming light source at $t = t_{\text{max}}$, whereas secondly, $\tau$ dictates the time dependence of the input wave and, thirdly, $\lambda$ is the wavelength. The initial temperature is set to 20 °C. Using the specified ultraviolet wavelength $\lambda$ and the resin’s and inclusion’s
Table 3: Initial and boundary conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{\text{max}} )</td>
<td>1000</td>
<td>[W/m²]</td>
<td>Incident peak light intensity</td>
</tr>
<tr>
<td>( w_0 )</td>
<td>2</td>
<td>[µm]</td>
<td>( \frac{1}{2} ) half-width of Gaussian beam</td>
</tr>
<tr>
<td>( t_{\text{max}} )</td>
<td>0.5</td>
<td>[s]</td>
<td>Time of peak intensity</td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.4/3</td>
<td>[s]</td>
<td>Pulse temporal standard deviation</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>400</td>
<td>[nm]</td>
<td>Wavelength, vacuum</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>293</td>
<td>[K]</td>
<td>Initial temperature</td>
</tr>
</tbody>
</table>

refractive index \( n \) from Tables 1 and 2, the coupled multi-physical example problems incorporate \( O(10 \text{ million}) \) degrees of freedom.

4.3. Results and discussion

One of the key phenomena incorporated in the modeling framework is the propagation of the laser light through the matter. The intensity from the light is also the initiator for the onset of polymerization and consequently the generation of heat and the build-up of mechanical resistance and stresses. In this case, the predicted light intensity is a function of the electric field. The maximum electric wave amplitude which occurs at \( t = t_{\text{max}} = 0.5 \text{ s} \) for the adopted polarization is depicted in Fig. 9. The result is shown at maximum illumination, because of the linearity in the Maxwell’s equations, i.e. the wave magnitude throughout the domain scales linearly with the source magnitude. Fig. 9 illustrates the effect of the difference in refractive index on the wave
propagation through and around inclusions for cases B and C, introducing effects such as interference and diffraction. For case A, the result of the planar wave (which remains planar) shows a Gaussian distribution in magnitude over the width and the effect of extinction at increasing penetration depth. The same distribution can also be perceived in the intensity profile depicted in Fig. 10. Besides the intensity, which is normalized by the maximum intensity at the input port $I_{\text{max}}$, this figure also shows the streamlines of the power flow, i.e. the direction of the Poynting vector from Eq. (14). Here, the wavelike pattern has vanished but the interference and diffractional effects are more pronounced. Whereas case A illustrates the expected intensity profile from the Beer-Lambert law, cases B and C show a highly irregular light propagation. In addition to the inhomogeneous nature of the intensity, also large intensifications occur as a result from interference. From both the flow streamlines and the intensity concentrations, it is clear that the light still predominantly propagates towards the bottom of the specimen in case B. Nevertheless, a more severe scattering occurs in case C, where the inclusions are randomly distributed.

The latter trend also pushes through to the polymerization reaction as shown in Fig. 11. It shows the time dependent polymerization at $t = 0.2, 0.5$ and $1$ s. These times are taken before, at and after the peak in illumination, respectively. Unlike case A, the cases with particles have a highly inhomogeneous conversion level after the pulsed illumination (at $t = 1$ s). This effect will reduce with a moving laser and/or by accounting for a more irregular geometry of the inclusions. Nonetheless, it clearly illustrates the
Figure 11: Degree of conversion \( p \) in the different geometries at \( t = 0.2, 0.5 \) and 1 s.
challenge to obtain a homogeneously polymerized product. This is an essential quality requirement, since the presence of residual monomer has been identified in relation to the formation of cracks during post-processing of the green part [23]. The average, minimum and maximum degree of conversion value obtained for the three different cases as a function of time are depicted in Fig. 12. As depicted, the average degree of conversion is higher for cases B and C with a value of \( p_{\text{mean}} = 0.47 \) and 0.45, respectively, compared to \( p_{\text{mean}} = 0.41 \) for case A. Note that this does not necessarily imply that one case is better than the other. The polymerization efficiency as reported here is dependent on the choice of domain dimensions, e.g. case A will be more efficient for a domain with a higher depth-to-width ratio. Fig. 12 does, however, further emphasize the pronounced inhomogeneity in the filled resin, considering the larger band between the minimum and the maximum value.

A direct result from the illumination and the polymerization is the accumulation of heat. Due to the small dimensions and the considered boundary conditions, the tem-

![Figure 12: Evolution of the degree of conversion \( p \) for the different geometries with its mean value indicated by a thick line and the upper and lower bounds with a thin line.](image)
temperature remains essentially homogeneous throughout the simulated domain, i.e. the
temperature difference is only in the order of $10^{-2}$ K. At $t = 1$ s, the maximum tem-
perature obtained in cases A, B and C is 388, 344 and 342 K, respectively. The most
important conclusion is that the temperature increase is more significant in the unfilled
resin. The explanation for this is twofold; firstly, the inclusions do not contribute to
the reaction heat and, secondly, they act as a heat sink. The minor difference between
case B and C results from the contrast in the average degree of conversion at $t = 1$ s, as
shown in Fig. 12.

Finally, the polymerization results in residual stresses. In the solidification process
a number of interesting effects accumulate. First, the conversion induces a chemical
shrinkage in the resin following Eq. (27). Additionally, the polymerization reaction in-
duced heat results in thermal expansion according to Eq. (28). The effect of the conver-
sion is the build-up of stiffness, which is assumed linear after the gel-point as according
to Eq. (29). Fig. 13 depicts the combined effect of these phenomena. The deformations,
constituted by the simultaneous polymer chemical shrinkage and the composite’s ther-
mal expansion, illustrate the effect of the rigid-like ceramic inclusions. More severe
warpage occurs in case A compared to cases B and C. Additionally, case A is the only
gometry that effectively exhibits a volumetric expansion due to a higher temperature
increase and effective thermal expansion coefficient. As larger deformations usually
entail stress relaxation, the development of residual stresses is much smaller in case A
compared to cases B and C. In order to highlight the stress concentrations, the color
range is limited from $[0 \text{ - } 60]$ MPa in Fig. 13, however, the peak stresses for case A,
B and C at $t = 1$ s are 14, 76 and 128 MPa, respectively. The higher stress concen-
tration in case C primarily originates from the more inhomogeneous particle distribution,
compared to the hexagonal one. Juxtaposing Figs. 11 and 13 demonstrates the effect of
introducing the gel-point in the solidification, i.e. it acts as a threshold for the develop-
ment of stress. Overall, the stressed region in cases A and B is fairly narrow and deep,
whereas case C illustrates a wider region of stress evolution. This is consistent with the
more homogeneous contour of the deformed geometry.

The response of the example problems after cooling down to $T = T_0$ is shown in
Fig. 14 using the same color bar as Fig. 13 to emphasize the difference. Elimination
Figure 13: Von Mises stress and deformation in the different geometries at $t = 0.2$, 0.5 and 1 s. Solid lines depict the initial geometry. Deformations are scaled by a factor of 2. The peak stresses at $t = 1$ s are $14$ MPa, $76$ MPa and $128$ MPa for cases A, B and C, respectively.

Figure 14: Von Mises stress and deformation in the different geometries after illumination and cooling down to $T = T_0$. Solid lines depict the initial geometry. Deformations are scaled by a factor of 2. The peak stresses are now $14$ MPa, $106$ MPa and $234$ MPa for cases A, B and C, respectively. Color bar is adopted from Fig. 13.
of thermal expansion induces an increased stress for cases B and C, with peak stresses of 106 and 234 MPa, respectively. Due to the homogeneous thermal expansion, the peak stress remains 14 MPa in case A. With respect to the resulting deformations, the most notable difference occurs in case A, where the effective behavior is no longer a volumetric expansion. Due to the lower thermal expansion coefficient of the inclusions, the difference is less severe for the filled cases. Consequently, in case A the distortion reduces after cooling down, whereas for cases B and C it is less affected.

The presented example problem illustrates the significant effect of the addition of the inclusions on the propagation of light, the conversion reaction, the accumulation of heat and the solidification process. The expected curing pattern occurring in the homogeneous case A becomes severely distorted when randomly distributed inclusions are incorporated as in case C. In the present analysis the randomness is limited to the particle distribution only. The addition of more irregularities, such as particle size and shape, will have a supplementary effect on the dispersion of light through the matter. Additionally, the filling fraction of 40 % can be considered low with respect to ideal conditions for the post-processing of the green part. A higher filling fraction further increases the light dispersion. Cases B and C clearly highlight the relevance of the proposed approach to the model the coupled physical phenomena.

5. Conclusions

This paper proposes a coupled solution framework capturing distinct physical phenomena occurring in the vat photopolymerization process for ceramics. The numerical framework provides a direct coupling between a light source, via polymerization kinetics and temperature evolution, to the build-up of mechanical properties and residual stresses, resolved in space and time.

Accounting for the wavelike behavior of light illustrates the pronounced effects emerging when the size of microstructural features, i.e. the size of the particles, is of the same order as the wavelength, which is typical in AM for ceramics. The current polymerization model is relatively simple, only accounting for the dependence on monomer concentration and light intensity. Yet, it already highlights the impact of the resulting
inhomogeneous intensity on the solidification. The absorption of light combined with the exothermic polymerization causes the slurry to heat up. Due to the adopted thermally insulated boundary conditions, the final temperature is an upper bound, where the inclusions again have an influence. The accompanying thermal expansion is countered by a chemical shrinkage as polymerization progresses. This is illustrated in the proposed example problem, where a more homogeneous conversion results in a more homogeneous shrinkage. At the same time, the presence of rigid inclusions increases the magnitude of residual stresses. These trends remain after cooling down to the initial temperature, where the confined chemical shrinkage causes an increased residual stress state.

The model provides novel insights in the coupling between different physical phenomena in the photopolymerization process. The original and innovative contribution of this paper is a direct coupling between light scattering effects and photopolymerization related phenomena on a micro scale for a particulate medium. Whereas the framework can also be used for cure modeling in homogeneous resins, its real added value becomes clear in the presence of scattering particles with a size in the order of the wavelength. Although the considered model problems are two-dimensional, the developed modeling framework can also be devoted to three-dimensional cases. Future work will investigate to what extent the identified trends translate to three dimensions. It is expected that many of the model ingredients with respect to the distinct physical phenomena can be easily tailored to specific (slurry) systems of interest.
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