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Abstract—A popular method in machine learning for supervised classification is a decision tree. In this work we propose a new framework to learn fuzzy decision trees using mathematical programming. More specifically, we encode the problem of constructing fuzzy decision trees using a Mixed Integer Linear Programming (MIP) model, which can be solved by any optimization solver. We compare the performance of our method with the performance of off-the-shelf decision tree algorithm CART and Fuzzy Inference Systems (FIS) using benchmark data-sets. Our initial results are promising and show the advantages of using non-crisp boundaries for improving classification accuracy on testing data.
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I. INTRODUCTION

Decision trees or classification trees [1] are popular machine learning methods for supervised learning. Previous work by [2] has shown that the problem of learning optimal decision trees is an NP-complete problem. It is therefore not surprising that many popular decision tree algorithms (CART [1] and ID3 [3]) use greedy heuristics. There is also a stream of literature that uses concepts from fuzzy logic and fuzzy set theory in order to learn decision trees, see e.g., [4], [5] for a good overview. Popular greedy decision tree algorithms and the ideas behind them have also been adapted in order to incorporate these concepts, see for example [6] and [7].

In this paper we propose a new fuzzy decision tree method that learns decision trees of a given depth. We show that we can formulate the associated optimization problem as a Mixed Integer Linear Program (MIP). Previous work [8], [9], [10] and more recently [11], [12] has already considered such an approach for building crisp decision trees. The benefit of this approach is that one can take advantage of powerful MIP solvers and this is also reflected in the results in [11], [12]. To the best of our knowledge, we are the first to consider building fuzzy decision trees by formulating the learning problem as a MIP.

Existing fuzzy classifiers such as [7], [13], [14], [15] typically use heuristics to construct decision trees. One drawback of such an approach is that it is not clear whether there is substantial room for improvement on the returned solution. In our approach, we encode the decision tree learning problem into a MIP that can be passed to an off-the-shelf MIP solver such as CPLEX, which in principle can solve the problem to optimality. When the problem is too big to be solved to optimality in reasonable time, we can still gain information about the quality of the solution from the optimality gap that is returned from the MIP solver. Hence, our method is able to answer the question: how far is the learned decision tree from being optimal? Another advantage of our approach is that it provides extra flexibility. Similarly as in [12], constraints and objectives can be modified if one is interested in minimizing other objectives such as false positives, other than overall prediction errors.

Another popular approach for learning and predicting using fuzzy logic is to use a Fuzzy Inference System (FIS). Although there is software available that is easy to use (such as the fuzzy logic toolbox in MATLAB) and that can implement a FIS, they also have some limitations when applied to classification problems. Fuzzy Inference Systems tend to have good performance when the task is to predict a continuous outcome variable using continuous features, but typically, a FIS is not flexible enough to handle both categorical and continuous features as inputs at the same time. Furthermore, it is not clear how to adapt a FIS for multi-class classification problems. On the contrary, our method can handle both categorical and continuous features at the same time, and it can be used for multi-class classification problems.

We summarize the main contributions of this paper as follows:

- We propose the first encoding that formulates the problem of learning fuzzy decision trees as a mixed-integer linear program.
- The proposed encoding provides a general framework
that can handle both continuous and categorical data, and multi-class classification tasks. Therefore, our method is complementary to FIS and offers an alternative way for fuzzy modeling using decision trees that is suitable for situations in which a FIS cannot be applied.

- Experiments show that the performance of our method on training data is comparable to that of CART and FIS on most datasets. Interestingly, the learned model using our method seems to generalize better than CART an FIS, as shown by its performance on testing datasets.

- The proposed method is flexible since the objective function and constraints can be adjusted in a straightforward way depending on the specific prediction task (e.g., minimizing false positives) at hand. Moreover, different functional forms can be chosen for the membership functions.

The remainder of this paper is organized as follows. Section II discusses our proposed methodology for learning optimal fuzzy decision trees using integer programming (FDTIP). The formulated problem can be directly solved by any MIP solver such as CPLEX. In Section III, we compare the performance of our method with the performance of off-the-shelf decision tree algorithm CART and Fuzzy Inference Systems (FIS) using several real datasets. Section IV concludes our work and provides some interesting directions for further research.

II. FUZZY DECISION TREES USING INTEGER PROGRAMMING

We assume that the reader has a basic understanding of decision trees. More information can be found in [16]. Our approach for learning fuzzy decision trees consists of three methodological steps. In the first step the raw features from the dataset are transformed using membership functions to membership values in the interval [0, 1]. In the second step we formulate the optimization problem associated with the learning of the fuzzy decision tree as a MIP. In the third step we evaluate the learned tree using several defuzzification methods. Fig. 1 gives an overview of our proposed approach.

A. Feature transformation using membership functions

We assume that there are \( n \) rows in the dataset and the dataset contains \( m \) (raw) features. Denote the class or label of data row \( r \) by \( t(r) \). We assume that the initial dataset contains three types of features: continuous features, categorical features and binary features. We transform the categorical features into binary features by using one-hot encoding. Each raw feature \( i \) is associated with \( k_i \) fuzzy sets via its corresponding membership function. Our fuzzy decision tree operates on the membership values of the \( \sum_{i=1}^{m} k_i \) fuzzy sets. That is, the actual features in our model are the membership values of the fuzzy sets and not the raw features themselves.

For each raw feature \( i \), let \( \mu_{i,j}(x) \), \( j = 1, \ldots, k_i \) denote the membership function of fuzzy set \( j \). The interpretation of fuzzy set \( j \) depends on whether the feature \( i \) is continuous or not. If feature \( i \) is categorical, then \( k_i \) equals the number of categories and \( \mu_{i,j}(x) \) is equal to the binary feature obtained from the one-hot encoding. If feature \( i \) is binary, then \( k_i = 1 \) and \( \mu_{i,j}(x) \) is equal to the original binary feature.

In our decision tree, the fuzzy sets associated with each continuous feature represent intervals. More precisely, for each continuous feature \( i \), the membership function \( \mu_{i,j}(x) \) indicates the degree to which the value of feature \( i \) is as least as large as a threshold value \( c_{i,j} \). That is, \( \mu_{i,j}(x) \) gives the membership value of feature \( i \) to the set \( F_{i,j} = \{ x | x \geq c_{i,j} \} \) at the point \( x \). For example, \( \mu_{i,j}(v_i) = 0.7 \) indicates that the value of feature \( i \) given by \( v_i \) satisfies \( v_i \geq c_{i,j} \) with degree 0.7. Similarly, \( 1 - \mu_{i,j}(x) \) gives the membership value of feature \( i \) to the set \( F'_{i,j} = \{ x | x < c_{i,j} \} \) at the point \( x \).

In our method, we used Random Forests [17] in order to generate multiple candidate values of \( c_{i,j} \) for each continuous feature. The main idea behind this approach, is that the Random Forests (RF) will detect the boundary of critical regions in the feature space that are important for predicting the outcome variable in an efficient way. This similar to the approach used in [18], [19], [20] where boundaries obtained from a crisp decision tree learned by CART or ID3 are fuzzified in order to derive fuzzy rules. In [18] a crisp decision tree learned by CART is used to set up an initial structure of a Fuzzy Inference System (FIS). However, instead of using only one tree as in [18], we use a forest consisting of \( N_T \) trees in order to generate candidate values of \( c_{i,j} \).

It could happen that some continuous features are not selected by any of the trees in the RF. For those features, we set the values of \( c_{i,j} \) equal to the values of \( N_C \) equally spaced points in the range of the feature space. For example, if feature \( i \) has range \([0, 10]\), then setting \( N_C = 5 \) would give the following thresholds \( c_{i,1} = 0, c_{i,2} = 2.5, c_{i,3} = 5, c_{i,4} = 7.5, c_{i,5} = 10 \).

Not all of the thresholds generated by the \( N_T \) trees are informative. For a continuous feature \( i \) it may happen that multiple thresholds separate the same data rows in the dataset. More specifically, let \( v_{i,r} \) denote the value of feature \( i \) in row \( r \) of the dataset and let \( C_i \) denote a set of thresholds for feature \( i \) generated by the RF. Then it might be that \( M_i = \{ x | x \in \{ 1, \ldots, n \}, v_{i,x} \geq t \} \) is the same for all \( t \in C_i \). In that case, any convex combination of the thresholds in \( C_i \) would also separate the same rows in the dataset. In our experiments, we only use the median of the thresholds in \( C_i \).

In our experiments we used S-shaped and Z-shaped membership functions for \( \mu_{i,j}(x) \). The S-shaped membership function is given by:

\[
\mu_{i,j}^S(x) = \begin{cases} 
0 & \text{if } x \leq a \\
\frac{2(x-a)^2}{b-a} & \text{if } a \leq x \leq \frac{b+a}{2} \\
1 - \frac{2(x-b)^2}{b-a} & \text{if } \frac{b+a}{2} \leq x \leq b \\
1 & \text{if } x \geq b
\end{cases}
\]
The Z-shaped membership function is given by:

\[
\mu_{ij}^Z(x) = \begin{cases} 
0 & \text{if } x \leq a \\
\frac{x-a}{b-a} & \text{if } a \leq x \leq b \\
1 & \text{if } x \geq b 
\end{cases}
\]

The S-shaped and Z-shaped membership functions take two parameters \(a\) and \(b\) that locate the extremes of the function. If feature \(i\) was selected by RF with associated threshold value \(c_{i,j}\), then we used \(a = \text{median}\{x|x \leq c_{i,j}\}\) and \(b = \text{median}\{x|x \geq c_{i,j}\}\). By choosing \(a\) and \(b\) in this manner, the extremes are determined in a data-driven way depending on the distribution of feature \(i\) around the threshold value \(c_{i,j}\).

If feature \(i\) was not selected by RF, then the parameters \(a\) and \(b\) are determined by adjacent values of \(c_{i,j}\) in the grid partition of feature \(i\). More specifically, \(a = c_{i,j} - |c_{i,j} - c_{i,j+1}|\) and \(b = c_{i,j} + |c_{i,j} - c_{i,j-1}|\).

**TABLE I**

**EXAMPLE OF FEATURE TRANSFORMATION**

<table>
<thead>
<tr>
<th>original features</th>
<th>transformed features</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>(x_2)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
</tr>
</tbody>
</table>

Given these membership functions we can pre-process our initial dataset of raw features in order to obtain the membership values of the \(\sum_{i=1}^m k_i\) fuzzy sets. These membership values are subsequently used as inputs in our optimization model.

**Example 1:** In Table I we give an example that illustrates the feature transformation. Table I shows eight rows of a dataset that contains three raw features \(x_1, x_2\) and \(x_3\). In the example, \(x_1\) is a continuous feature, \(x_2\) is a categorical feature and \(x_3\) is a binary feature. Suppose that after using random forest, feature \(x_1\) is selected twice with threshold values \(c_{1,1} = 7\) and \(c_{1,2} = 10\). If we use an S-shaped membership function, we get that \(a = \text{median}\{0, 2, 5\} = 2\) and \(b = \text{median}\{8, 8, 10, 15, 20\} = 10\) for \(\mu_{1,1}^S(x)\). For \(\mu_{1,2}^S(x)\) we have \(a = \text{median}\{0, 2, 5, 8, 8\} = 5\) and \(b = \text{median}\{10, 15, 20\} = 15\). If we now apply the S-shaped membership function with these parameters on the feature \(x_1\), we end up with the transformed features \(x_{1,1}^*\) and \(x_{1,2}^*\). Feature \(x_2\) is transformed into features \(x_{2,1}^*\), \(x_{2,2}^*\) and \(x_{2,3}^*\) using one-hot encoding. Finally, feature \(x_3\) is the same as feature \(x_3^*\) since it is binary. Fig. 2 shows a plot of the resulting membership functions for feature \(x_1\).

**B. Fuzzy Decision trees: MIP formulation**

Consider a fully grown binary tree of depth \(k\) and let the root node be denoted by \(u_0\). The set of all nodes is given by \(\mathcal{N}\). The set of all leaf nodes is given by \(\mathcal{N}^L\). Define the set of all
branching nodes as \( \mathcal{N}^B = \{ u \mid u \in \mathcal{N}, u \notin \mathcal{N}^L \} \). The set of internal nodes is then given by \( \mathcal{N}^I = \{ u \mid u \in \mathcal{N}, u \neq u_0 \} \).

There are \( n \) rows in the data set and the dataset contains \( m \) features. Denote the class or label of data row \( r \) by \( t(r) \). Let \( \mathcal{T} = \bigcup_{r \in [1,n]} t(r) \) denote the set of all class labels in the dataset.

For a fully grown tree of depth \( k \), the number of paths from the root node to a leaf node \( l \) will be equal to the number of leaf nodes \( v = |\mathcal{N}^L| \). For each \( l \in \mathcal{N}^L \), let \( \mathcal{P}_l = \{ u_0, u_1, \ldots, u_k \} \) denote a sequence of nodes starting at the root node \( u_0 \) and ending in a leaf node \( u_k \) at depth \( k \) in the tree. Define \( \mathcal{P}_l = \{ j \in \mathcal{P}^I \mid j \neq u_0 \} \) as the set of nodes in \( \mathcal{P}^I \) excluding the root node.

Every node \( j \in \mathcal{N}^B \) in the tree needs a binary decision variable \( f_{i,j} \in \{0,1\} \) to specify whether feature \( i \in [1,m] \) is used in the decision rule on node \( j \). Let \( v(r,i) \) denote the value of feature \( i \) in data row \( r \) of the dataset, then the value of the selected feature at node \( j \) is given by

\[
f(v(j,r)) = \sum_{1 \leq i \leq m} f_{i,j} \cdot v(r,i) \quad \forall j \in \mathcal{N}^B, r \in [1,n] \quad (1)
\]

For each \( j \in \mathcal{N}^I \), let \( j^- \) denote the predecessor of node \( j \). Define now \( M\!R(j,r) = f(v(j^-,r)) \) as the membership value or degree to which data row \( r \) takes a right branch at node \( j^- \) on the path to node \( j \). The membership value or degree to which data row \( r \) takes a left branch at node \( j^- \) on the path to node \( j \) is then given by \( M\!L(j,r) = 1 - f(v(j^-,r)) \).

Let \( D_{j,l} = 1 \) indicate that data row \( r \) takes a right branch at node \( j^- \) on the path to node \( j \) and to leaf node \( l \). Note that \( D_{j,l} \) is not a decision variable. Instead, \( D_{j,l} \) is determined by the structure of the tree (by the depth \( k \) and the numbering of the nodes). For each path starting at the root node and ending in a leaf node \( l \in \mathcal{N}^L \) we can define the degree to which data row \( r \) will end up in leaf \( l \) by following path \( \mathcal{P}_l \) as:

\[
y_{l,r} = \text{mean} \{ D_{j,l} \cdot f(v(j^-,r)) + (1 - D_{j,l}) \cdot (1 - f(v(j^-,r))) \mid j \in \mathcal{P}_l \}
\]

The usual approach in fuzzy modeling would be to use a T-norm (the most popular one is to take the minimum of membership values). For computational efficiency we use the mean instead of the minimum, since linearizing the minimum would introduce extra binary variables into the formulation.

We can summarize the steps described above as follows:

- For each branching node we need to determine which feature we want to branch on.
- For each leaf node we need to determine the target or class label that is associated with it.
- The feature values associated with the feature chosen for branching will define the membership values between adjacent nodes.
- The membership values between adjacent nodes (that are on the path to a leaf node) will determine the membership value of a data row to a particular leaf node. More specifically, the membership value of a data row to a particular leaf node is equal to the average of the membership values between adjacent nodes (that are on the path to this particular leaf node).

**Example 2:** We can illustrate these concepts using the example dataset described in Table I. Suppose that \( \{j_1, j_2, j_3\} \) is a sequence of nodes from the root node \( j_1 \) to a leaf node \( j_3 \). Furthermore, suppose that after visiting node \( j_1 \) a right branch is taken in order to reach node \( j_2 \) and suppose that a left branch is taken in order to reach node \( j_3 \). For this example we thus have \( j_1, j_2 \in \mathcal{N}^B \) and \( j_3 \in \mathcal{N}^L \). At node \( j_1 \) and \( j_2 \) in the tree, one column out of the six columns corresponding to the transformed features needs to be selected. Suppose that column 1 is selected at node \( j_1 \), then \( f_{1,j_1} = 1 \) and the membership value or degree to which data row 4 takes a right branch at node \( j_1 \) is given by 0.875. If column 3 is
selected at node $j_2$, then $f_{3,j_2} = 1$ and the membership value or degree to which data row 4 takes a left branch at node $j_2$ is given by $1 - 0 = 1$. The membership value of data row 4 to leaf node $j_3$ is then given by mean\{0.875, 1\}.

In order to complete the formulation of the MIP model we need to specify the objective function. For each data row $r$ we define a penalty or loss $pen_{l,r}$ in each leaf $l \in N^L$. The penalty $pen_{l,r}$ is defined as follows:

$$pen_{l,r} = \begin{cases} 0 & \text{if predicted class in leaf } l \text{ equals } t(r) \\ y_{l,r} & \text{otherwise} \end{cases}$$

The objective function that we aim to minimize, is the sum of the penalties $pen_{l,r}$ over all leaves and data rows. The complete formulation is as follows:

$$\min e = \sum_{1 \leq r \leq n} \sum_{1 \leq l \leq v} pen_{l,r} \quad (2)$$

subject to:

$$x_{j,r} = 2D_{j,i} \cdot f_v(j^-, r) + (1 - f_v(j^-, r) - D_{j,i}) \quad \forall j \in P_l, l \in N^L, r \in [1, n] \quad (3)$$

$$\sum_{i \leq m} f_{i,j} = 1 \quad \forall j \in N^B \quad (4)$$

$$f_{i,j} \in \{0, 1\} \quad \forall j \in N^B, i \in [1, m] \quad (5)$$

$$y_{l,r} = (1/k) \cdot \sum_{j \in P_l} x_{j,r} \quad \forall l \in N^L, r \in [1, n] \quad (6)$$

$$\sum_{t \in T} p_{t,l} = 1 \quad \forall l \in N^L \quad (7)$$

$$p_{t,l} \in \{0, 1\} \quad \forall l \in N^L, t \in T \quad (8)$$

$$pen_{l,r} \geq y_{l,r} - p_{t,l}, \quad t = t(r) \quad \forall l \in N^L, r \in [1, n] \quad (9)$$

$$0 \leq pen_{l,r} \leq 1 \quad \forall l \in N^L, r \in [1, n] \quad (10)$$

The decision variables are $f_{i,j}, x_{j,r}, y_{l,r}, p_{t,l}, pen_{l,r}$.

Equation (3) determines the membership values along the individual branches of the tree, where $f_v(j, r)$ is given by Equation (1). Equations (4) and (5) ensure that only one feature is selected to branch on at each branching node. Equation (6) determines the membership value along each path by calculating the mean of the membership values along the individual branches. Equations (7) and (8) ensure that precisely one label is predicted in each leaf node. Equation (9) determines the penalty for each leaf node. Finally, Equation (10) ensures that the penalties are bounded.

C. Evaluation of learned trees

After a decision tree has been learned, the next step is the evaluation of the tree. Given a learned tree and a data row from a testing dataset, there are multiple ways to determine the final prediction. The final prediction is determined by the choice of the defuzzification method. Note that this issue is not relevant for regular or crisp decision trees, since in that case a particular row of data will end up in exactly one leaf node. In the case of our fuzzy decision tree, a row of data can end up in all leaves and each path to a leaf has a corresponding membership value (or weight).

In our experiments we used the following four methods for evaluating/defuzzifying a learned tree: (1) MEAN-MAXCLASS, (2) MEAN-MAXAVG, (3) MIN-MAXCLASS, and (4) MIN-MAXAVG. In MEAN-MAXCLASS we used the mean of the membership values along a particular path to compute the membership value of a data row to a leaf. The predicted class label is equal to the label in the leaf with the highest membership value (ties are randomly broken). In MEAN-MAXAVG we also use the mean the membership values along a particular path to compute the membership value of a data row to a leaf. But in the case of MEAN-MAXAVG the predicted class label is equal to the label with the highest average membership values over all leaves. The definitions of MIN-MAXCLASS and MIN-MAXAVG are similar to the ones given above, except that they use the minimum of the membership values along a particular path to compute the membership value of a data row to a leaf.

Example 3: We illustrate the first two defuzzification methods on a simple example using Fig. 3. If we use defuzzification method (1)-(2) we have 0.3, 0.6, 0.45, 0.65 as the membership values (of this row of data) to the four leaves. The prediction using MEAN-MAXCLASS would be class T since that is the label in the leaf with the highest membership value.

Using MEAN-MAXAVG the prediction would be class F since the mean of 0.6 and 0.45 is higher than the mean of 0.3 and 0.65.
III. Experiments

A. Setup of Experiments

We conducted tests on a number of benchmark datasets that have been taken from the UCI machine learning repository [21]. We compared the performance of the classification method from Scikit-learn [22], a machine learning package in Python, and our fuzzy decision tree method that is solved using CPLEX [23]. We set the time limit for solving problems in CPLEX to 30 minutes. We learn decision trees with depths ranging from 1 to 4. We also compared the performance of our method with the performance of a FIS estimated using MATLAB.

We used the following datasets: Iris, Indian Liver Patients, Blood Transfusion, Prima Indian Diabetes, Wine and Seeds. These datasets have also been used in previous studies on decision trees such as [7], [12] and thus serve as a useful benchmark. We took 5 independent splits of the data into training (70% of the data) and testing (30% of the data). For each split, each training dataset was pre-processed according to the steps detailed in Section II in order to derive the membership functions and to learn the fuzzy decision tree. These same membership functions were then applied on raw features in the testing data and fed to the learned tree in order to determine predictions for the testing data. The reported accuracy is averaged over these 5 splits/samples of training and testing data.

As the FIS in MATLAB can only deal with binary classification problems where all the features are continuous, we can only compare the performance of our method relative to the performance of FIS on the Blood transfusion and Diabetes datasets. We estimated a first-order Sugeno-type FIS with 5 and 10 rules. The input membership function type was gaussian and the rule-base was initialized with fuzzy c-means clustering using the MATLAB function genfis3. The output membership function type is linear. The FIS was subsequently tuned using the MATLAB function anfis. Since the output from the FIS is a number in the range [0, 1], we used a threshold value 0.5 in order assign a class label to a row of data. The results using another number of rules in the range 3-10 are similar and are not reported in order to save space. The results for FDTIP are based on a random forest with \( N_T = 100 \) trees and with \( N_G = 20 \). We display results for the S-shaped membership function as the results using the Z-shaped membership function are very similar.

B. Results

The results from our experiments are summarized in Table III and Table IV. Table III shows the average classification accuracy on the training data. The optimality gap, as reported by CPLEX, of the corresponding MIP is also displayed.

On the datasets where it is possible to use a FIS, we see that FIS performs quite well compared to CART and FDTIP. FDTIP tends to have a lower accuracy on training data compared to CART and FIS. One possible explanation for this could be the specification of the objective function in FDTIP. Unlike CART, FDTIP does not use the exact labels of the data rows to partition the data, but instead uses a surrogate penalty function to count mis-classifications. The fact that the objective function of FDTIP does not count the exact mis-classifications during training, may explain the pattern observed in Table III. The good performance of FIS might be due to the fact that the parameters of the membership functions used in FIS can be tuned during training. Another reason could be related to the fact that the output variable is continuous (a probability) so that the FIS can use interpolation to improve the accuracy.

From an optimization perspective, we see that the optimality gap of the associated MIP for trees up to depth 3 is zero in most cases, indicating that the problem has been solved to optimality. For depth 4, we see that CPLEX has a much harder problem to solve within the time limit of 30 minutes and this is also reflected in the larger optimality gap.

Table IV shows the average classification accuracy on the training data. On the Iris, Diabetes, Transfusion and Liver datasets, the three methods are relatively close to each other (at...
comes at the cost of the performance on training data.

IV. Conclusion

We have proposed a new modeling framework for learning fuzzy decision trees that uses Mixed Integer Linear Programming to solve the associated optimization problem. The initial experimental results are promising and show that our method has a performance similar to both CART and FIS in most cases and is able to outperform in them some cases as well. Our framework is complementary to FIS and offers an alternative way for fuzzy modeling using decision trees that suitable for situations in which a FIS cannot be applied.

The research presented in this paper is a first step to designing a general framework for learning fuzzy decision trees. As future work, we will study alternative loss functions and defuzzification methods in order to further improve the performance of our method. Another interesting research direction is to extend the current framework such that the parameters of the membership functions are estimated using data during the optimization process. Moreover, we will investigate how to combine learned fuzzy decision trees with optimization problems, like in [24]. We expect that predictions drawn from fuzzy decision trees are less sensitive to prediction errors, hence, the optimization method that takes such predictions as parameters will be more robust.

In our analysis we have not explicitly considered the complexity and interpretability of the rules that are obtained by our method. Rulebase simplification [25] has been proposed to deal with cases where the obtained fuzzy sets overlap too much and cannot be interpreted linguistically. In future work we will investigate the applicability of such methods to our problem and we will investigate whether the interpretability/accuracy trade-off can be incorporated in the optimization process.
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